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Abstract. We study the small-mass (overdamped) limit of Langevin
equations for a particle in a potential and/or magnetic field with matrix-
valued and state-dependent drift and diffusion. We utilize a bootstrap-
ping argument to derive a hierarchy of approximate equations for the
position degrees of freedom that are able to achieve accuracy of order
m*%? over compact time intervals for any £ € Z*. This generalizes prior
derivations of the homogenized equation for the position degrees of free-
dom in the m — 0 limit, which result in order mt/? approximations.
Our results cover bounded forces, for which we prove convergence in L
norms, and unbounded forces, in which case we prove convergence in
probability.
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1. Introduction

Langevin equations provide models of a diffusing particle; a simple example,
illustrating several typical ingredients, is the system of stochastic differential
equations (SDE)

dgi* = v*dt, mdv]* = —yv*dt + odWy, (1)

where m is the mass of the particle (here and in the sequel we use a super-
script to denote the m dependence), v and o are the dissipation (or: drag)
and diffusion coefficients respectively and W; is a Wiener process. Pioneering
work, including investigation of the small-mass limit, was done by Smolu-
chowski [1] and Kramers [2]. A detailed discussion of the early literature can
be found in [3].

Works studying the small-mass limit of (various generalizations of)
Eq. (1) have rigorously established convergence of the position degrees of
freedom, ¢}, as m — 0 to the solution, ¢, of a limiting SDE [4, 5, 6, 7, 8, 9].
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Such problems fall under the umbrella of homogenization (see, for example,
the recent sources [10, 11]) and so we refer to the SDE for ¢; as the homoge-
nized equation. Moving beyond the homogenized equation, results have been
proven regarding the small-mass limit in the sense of rough-paths [12], the
limit of the joint distribution of position and (scaled) velocity [13], the limit
of the invariant measures [14], and the limit of the entropy production [15].

In this paper we build on the above small-mass limit results, specifically
those in [9], where it was proven that ¢, approximates ¢/ with O(m!/2) error
over compact time intervals (see also the summary in Section 1.2 below).
Our main result is the derivation of a hierarchy of SDEs whose solutions are
higher-order approximations to ¢}™; this hierarchy is able to achieve O(m?/?)
error over compact time intervals for any ¢ € Z*. We derive these approxi-
mations and prove the claimed error bounds via a bootstrapping argument.
Related techniques are commonly used in many different contexts, such as in
proving regularity of solutions to various classes of equations (see page 20 in
[16] and page 489 in [17]), to derive error estimates for numerical methods
[18, 19] and in predictor-corrector methods (see Chapter 15.5 in [20]), and
in homogenization (see Chapters 16 and 20 in [11]) and perturbation theory
(see Chapter 3.2 in [21] and Chapter 6.2 - 6.3 in [22]).

1.1. Langevin Equation with State-Dependent Drag and Noise

In this work, we study generalizations of Eq. (1) that allow for time- and
state-dependent drag, noise, and external forcing:

dqzn :Ulndtv (2)
md(v"); = (=Fir(t, ¢ (0f")* + Fi(t, ")) dt + 03 (£, g7 )W, (3)

where ¢/ and v;" are R™-valued processes. The matrix-valued function ¥

will have a symmetric part, the drag matrix, and is allowed to have an anti-
symmetric part, coming from a possible magnetic field; see Eq. (5) below for
details. We again alert the reader that here, and elsewhere, the superscript
m on vector or matrix-valued quantities denotes the value of the mass and
not a component or a power.

Except in the simplest cases, the system Eq.(2) - Eq.(3) cannot be
solved explicitly, and it is difficult to study numerically, especially for small
values of m, since the velocity process vy diverges as m — 0. As discussed
above, solutions of the homogenized SDE can serve as approximations to (the
position components of) solutions of the original system, as long as the value
of m is sufficiently small. The effectiveness of this has been confirmed numer-
ically and experimentally for physically relevant values of m [5]. However,
this approximate solution is independent of m. The present work improves
on this, by deriving approximate position processes which are sensitive to the
variation of m while still not requiring one to solve the full system. In addi-
tion, these m-dependent approximations are free from the type of singularity
that makes the original system Eq. (2)-Eq. (3) difficult to work with when m
is small.
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More specifically, we obtain a hierarchy of approximations qf mole 7T,
starting with ;"™ = q;, where ¢."™ approximates ¢ with O(m*/2) error over
compact time intervals. These processes will be constructed inductively (on
£) as solutions to SDEs of the form

dgy™ = b(t, gy ™)dt + &(t, g™ AWy + /mdRy V™ (4)

Here and in the following, SDEs are defined in the It6 sense.

The leading order terms in Eq. (4) are given by the same drift, b, (in-
cluding the noise-induced drift from [6]) and diffusion, &, that appear in the
homogenized SDE for ¢; (see Eq. (10) below). The corrections are captured
by the semimartingale term Rf_l’m. The appropriate form of Rf_l’m will be
motivated by comparing the SDE for ¢;" to the SDE for the homogenized
process, ¢, and extracting the error terms.

What makes the hierarchy particularly simple is that Rf_l’m does not
depend on qf ™ but rather is an external driving semimartingale, constructed
from the approximation at the previous step, qf_l’m (with R?’m = (). This
means that the singular nature of the m — 0 limit does not complicate the
limiting drift and diffusion, even for higher-order approximations. Moreover,
the presence of m in the correction process, Rf_l’m, is rather benign; it pri-
marily serves to exponentially damp out contributions from the past history
of gt =™,

In Section 1.2 we summarize the prior results that will be needed in this
paper. Section 1.3 gives a summary of the new results that will be established.
Section 2 contains an outline of our proof strategy, in a simplified setting,
in order to highlight the key ideas. Our new results are fully developed in
Sections 3 and 4. The former covers Langevin equations driven by bounded
forces and the latter covers the extension to unbounded forces.

1.2. Homogenized Equation in the m — 0 Limit: Established Results

Here we recall several previously proven results, pertaining to the Langevin
equation Eq. (2)-Eq. (3), that will be needed going forward. Before doing so,
we need to be a bit more specific about the objects appearing in Eq. (3). We
will assume:

1. 74 is constructed from a continuous, positive definite matrix-valued drag,
~, and an antisymmetric part generated by a C? vector potential, v, as
follows:

Fir(t, @) = Yir(t, @) + Oge)i(t, @) — Ot (t, q)- (5)

2. The diffusion, o : [0,00) x R® — R"** is continuous.

3. W is an R*-valued Wiener process on (2, F, F;, P), a filtered probability
space satisfying the usual conditions [23].

4. The total forcing is

F(t, q) = _at/w(tv Q) - qu(t7 Q) + F(ta Q), (6)
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where the C? function V represents an (electrostatic) potential and F
is a continuous external forcing.

Our usage of electromagnetic language is due to us viewing the antisymmetric
part of the drag-matrix, 4, as begin generated by the vector-potential of an
electromagnetic field, 1. If one is not interested in such a term, then our
framework still allows for consideration of quite general gradient and non-
gradient forces. More assumptions on these objects will be required as we
proceed; in particular the LP-convergence result of Theorem 3.8 will apply
only to bounded forces but Theorem 4.1 will prove convergence in probability
for a large class of unbound forces.
Next, define the (kinematic) momentum

uyt = muy". (7)

We showed in [9] that, under appropriate assumptions, there exist unique
solutions (g}, ul™), t € [0,00), that converge to (q:,0) as m — 0; ¢; is the
solution of a homogenized limiting SDE. The precise nature of this conver-
gence, and the form of the SDE for ¢, are given below. These results provide
the foundation that we build upon in order to derive higher-order approxi-
mations.

Summary of Previous Results:

Under the assumptions listed in Appendiz A, one has the following con-
vergence results (see [9] for a detailed proof): For any T > 0, p > 0, ¢ >0
we have

1/p
E| sup llqtm—qﬁH”] = 0(m"*™), sup E[llg]* = q.|")"/" = O(m'/?),
[t€[0.T] te[0,7]
(8)

1/p
E| sup IIu?“p] =Om!?7), sup B[[[uf|["]'/? = O(m'/?) (9)
| t€[0,T] te[0,T]

as m — 0, where q; is the solution to the SDE
dgr =7~ (t, @) F(t, qi)dt + S(t, q)dt + 57 (, qi)o (£, g )dWy. (10)

S(t,q) is called the noise-induced drift, see [6, 9], and is given by (employing
the summation convention on repeated indices):

1. 8'(t,q) = 9 (3 1) (1, QO G55 (t, ) 2rs (8, ),

2. Gf’}(t,q) = §rkgsl fo (e—C’y(t,q))iT(e—Cv(tyq))jsd<7

3 Y= aipaj§5p5.
Here 0%! denotes the Kronecker delta.

The initial conditions are assumed to satisfy E[||q*||P] < oo, E[|lqo|"] <
00, and E[||lgf* — qol[P]*/? = O(m'/?) for all p > 0.
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The following bounds on qi"* and q; were also shown:

E sup_[la[P| < o (11)

te[0,T)

sup |lg"[|”] < o0, E
tef0.7]

forallm>0,T>0,p>0.
Note that u}* = O(m!/?) translates into v}* = O(m~'/2). Also, in the
above, we have defined the index placement on 7~ ! so that

(7197, = op, (12)

and for any v; we define the contraction (7~ 'v)" = (57!)¥v;. Finally, note

that what we call F' here was simply called F in [9], whereas here we use F
to refer to Eq. (6).

As stated previously, a comprehensive list of assumptions that guarantee
the above convergence and boundedness properties can be found in Appendix
A. Of particular significance, we assume that the symmetric part, v, of 7 is
positive definite; this ensures that the term involving +y is dissipative, and is
also sufficient to ensure that 7 is invertible.

1.3. Summary of New Results

The main content of the present work is the derivation of a hierarchy of
approximating equations for the position degrees of freedom, generalizing
the O(m!/?)-accurate Eq. (10), that is capable of approximating ¢/ to order
O(m*/?) for any £. This is done in Section 3 under appropriate boundedness
assumptions on the coefficients of the equation. Specifically, in Theorem 3.8
we show that for each ¢ € Z™ there is a family of R”-valued semimartingales,
R{™™ such that the solutions to the SDEs

dgy™ =37t g™V F (g™ dt + S(t, g™ dt (13)
+ 57Nt gt o (t, q0™) AWy + /mdRETH™
satisfy
sup Elllg" — gp™|[P]V/P = O(m*/?), (14)

te[0,T)

1/p
E | sup Iq,?”—qf’mll”] =O0(m'*7°)

te[o,T]

forall T > 0, p > 0, € > 0. We call qf’m the solution at the ¢’th level of the
hierarchy.

In Section 4 we will use the technique developed in [7] to significantly
relax the assumption of bounded forcing, while still obtaining convergence in
probability:

m Lm
. SUP¢e[o0,T) g™ —a ™|l .
lim P ( Yy >6] =0 (15)

forallT > 0,8 >0,¢>0, € Z"; see Theorem 4.1.
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The hierarchy begins with R?’m = 0, thm = ¢, the solution to the
homogenized SDE, Eq. (10). We emphasize that Rf_l’m acts as an external
forcing semimartingale, and is not dependent on qf ™. See Chapter V in [24]
and Appendix D below for the general theory of SDEs that include forcing
terms of this type.

Each R:™™ will be defined in terms of ¢"~™|(0,4), the approximation
at the ¢ — 1st step up to time t. In fact, it will be useful to think of the Rf’m
as functions of a continuous semimartingale. Thought of this way, they will
satisfy R:~1™ = R [¢*~1™]. The mapping R} is constructed by comparing
the SDE for ¢ with the homogenized SDE, Eq. (10), for ¢; and extracting
the error (i.e., remainder) terms. This will be carried out in Section 3.1; see
Definition 3.7 for the precise definition of R}"[y].

2. Outline of the Proof in a Simplified Setting

The convergence rates in Eq. (14) will be obtained by showing that, for an ap-
propriate class of continuous semimartingales, y, the remainder terms R}*[y]
are Lipschitz transformations of y|j4 (Lipschitz with respect to pairs of
norms that will be specified below), and then inductively using a Gronwall’s
inequality argument.

The proof of these Lipschitz properties is quite technical, and so we first
provide an outline of our argument in the following simplified setting: Here
we work in n = 1 dimensions, and consider the SDE

dai" = o dt, (16)
mdv” = F (¢") dt — v dt + o dWy,

where 7, o are positive constants or, in terms of u;* = muv;™:

1
dgi" = —ul" dt, (17)
m

1
dul® = F (¢f*) dt — Evuf’ dt + o dW;.

Solving the second equation for i’yu{" dt, substituting into the first, and
rewriting in terms of

= Vi = fy/m (18)
(the velocity, normalized to be of order 1), one finds
dg" =y F (¢") dt +~ Lo dWy — Vmytdz (19)
The last term is of order /m, so it vanishes in the limit m — 0. Indeed, it
can be shown that the limit ¢; of the processes g;"* satisfies
dgs =y F (q;) dt +~y Lo dW; (20)

(see [3]). This is a considerably simpler equation than the original system
and in many situations its solution ¢; furnishes a good approximation of g;".
Here we are interested in a more accurate result, approximating ¢/ by an
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m-~dependent process that can still be obtained as a solution to a first-order
SDE, albeit a somewhat more complicated one. In fact, we will obtain a
hierarchy of such equations, whose solutions will approximate ¢’ to within
an arbitrary power of m. To implement it, we do not neglect the remainder

VmyTtdz". (21)

Instead, we rewrite it by solving the equation for uj* as an inhomogeneous

linear equation (and multiplying the result by \/% to obtain z}"):

1 2y K a k a2
2t = ——=e"m mzy' em*F (¢7") ds em*cdWs | . 22
t \/7% (\/> 0 +/0 (qs ) +/0 s ( )
Substituting this expression into the remainder term, we obtain the delay
equation

dg* = "'F (q1) dt +7 "o dW; + v/mdR}"[g™], (23)
where, for an arbitrary continuous semimartingale y;, we define
dR}"[y) = 7~ dz{"[y] (24)

with

2y = BN \/méo—k/tegbsF(yt) ds+/te%SadW (25)
' vm 0 0 ’

The equation for ¢;" can now be thought of as a fixed point problem. We
. . . . m . :

will solve it iteratively, defining a sequence g, of approximate solutions,

starting from qt1 " = g;—the solution of the homogenized equation in the

m — 0 limit, and, given ¢. "™, defining g™ as the solution of the SDE

dgf™ =y UF (gf™) dt -+ lo AWy + mdRy o] (20)

Note that the the first two terms are the same as in the SDE Eq. (20), while
the last term is a fixed semimartingale forcing term, i.e., it does not depend
on the process, qf "™ that one is solving for. As we will see, these two features
are maintained in the general case.

We prove the claimed O(m%/?) difference between qf ™ and ¢ under a
variety of norms, by using Gronwall’s inequality and a bootstrapping argu-
ment. For specificity, here we outline the argument for the norm

ly — §||2,T = sup Elly; — gt|2]1/2- (27)
0<t<T

Subtracting Eq. (23) and Eq. (26), using the triangle inequality, and the
simple bound (a + b)? < 2(a? + b?) for a,b > 0, we find

lg™ — ¢“™|3.1 (28)
t
<2 /0 YUF (q) =y VF (¢5™) dsl|3 4+ 2m||[ R (g™ — R™[q ™13 -

Suppose now that F is Lipschitz and R™[y| is Lipschitz in y for the norm
Il - l2,r (the latter is an oversimplification, but will allow us to illustrate
the main idea without additional technical complications). Estimating the
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first term in Eq. (28) by using the Lipschitz property for F, along with the
Cauchy-Schwarz inequality on the Lebesgue integral, and the second, using
the Lipschitz property of R™; one arrives at

g™ — "™

T
2, <C / I — ¢ 2, dt + Omllg™ — ¢ *™|20  (29)
0

for some constant C' > 0 (independent of m). Gronwall’s inequality then
yields

lg™ = "I 7 < Cmllg™ = "™ (30)

for (a different) C' > 0. Taking the square root, one finds that the iteration
from ¢'~%™ to ¢“™ has improved the error by a factor of /m. Starting with
the base case ||¢™ — ¢""|21 = [|¢™ — ¢ll2r = O(m'/?) (this is the error
bound for the overdamped limit, proven in [9]) one obtains the claimed error
bounds [|¢™ — ¢“™ |2, = O(m*/?) for all £ € Z+.

The proof in the general case follows the above outline, but introduces
several technical complications:

1. Working in arbitrary dimension n > 1, and with state-dependent, matrix-
valued v and o, complicates the derivation of the overdamped limit
Eq. (20), as well as the remainder term in Eq. (23). The required com-
putations are found in [9], but we outline them in Section 3.1 for com-
pleteness.

2. We prove below that R™[y] is Lipschitz under pairs of related norms, but
not with respect to a single norm as was assumed above; see Lemmas
3.5 and 3.6. This constitutes the greatest technical hurdle in this paper,
and requires repeated use of the inequalities collected in Appendix C.

3. The computations in Eq. (28) - Eq. (30) must be generalized beyond the
| - ||2,7-norm, to accommodate the usage of the norm-pairs mentioned
in item (2). In addition, the stochastic integral terms will no longer
cancel, due to state-dependence of v and o. These generalizations require
further use of the inequalities from Appendix C; see Theorem 3.8.

3. Derivation of the Approximation Hierarchy for Bounded
Forcing

Having outlined our argument, we now begin a detailed derivation of the hi-
erarchy of approximating equations, in the general setting laid out in Section
1.2 and under the assumptions from Appendix A; in particular, for bounded
forcing. The next two subsections lay the analytical groundwork, while the
definition of the approximating hierarchy and the convergence proof are found
in Section 3.3.
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3.1. Identifying the Remainder Terms

It is convenient to rewrite the system Eq.(2) - Eq.(3) in terms of u}" (see
Eq.(7)):

1
dqzn :Euzndt (31)
1 g m m m m
d(ui")i = (_m’Yik(t7Qt ) (ug )k + Fi(t, q )) dt + Uip(tvqt )thp- (32)

The next step is to combine the SDEs for ¢;” and u}* and decompose the
result into two pieces: one that becomes the homogenized SDE, Eq. (10), in
the m — 0 limit, and a remainder term that will motivate the definition of
R [y].
Eq. (32) is a linear equation for u}", so the pathwise solution to
d m 1 jog m m m
%(I)t = _E’Y(@% )@y, o' =1, (33)
(i.e. the fundamental-solution process; see Appendix B) furnishes us with an
explicit formula for u;* in terms of ¢;":

t t
= e (ua“+ / (@)1 F (s, ™) ds + / (@T)lo(s,qT)de) (34)

In principle, the above formula for u;* allows one to formulate a delay
equation for ¢i" (i.e. with the right hand side depending on ¢" |9 +) by sub-
stituting Eq. (34) into Eq. (31). However, doing so in this form does little to
shed light on the behavior in the singular m — 0 limit. Nevertheless, by first
rewriting the equation for ¢i" in an equivalent form we can turn this into a
fruitful idea.

We begin by mimicking the convergence proof of ¢ to g, as found in [9],
and separating the terms that survive in the m — 0 limit from the remaining
O(y/m) error terms, which will then be used to define R}*[y]. To make this
section more self-contained, we will repeat a portion of that derivation here:

First solve Eq. (32) for Luf"dt and substitute into Eq. (31) to obtain

d(gi")" =(3~ 1) (t, q") Fy(t, g )dt + (5719 (8, a") o, (¢, a" ) AW, (35)
— (3Nt g™ d(ui); -
Integrating the last term by parts results in
= (Yt @M d(ui); = —d((H (¢t a") (1)) (36)
~—1\ij m 1 m m ~—1\ij m
+ (") 0,(3 ) (t, ¢ )t + e CHFICH k6™ 0y (1) (¢, g ).

From Eq. (9), we see that u}*//m is O(1) as m — 0, so the last term above is
O(1) as m — 0 and must be further decomposed to identify the g-dependent
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piece that survives in the limit. To do this, use Eq. (32) to compute
d((wf")i(ui");) = (" )id(ui®); + (w);d(ui)i + dlui®, uf'le - (37)

(= (i) At ap") = (ui) A (t, ap) (uy o™ dt

((ui")eF5(t, q") + (ui"); Fi(t, ;")) dt

+ (u)iojo(t, @) AW + (ui")joip (L g7 JAWL + 35 (t, ¢;")dt.

We wish to solve for L (u}™);(uf")rdt, hence we rewrite this as

1 g m m m g m m m
— (et g ) (o (u")i + Fan (@) (" (") )0 dt (38)
= —d((u")i(ui");) + ((u")iF5 (t, @) + (w"); Filt, ¢i")) di

+ (" )iojp (8 a" AW + (w]")joip(t, ¢ )AW] + X (¢, ;" )dt.
If 7 is scalar-valued we can immediately solve for - (uf");(uy")dt. In general,
one must solve a Lyapunov equation (see Eq.(4.15) and surrounding material
in [9] for details). Doing so, and substituting back into Eq. (35) results in

d(g™) =(3 N9 (t, g ) Fy(t, qi")dt + Q™ (t, /") Jua(t, ¢ )dt — (39)

+ (39t 4ot ¢ AW + Vmd(Ry ),

—~

+ 3|~

where
Jij (t?Q) = Gfgl (ta Q)Ekl<t7 q>7 (40)
Gij(t.q) = 070" /oo(efwt”))ir(efﬁ(t’q))jsd@ (41)
0
QUM (t,q) = 9 (1) (¢, 9)0™, (42)
and, defining the O(1) processes
= ug" /v/m, (43)
d(RY")" == d((37 )7 (t ") (=7);) + (27);0:(F 1) (t, ¢ dt (44)
+Q™M(t, g G (t,ai") () Fo(t,a") + (21" o Fu(t. qi")) dt
+ () a(2")p (2" 0ge (Q™ GRY) (¢, 4 )t
+ Q™ (t, a") G (1, a™) (2)a0vp(t, 67") + (27 )o0ap(t, a4")) AW

QM 1, )G ) e ()
+V/m(z)a ()00 QM G (E, g ) d,

with Rj* = 0. Though the precise form of R;® is less than intuitive, we
emphasize that it simply constitutes all of the terms in the equation for ¢;"
that are shown in [9] to not contribute in the m — 0 limit. These terms will
of course contribute to the higher-order approximations.

We have written R}" in terms of z]* (which is O(1)) so that the order
in m of each term is more obvious. Note that the above definition of the
remainder R}" differs from that in [9] by the factor of \/m that we have
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explicitly pulled out in Eq. (39). Also, in obtaining Eq. (44) we have integrated
the term —Q™! (¢, ¢ )G (¢, ¢™)d((u ;”) (uf")p) from [9] by parts.

One can then use Eq. (34) to write 2" in terms of ¢]* and substitute
into Eq. (44). In this manner, we can view Eq. (39) as a delay equation for
gi", which will be the basis for the rest of the derivation.

3.2. Lipschitz and Boundedness Properties

As discussed above, we are viewing z;" as defined in terms of ¢™[[, via
Eq. (34) and Eq. (43), and similarly for R}", by substituting the expression
for 2™ into Eq. (44).

It will be useful to view both 2{™ and R;* as functions of an arbitrary
continuous semimartingale, y, as follows:

Definition 3.1. For y a continuous semimartingale, define
2" [y] (45)

= Loy (vimeg + [ @) Founis + [ @0 ats.uas ).

qa
dt
Using this, now define
d(Ry])" = —d((371)7 (t, ) (2" [y]);) + (2" [y]);0:(F ™) (¢, e )t (47)
+ QM (1 y ) GR (8, ye) (" lyDa B, ye) + (2" [y])o Fa(t, o)) dt
+ (=" WD) a (" ) (21" [9]) “0ge (@M G (E, e )t
+ Q™ (t, y ) GR (8, ye) (21" [y]) aowp (t, 9e) + (27" [Y)b0ap (8, ye)) AW
— Vmd(Q™ (,y ) G118, ye) (2" [Y])a (4" [))s)
+ VM ) a (24" ()0 Q™ GRY) (¢, v )t
with RY'[y] = 0.

m 1 g m m
;" = —E’Y(tvyt)q)t , @5 =1 (46)

For any such y, ®*[y] is a pathwise-C! semimartingale, and z/"[y] and
R}"[y] are continuous semimartingales. In terms of these maps, the processes
entering the delay equation for ¢, Eq. (39) (see also Eq. (44)), are given by
R™ = R*[q™] and z™ = z{"[¢™], as the notation suggests.

We will denote by Y the space of continuous semimartingales with

E l sup ||y||P| < oo forall T >0, p > 0. (48)

t€[0,T

We will now show that ®}*[y], z;"[y], and R}"[y] satisfy several Lipschitz and
boundedness properties for y € Y.



12 Birrell and Wehr

Lemma 3.2. Let y, 5 € Y. Then for any T > 0 there exists Ly > 0 such that
for all 0 < s <t <T we have the pathwise bound

12 ()@ [y]) " — @ [F)(@ (7)) "l (49)

Proof. For 0 < r < t — s define ®1(r) = 7 [y](®7[y]) ™ and Po(r) =
o [9)(®7[g])~!. Lemma B1 applies to the ®;, where By(r) = —m~'y(r +
8, Yras), Ba(r) = —m ™1y (r+s,9r45), and g = —\/m, and gives the pathwise
bound

o @)~ — o (@ ) (50
S%/ 1y, y) = A(r, g7-)||d7’€7>‘(t73)/m.

The claimed result then follows from the fact that 4 is C! with bounded
derivative on [0,T] x R™ (see the assumptions in Appendix A). O

Next we show Lipschitz and boundedness properties for z;"*[y] and R} [y]
under various norms. These are the key technical results in this work; once
they are established, the claimed convergence rates in Eq. (14) follow from a
rather straightforward application of Gronwall’s inequality and a bootstrap-
ping argument.

In the following, we will repeatedly use the technique of bounding a
difference of products by rewriting it as

ab—ab = (a —a)b+a(b—b), (51)
abc — abé = (a — a)bc 4+ a(b — b)c + ab(c — @),  etc,

and then employing bounds on each of the terms and their differences. Bounds
will be obtained by using the properties in Appendix A along with repeated
usage of the following inequalities: Holder’s inequality (H), Holder’s inequal-
ity for finite sums (HFS), Minkowski’s inequality for integrals (MI), the
LP-triangle inequality (T), and the the Burkholder-Davis-Gundy inequality
(BDG). These inequalities are commonly used in the literature, but we have
restated them in Appendix C for convenience, along with textbook citations.
We will use the above abbreviations to indicate where the various inequalities
are used. When multiple inequalities are used to obtain a particular line, we
list the inequalities in the order they were applied.

Lemma 3.3. Let y,y € Y. Then for any mg > 0,T >0, ¢ > p > 2 there exist
C, L such that. for 0 <m <mg, 0<t<T:

sup B[2"[y] — = lIIF]7 < L sup B [llys — 3] (52)
s€[0,t] s€[0,t]
and
sup E[[|z"[y]|["] < C. (53)

te[0,T]
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We emphasize that the C' and L are independent of m.

Proof. Decomposing the stochastic convolution as in Eq. (140),
t
Bl [ (@2l o, v (54)
0
t 1 t ) t
67l | oty )aWe + - 07ly) [ @) 56 [ ot )dWds,
0 0 s

we can write

2" [y] (55)
o7l + = [Pl Fuds + o) [ ols paw.
i [ o) ) [ ot

Let 0 <t < T'. First, use the technique of Eq. (51) to bound the norm
of the difference as follows:

120" [y] = 2" [l < 19" [y] — @ [glll 12" (56)

+ [ oz - o i@ G ulds
b [ 1@ e — s glds
10l [ oo~ ols. 50|

+ s [ 1O LI@T )™= ORI ) sl [ o)W ds

1@ ] - (3| / (s, ) dWV|

+ s [ 1OP@Z G )] [ 90) = a(r.5,) 7, s
+ s [ 192 GG N3 00) = 3301 [ ot ) s,

Let L denote a constant, independent of m, that may change from line
to line. Using Eq. (49), Eq. (136), and the bounds and Lipschitz properties
from Appendix A, we obtain

2" [y] = 2" [9]]l (57)

LL L F o t t
ELE [y = goaret 5 B0 [ g e
m 0 s
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i efAt/m R
/ )y, — gallds + < | / (5,92) — o5, G)dW, |

T —)\t/m/ - ~
+ T e — Il / o (s, 1) AW | dr
m3/2 0 0

+ LT”:Y”oo/t /t Yy — G ||dre= =)™ /tU(T Yr)dW,||ds
m5/2 0 Js " " s o '

~ t t
+ H'YHOO/ e—)\(t—s)/mll/ 0’(7“, yr> _ 0’(7“, gr>dWT”dS
0 s

m3/2

L ! —A(t—s)/m ~ ! ~
b [ ey =gl [ ot g as.
m 0 s

Here, [|gllco = supsepo,71,gern 9(t; )|

Next we compute an LP bound by using the inequalities from Appendix
C (indicated by the abbreviations in parentheses; if more than one inequality
is used, we list them in order of usage): Let ¢ > p > 2 and define p =
pq/(q — p). First use the triangle inequality (T) to bound the LP-norm of
Iz [y] — z™*[g]|| by the sum of LP-norms of each of the terms on the right-

hand-side in Eq. (57), and then bound each term as follows:
Efll="[y] — =" (G117

LL
< LT /m / E (llgr — 5|71 dr
m

L Flloo _
T” || / / A(t— s/mE[Hy _yr” } /pd’f’dS

m3/2
L —A(t—s)/m ~ 1p1l/p
+ \/m e E[Hys — Js|| ] ds
0
1/p

1y { /t y
+ —=¢€ "E 0(5,Ys) —O0\S,Ys dW9 P
T | ; (5,ys) — o (s, 4s)dWs|

1/p

e sy [ ) - ~
oo / E “'yr—yrlq]”"E[H / o(s,ysmWsup] dr

LTnvuoo A—s)/m
— 5 MM [|ly, — g )

1/p

xE[n / ol )P drds

+

Blle [* —r t ”
B2 / e Mt=9)/mp |:| / 0'(7“, yr) - 0’(7“, gr)der] ds
0 s

1/p

m3/2

L t t ~
+ / “(”)/’”E[llysyan]”"E[ll / o(r,mdwrllp] ds.
0 s

(58)

(MI)
(MI)

(MI)

(MIH)

(MLH)

(MI)

(MLH)

The uses of Holder’s inequality are all with the conjugate exponents ¢/p and

q/(q —p)-
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Bounding the stochastic integrals via the Burkholder-Davis-Gundy in-
equality, using the bounds and Lipschitz properties form Appendix A, and
extracting the powers of m from the Lebesgue integrals gives

m mis~ t _ m -
Bl )= )17 < L—e™™/ b;[101>t]f?[||y7- — " (59)

t/m
+ Lm1/2/ ue Mdu sup E [y — Z]r”p]l/p
0 rel0,t]

t/m
+ Lm/? / e du sup B [|lys — gs|)""
0

s€0,t]
1 t p/2 1/p
_= o At/m 12
T E (/ 1ys — sl ds) (BDG)
vm 0
+ L(t/m)* e /™ sup E[Hyrfgruq]l/q (BDG)
rel0,t]
t/m
+L/ e Ndu sup B [|lyr — 511" (BDG)
0 ref0,t]
L t t p/2 1/p
e / e MTIME ( / lyr gr||2dr> ds (BDG)
m 0 s
t/m
+L/ e ut2du sup E [||ys _gqu]l/q (BDG)
0 s€[0,t]
<L sup Efllys — """ (H)

s€0,t]

We have used several times the fact that sup,, o sup,sq(t/m)*e /™ < oo
for all k& > 0. To obtain the last line, we used Holder’s inequality to bound all
expectations by the L?-norm; the condition p > 2 was needed to use Holder’s
inequality on the term in the third-to-last line. Taking a supremum over ¢ on
the left hand side gives the claimed Lipschitz bound.

The bound on z;* proceeds using the same tools. First we bound

122" []]l (60)

Fllo [* 1 t
Soe—)\t/m + || OO/ e—)\(t—s)/mds_’_ e—At/mu/ U(S,ys>dWsH
m-Jo Vvm 0

I9llse " xt—syymy [
+ 3/2 € M=o}/ H 0'(7", yr)dWers
m 0 .
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Hence (letting C vary from line to line) for p > 2 we obtain

Ellz [y)lI717 (61)
t/m
<CeMim HFHOO\/E/O Mgy (T)

1 t 1/p

e[| [ ot )aw ) (1)
- 1/p

+ H’YHOOE ! —)\(t—s)/mH ! ( )dW ||d : (T)
372 ; e i o(r,y,)dW,||ds

1/p

C At/
< ~ m g
O \/ﬁe

(f t ||a<s7ys>|2ds)p/2] (BDG)

C t t p/21 /P
s [ e ( / |a<r,yr>|2dr) ds. (MLBDG)
0 s

We have assumed o is bounded, therefore

+

Efll="[y]I71” (62)

t
<C+ C’(t/m)l/Qe*)‘t/m + ? / ef)‘(tfs)/m(t - 5)1/2d5
m /2 0
t/m
<C + C(t/m)'/2e= /m 4 C’/ e Mt 2 du,
0

Taking the supremum over ¢ € [0, T], we arrive at the claimed bound Eq. (53).
O

Similarly to the previous lemma, but this time also employing Lemma
B3, we have:

Lemma 3.4. Let y,y € Y. Then for any mg >0, T >0, p > 2, € > 0 there
exist ¢ > p, C, L such that for 0 <m <myg, 0 <t <T:

1/p I 1/q
E | sup IIZL"[y]—ZT[ﬂ]Ipl < —FE| sup IIys—gsq] (63)
s€(0,t] m s€[0,t]
and
1/p
E | sup IIZZ"[y]II”] < C/m". (64)
te[0,T)

Again, C and L are independent of m. Also note that, in contrast with the
previous result, ¢ depends on € and can’t be chosen arbitrarily.
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Proof. Let C be a constant that varies from line to line. To derive Eq. (64)
we start from Eq. (60) and use the triangle inequality (T) to compute

1/p 1 " p11/p
E | sup ||z*'[]|IP| <C+ —=F sup e /™ / o(s,ys)dWy
S 22" [l ] T S | ; (8, ys)dWs ||
(65)
C " + pq1/p
+ T/ZE sup / 67’\(“5)/’””/ o(r,y,)dW,||ds .
m te[0,7]J0 s

Here, and in the following, we will need to bound expected values of the

following types:
‘ p11/p
sup tie=M/m| / Vidiv| (66)
t€[0,T] 0

1/p

t t p
sup / (t — s)ie=At=)/m]| / V,dW,||ds (67
te[0,7] J0o s

where j € Zg and V, is a continuous adapted R™**-valued process.
First, for any T' > 0, p > 2, use integration by parts to write

‘ £ s pq1l/p
<sup | [ siesmy,aw, + / / wwras(sje“/m)dﬂ) ]
0 0

El,j =F

and

Eg’j =F

B, =FE
tel0,7] Jo
(68)
and then use the inequalities from Appendix C to obtain
t p1/p
Ei; <E || sup | [ e /mV.dW,|| (T)
tefo, 7] Jo
T s 1/p
-|-/ E[H/ VrdW,«Hp] hjm(s)ds (T,MI)
0 0
T 1/2
<Gyl ( / E [II‘GIIP]Q/”SQje‘”S/mds> (BDG,MI)
0
T s 1/2
cor [([ Bimieprar) i moea
o \Jo
<Cvpangom? 1 sup E|Vi|l7]7 (69)
s€[0,T]

hjm(s) = jsile™ /™M 4 gde=As/m )\ I,

0o 1/2 00
Cipnjr = C;/f <(/0 u2-7e_2/\“du) +/0 ul/z(juj_le_’\“ + )\uje_’\“)du> .
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Here, C),,, denotes the constant from (the vector version of) the Burkholder-
Davis-Gundy inequality. Note that p > 2 was needed for the second and third
usage of Minkowski’s inequality for integrals.

Eq. (67) can be bounded similarly, but this time we also need to employ
the bound from Lemma B3. Using this, and then the triangle inequality (T),
forany T >0, § > 0, p > 2 we have

it
By, <G™ (E

. 1/p
YEs max sup I VrdWr|p] (70)

N relte_1,Tes] te_1

"

where N =min{l € Z : 46 > T}, ty—1 = (0 — 1)0, Ty11 = min{(¢ + 1)6, T},
and C; depends only on j.

For any ¢ > 1 we can bound the maximum of an N-term sequence by
its #9 norm. This, along with the inequalities from Appendix C, yields

+e MM B sup \|/ Vo dW, ||

T€[0,T]

B (71)
4 1/q M/
C.mit! N T -
oS [ vawe
=1 TElte—1,Te41] Jte
T p/2] VP
+Cifpelem < / ||vr||2dr> (BDG)
0

te—1,Tern] Jto—q

C 11 - 1/(prd)

im _

B VESE (2 :E[ : sup | ‘/warllpﬂ) (H)
€

1/2
O/ ( / BV, dr) (M)

1/(prq)

CymIt! oA Tar o\
J pq
<o ZE | ke (BDG)
£—1
Tl/QCl/pe—Aé/(Qm) sup E[HV” }1/17])
TE[ }

Tl - 579\ 1/ (P)
<G (cggf,’;"” ((1+77/8) 20y77) pq+T1/QC$,/$e‘W(2m)) (MLH)

x sup F [HVTHM]U(M).
r€l0,T]

In obtaining the last inequality, we used N <1+ T/4.
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For the current purposes, it is useful to let § = m” for k € (0,1).
Hence we have shown there is a constant Cr g p,x,d,n,1,5, With the indicated
dependencies, such that

C"mj+1 1 ~ " _ .
Bs S% (21/20105 (PD) (1 4 YL/ (P) 121/ (0D)

+T1/2C;’/,£)6_A/(2m 7”)) sup F [HVTHMJ 1/(pd)
rel0,T]

<Oy g gmd T2 @D o B[V YD (72)
rel0,T]

We note that the constant can be chosen to be increasing in 7.
Applying the bounds on E; ; and Es ; to Eq. (65) implies that, for any
G>1,k€(0,1), we have

E

1/p
sup IIZZ”[yH”] < CH+Crpnopn sup Elllo(s,ys)|P]/? (73)
te[0,T] s€[0,T]

4 CCLmo pegmaom~ 27221 GD) qupy B [|lo(r, y,)|P7] /@2
rel0,T]

o is bounded, so for any € > 0 we can fix x and ¢ and find a C so that

1/p
E | sup IIZZ"[y]II”] < C/mf (74)

t€[0,T)

as claimed.
For the Lipschitz bound we go back to Eq. (57) and compute

12" [y] — 2" 9]l (75)
LL Lr||F ! L [

< <mTte)‘t/m + % / (t — s)e Mt=9)/mgs 4 W e~ Mt=s)/m g
0 0

LT —At/ /t ~
t m s)dAWs
Sarate MM ot g )d |

LAl [* t
S E e [ oty as

Lt b )
bt [ [ otegaanas) st -5

rel0,t

m3/2 / T /mH/ o(r,yr) —o(r,g,)dW,||ds

= / 5.92) — (s, 5)AW .

_|_

Let t < T, take the supremum [0,#] and use the triangle inequality (T)
to bound the LP-norm of the sum. Next, let ¢ > p, define p = pq/(q¢ —p), and
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use Holder’s inequality (H) with exponents ¢/p and ¢/(q — p) followed by the
triangle inequality (T) with exponent p (again, letting L vary line to line):

1/p
E | sup |[2"[y] —Z?[QHP] (76)
te(0,t]
L t pq1/p
<(+ 5| (s e [Cotpamy ) | (HT)
m tel0,7] 0
I t t p11/p
—|—5/2E[( sup / (t—s)e”‘(t*s)/mH/ ol(r, y,)dW,«Hds) ] (H,T)
m tefo,f] /o s

I t t p11/p
+3/2E[( sup~/ e**@*s)/mn/ U(r,gjr)dWTHds) } > (H,T)
m tefo,8] /o s

1/q
x E | sup |yr — §T||q] (H)
rel0,t]
I . . pq1/p
+T/2E sup / ef)‘(tfs)/mﬂ/ U(rayr)_a(ragr)dWT”d‘s
m te[0,i] 40 s
) . pq1/p
b =B s e [ o) - ols.gadm ) |
\/a (te[o,ﬂ 0

Each of the expected values involving o is of the form Eq.(66) or
Eq. (67). Applying the corresponding bounds, Eq. (69) and Eq. (72), to the
first term results in

1 t pq1/p
S/QEK sup te_’\t/mH/ U(S»ﬂs)dWs”> ] (77)
m t€[0,7] 0
1 t t p11/p
bt | (sw [am ey [opamjas) |
m tefo,i] /0 s
1 t t p71/p
# ot (s [y [t amas) |
m te[0,i] JO s
<[lollo0C1 pg/(g—p)m1.x (78)

11600 CT mmg g, 2/ 2 H2HR(/2=(a=p)/ (@pa))

110 l00 CTimo omdin om~3/2+14r(1/2=(a=p)/(qpa))

for any ¢ > 1, k € (0,1).



Langevin equations: Higher-order approximations 21

Therefore, given € > 0 we can choose ¢,

1/p I 1/q
E | sup |z"[y] - ZZ“[?J]H”] < —FE | sup [y — yyllq] (79)
tel0,7] me rel0,f]
I ‘ ¢ pq1/p
+ WE (sup / ef)‘(tfs)/mﬂ/ o(r,y,) —o(r, g}T)dWers) ]
m te[0,7]J0 s

1 pq1/p
+ — sup e )‘t/mH/ $,Ys) — (s, 7s)dWs]|
vm l(te [0,7]

for some L > 0.
We can similarly use Eq. (69) and Eq. (72) to bound the last two terms:

1/q
E sup ||y, — z?rll‘]] (80)
rel0,t]

—3/2+14+r(1/2—1/(pg))

1/p I
sup ||z [y] — ZZ"[:L?]II”] < —FE
te[o,i] m

+ LCT,mo,pﬁ,[j,n,)\,Om
1

x sup E [||lo(r,y,) —o(r,7 )||pq] D

r€(0,f)]

+Cipmon sup Elllo(s,ys) — (s, 3577 .
s€0,t]

Using the assumption that ¢ is Lipschitz in its second argument, for appro-
priate choices of k € (0,1) and ¢ > 1 we finally obtain

1/(pd)
sup ||y —ﬂsl”“] - (81)

1/p I
E | sup [2"[y] —Ztm[zﬂp] < —F ~
m s€[0,1]

t€[0,) N

This completes the proof. O

Next we prove analogous results for R} [y].

Lemma 3.5. Let y,y € Y. Then for any mg > 0, T > 0, g > p > 2, there
exist C, L such that for 0 <m < mg, 0 <t <T:

sup E[|R"[y) — RP[g]|7)/P < L sup E[lys — 51779, (82)
s€[0,t] s€0,t]

and

sup E[||Ri"*[y]|"] < C. (83)
t€[0,T)

Once again, C and L are independent of m.
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Proof. We group the terms in R}"[y] of similar form as follows:

(R [y’ (84)
=— (7 (ty) )y — (717 (0,90) (25" [y]);)
— Vm ((Q™M G (t,ye) (2 [y)a (2 [])o — (R G (0, 90) (26" [y])a (2 [4])s)

+ )y (G + QUGEE, + QHGHE,) (5,5.)ds
+ [ D) 2 D 0 1) (MG 5, 54)ds

v | e 006 (@GR 5, )

+ /Ot(ZQ” [v]); (Q““Gilfffbp + Q““G‘Zf%p) (s,ys)dW?.

We will show that each of these terms satisfies the claimed Lipschitz property.
The computations are all similar, and use the same tools as the previous
lemmas, so we illustrate the main ideas while omitting some details:

We will again make repeated use of the Eq. (51). The estimates of the
first two terms are similar, and the derivations rely on the fact that 71!,
Q™! (t,q), and G¢(t, q) are bounded and Lipschitz in ¢, uniformly in ¢ € [0, 77,
and z{"[y] = 2" is independent of y and uniformly bounded (these properties
follow from the assumptions in Appendix A; boundedness of G%’ follows from
the lower bound on the eigenvalues of 7). We illustrate the computation with
the first sub-term of the second term. Again, let L denote a constant that
may vary from line to line and use the triangle inequality (T) to bound the
LP-norm as follows:

sup B [||vm(Q™ G (¢, y) (=" [y))a (21" 1)) (85)

te[0,]
—I(QMGE) (t, 5) (2 ) a ()5 17)
<vm sup E [[(QPGE) ¢ y) (7 Dy — ) a0 IP]

te0,t]

+vim sup B [[[(QMGED) (£ ye) — Q™G (¢ 50) (=" [ (=" ) 7]

te[0,f]

SL( sup B [l ] P12 o) — 23 17)/”
t€|0,t]

m mi~ mr~ ~ mi~ 1/
+ sup B[||2"[y] — 2" [ 1P 12" 31117+ sup E [[lye — g 1718 31]]]**] p>'

te(0,t] te[0,¢]

Here and in the following, ||2?|| denotes the £2 norm of the vector with com-
ponents x'. The other, paired, indices still indicate summations.
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Let p < ¢ < ¢. Using Hélder’s inequality (H) gives

sup. B [IVim(QU G (b, 0) 7" i ) (86)
te[0,t
% a 1/
—Vm(QH G (4,50 (" 7)) (5 ) 7]
(a=p)/(pd) . Iy
<t sw B [Jr P o] sup B {15 fy] — "7 (1)
t€[0,7] te[0,1]
11193/ (D) (G—p)/(p9) m 11 1/a
+ sup B |||z [g] P/ sup B [||z" ] —="[@l7) " (H)
te[0,t] te[0,t]
- 1q11/q opa/(q—p)| 4P/ (aP)
+ sup By — 57" sup E |12"(7]] ] (H)
te[0,4] te(0,1]

<L sup Ely. — 5/l
t€[0,1]

To obtain the last line, we used Lemma 3.3.

The third, fourth and fifth terms in Eq. (84) are bounded similarly, using
also the facts that F and 05(771)Y, 0,c (QFGE), 05(QFGEY) are bounded
and Lipschitz in ¢ (as are implied by the assumptions in Appendix A). For
example, defining

HI(t,q) = (0,577 + QMG R, + QUGHE,) (ta),  (87)
the estimate of the third term is derived by first using Minkowski’s inequality
for integrals (MI) to write

1/p

s £ | [ o) H (5, ) — / t<z;”[m>jHj(s,gs>ds||p} (59)

te[0,f]

< [ BIGRDP (o0) = G (550 1P) " s

The rest of the derivation mimics that of the first two terms.
Finally, for the last term define

L(t ( ) (QZleklpr szlel Uap) (t> q)' (89)
This is bounded and Lipschitz, and the Burkholder-Davis-Gundy inequality
(BDG) followed by Minkowski’s inequality for integrals (MI) give

1/p

B [n [ ermpare - [ <zm@1>jv<s,ys>dwg)||ﬂ
(90)

< ( [

The rest of the proof proceeds similarly to the previous cases.

1/2
E G L (s,9s) — DL (5, 99) 1P ]2/,,> :
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This completes the proof of the Lipschitz property. The proof of the
inequality

sup E[|R"[y]|"] < C (91)
t€[0,T]

with C independent of m follows from Eq. (53) using similar techniques. We
omit the details. (]

We end this section with Lipschitz and boundedness properties for R}",
corresponding to the norms from Lemma 3.4.

Lemma 3.6. Let y,§ € Y. Then for any mg > 0, T >0, p > 2, € > 0 there
exist ¢ > p, C, L such that for 0 <m <myg, 0<t < T:

1/p I 1/q
E | sup [|R]'[y] — RJ'[§ ]II”} < —F| sup ys—z?sllq] (92)
s€[0,t] m s€[0,t]
and
1/p
E | sup IRZ”[yHI”] < C/m". (93)
t€[0,T]

C and L are independent of m.

Proof. The proof is very similar to that of Lemma 3.5, with the bounds
and Lipschitz constants for z"[y] coming from Lemma 3.4. We omit the
details. (]

3.3. Hierarchy of Approximations and the Convergence Proof
With the notation of the previous subsection, ¢;* solves the delay equation
dg =77 (t,¢")F(t,q")dt + S(t,q")dt (94)
+ :Yil(ta Qt )0( 4y )th + \/EdR;n[qm]

We use this form of the equation to motivate the definition of a hierarchy
of approximating processes, qf ™ and prove the claimed convergence result,
Eq. (14). We first recall the following definitions for convenience:

Definition 3.7. For y a continuous martingale, define

AR y))" = —d((F™1)Y (8 ye) (=" [y])5) + (" [yD) ;05 (¢, ye)dt (95)
+ QM (1 y )G (8 ye) (" lyDa Fo(t, ye) + (2" [y])o Fa(t, o)) dt
+ (=" WD) a (" )b (21" [9]) “Dge (@M G (t, e ) dt
+ Q™ (t, y) G (8, ye) (217 [y]) aowp (8, 9e) + (7" )0 (8, ye)) AW
— Vmd(Q™ (1, y)GR7 (8, ye) (21" [y)a (2" [Y])b)
VM ) a (" ) (Q™ GRY) (1 ye )t
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RI'[y] =0, where
1 t
Myl =07 Y] + —=oF T [y)) " F(s,ys)d 96
] =P+ =00 [ (@B Fe)ds (96)
1 t
— ™ [y])t $) AW,

D" [y] is defined pathwise as the solution to

d 1
— o7 = ——45(¢ o et =1
dt m’}/( 7yt) t 0 ) (97)

and

:Y?,k(ta Q) = Yik (tv Q) +aqk ¢i (t7 Q) - 6(1”/}k (ta Q);
QU (t,q) = Oge (71)" (t, q)0M,

Si(t0) = 0, (7Y (1. )G (1. ) (1.,
GH(t,q) = 5746° [52(eT0) (70,
Yij = 04056075, .

6. F(ta q) = _atd}(tvcﬁ - qu(ta Q) + F(t7 q)

Theorem 3.8. Assume the conditions in Appendiz A hold. Fiz an initial con-
dition qo such that E|||qo]|P] < oo for allp > 0 and let ¢}, g be the solutions
to the original SDE (Eq. (31)) and the homogenized SDE (Eq. (10)) respec-
tively, all with the same initial position, qo.

With the notation from Definition 3.7, define the continuous semimartin-
gales ¢©™, 0 € 7T, by setting ¢¢"™ = q¢ and, for £ > 1, inductively defining
l,m .
g to be the solution to

t
qf’m :(I0+/ ’?_1(87q£7 ) S, qs d8+/ S S qs (98)
0

SIS

t
4 / 571(s, 5™ (5, ¢E™)AW, + VmRTg" 1)
0

(Note that this also holds for £ =1 if one defines R{*[¢"™] = 0.)
Then for any T >0, p >0, € >0, £ € Z* we have

sup Elllg;" — g, " [IP]/? = O(m*/?), (99)
t€[0,T)
1/p
E| sup |lg" —qf’mll”l = O(m"/*7°).
te[0,T]

Proof. Given y € Y (recall Eq. (48)), Theorem D1 and Corollary D2 give a
unique solution to

t t
o+ [ 7w Pl )ds+ [ S(s,m.)ds (100)
0 0
t
4[5 o (s m)dW, + ViR
0
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defined for all t > 0. The solution is a continuous semimartingale and bound-
edness of the drift and diffusion, together with Eq. (93), imply

E

sup [jz¢||P| < oo forall T >0, p >0, (101)
t€[0,7)

ie, z €Y as well
Recalling Eq. (11), we see that qt1 ™ = g, € Y. Therefore, the inductive
definition of the qf ™ results in a sequence of processes in Y.

To prove Eq. (99) by induction, first note that the £ = 0 result is the
content of Eq.(8), proven in [9]. Supposing that Eq.(99) holds for ¢ € Z*
and any T > 0, p > 0, € > 0, we now show it holds for ¢ + 1:

Eq. (11) implies ¢/* € Y for all m > 0 as well. From Eq.(94) and
Eq. (98), we have

= = [ S) ) - G S)sg s (102)
i / (5710)(5,4™) — (57 0)(s, 1) AW, + v/im (R [a™] — R*[g"™])

Note that (~1F + S)(t, q) is Lipschitz in g, uniformly in ¢ € [0, T]. Let
L denote a constant that may vary from line to lineand 0 <t < T, ¢ > p > 2.
The inequalities in Appendix C give

sup Elllg" — g " ||P] (103)
te|0,t]
<3P~ 1(Lp sup E (/ llgr* — /+1m||ds> (HFS)
te[0,7]
T sup E[n / (o) (5.4 — (710 (s, q£“m>dws||p} (HFS)
te(0,?] 0
Fml? sup B [|RP") qufﬁm]np]) (HFS)
te[0,t]

<3P~ 1(Lp sup F

(/ anb_ Z—i—lnL”dS) ]
tel0,f)

(/0 (7 o) (s,q™) — Wﬂ”)(&qﬁ“»m”?ds)pﬂ

+ sup F
te[0,f]

p/q
+m?20 sup B (g - "] >
te0,t]

(BDG)

Lemma 3.5 was used to obtain the last line.



Langevin equations: Higher-order approximations 27

1

4~ 1o is Lipschitz in ¢, uniformly in ¢ € [0,7]. This, together with
Holder’s inequality and the induction hypothesis yields
sup Ell|g;" —q; " ™||7] (104)
te[0,t]
t
<o (e [ B [l - ) ds ()
0

+ T”/“L”/ E (llg* — ¢t ™ 7] ds + O(mp(”””)) (H)
0

t
<C sup_ E g — g™ 7] ds + O(mPH172)
0 r€l0,s

for some constant C' > 0.

The integrand is L! because ¢}", qf“’m €Y, hence Gronwall’s inequal-
ity gives
oup Ellaf* =gt P < 0T = 0. (105)
te[o,T

We have proven the desired bound for p > 2, but it follows for all p > 0 by
Holder’s inequality (H). This completes the proof of the first part of Eq. (99).

The proof of the second part is similar. Again starting from Eq. (102),
for p > 2 we have

E

sup |l — qf“’mllp] (106)
t€0,t]

i p
§3”1(L”E l(/ g — qﬁ“’mlld8> ] (HES)
0

t
+E|sup || [ (3 o), ) — (5 o) (s, g AW P (HFS)
te(0,7] 0
+mP/?E sup. Rl”[qm]—R?[q"m}llpD (HFS)
te(0,¢]
t
<o (v 8| s -t (1)
0 r€l0,s]
t
+TP/2—1LP/ E | sup g™ —¢ithmP| ds (BDG,H)
0 r€0,s]

+mP?E
te[0,7]

sup | BP[q™] — qummp] )
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By Eq.(92) and the induction hypothesis, given € > 0 there exist L > 0,
q > 0 such that

r/q
E[sup IR [q™) — R}"[¢" ]Ilp] S k| sup g™ — q° IIql
te

te[0,?] [0,
(107)
P . .
<O ) = OG-0,
Therefore
E | sup IQZ”—qf“’mllp] (108)
te0,t]
i
<C [ B sup g~ gt | ds+ O(mre /)
0

r€(0,s]
for some C' > 0.

The integrand is again in L' because ¢/, qf“’m €Y, hence Gronwall’s
inequality similarly gives

E Z+1,m||p

sup |lgi" — ¢
t€[0,T)

< O(mp((Hl)/?*E))_ (109)

The bound for arbitrary p > 0 again follows from Hoélder’s inequality (H),
and so the proof of the second half of Eq. (99) is also complete.

O
Remark 3.9. By introducing auziliary variables zfﬁl’m = 2" [¢*"1"™], noting
that they satisfy
1 1
-1, ~ —1,my -1, —1,m
dzy V=~ E*y(s,qs Ly 7t - ﬁF(t,qt ™) dt (110)

1 _
—a(t,qf Lmyaws,

vm

and using 1té’s formula on the terms

—d((FY (ty) (21" ))5) and — Vmd(Q™ (t,y) Gy (£ ye) (21" [¥])a (2" [y])b)

in R*[q¢*~Y™], the hierarchy Eq. (98) can be embedded in a system of SDEs.
However, for our purposes the resulting form is much less convenient to work
with than the hierarchy Eq. (98), largely due to singular nature of the 1/m
and 1/y/m factors in Eq. (110). In contrast, the m-dependence of the integral
formula for z"[q¢"~1™] (see Eq. (96) and Eq. (97), especially once combined
with Eq. (136) and Eq. (140)) is manifestly more well-behaved. Similarly, the
m-dependence of the formula for R7*[q*~1™] (see Eq. (95)) and of the equa-
tions for qf’m (see Eq. (98)) presents no additional trouble. These facts play
a crucial role in our proofs.

+
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3.4. Special Cases

We end this section by presenting simplified formulas for the hierarchy in sev-
eral important special cases, all of which are direct consequences of the theo-
rems stated earlier. First we recall the noise-induced drift in the fluctuation-
dissipation case:

Corollary 3.10. Suppose that v = 0 and a fluctuation-dissipation relation
holds,

Eii(t,q) = 2kT(t, q)7i; (¢, a), (111)

for a time and position dependent ‘temperature’ T(t,q). Then the noise-
induced drift has the following simplified form.:

S'(t,q) = kpT(t,q)04s (v )" (t, ). (112)

While Eq. (112) greatly simplifies the first approximation, the full hier-
archy is still quite complicated. Things simplify further in the scalar case:

Corollary 3.11. Suppose that 1) =0 and v and o are scalar-valued. Note that
this automatically gives a fluctuation dissipation relation with

T(t,q) = 21;(715(;12) (113)

Under these conditions, the approximating hierarchy, Eq. (98), takes the
following form for £ > 1:

t t

g™ :(Jo+/ 7’1(S,qﬁ’m)F(57Qf’m)ds+/ kT (s,q5™)Va(v™)(s,¢5™)ds
0 0

(114)

t
4 / (5,05 (5, g™ )AW, + V/mRI g ™),
0
where

AR y])" = —d((v™1)7 (tye) (=" [WD)g) + (2" [y]); 0 ()Y (,ye)dt - (115)
H YU ye) (DR FL(t ye) + )it ye)) dt
+ Dk D 1) 00 (V) (t, o) dt
"‘szl(t ye) (2" [WDkoip(t, ) + (2 [YDiowp(t, ye)) AWY
— Vmd(Y ™ (b ye) (2" [y w21 [y])i)
+ V(= YD) k(" )0 (Y ) (8 ye) dt
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2"yl = exp <_ﬂ11 /Ot’v(n yr)df‘) 2y (116)

1/t 1 [t
+ﬁ/0 exp (—m/s ’y(r,yr)dr) F(s,ys)ds
1

i P (—7711 /Otv(n yr)dr) /Ot exp (7711 /0 v(r, yr)dr> o (s, ys)dWs,

. 1 . .
Y™ (¢, q) 557_1(@q)aqw_l(t,q)ézkﬂl, (117)
F(t,q) = —V,V(t,q) + F(t,q). (118)

Finally, instead of a fluctuation-dissipation relation, suppose that - is
state-independent:

Corollary 3.12. Suppose that v» = 0 and v is independent of q. Then the
approzimating hierarchy, Eq. (98), takes the following form for £ > 1:
t

i =+ | (s (s, g™ + |t @etsaimar, )
+VmRPlg ),
where F(t,q) = —V,V(t,q) + F(t,q),
RM[q 1™ (120)

=, O (v ) (s)2 g ds — (V1) g = N 0)2gY)
2" [y]
=0 27" + %@:’7 (/0 (®™) 1 F(s,ys)ds —|—/0 (@?)_1a(s,ys)dWS> ,

and @ is the (non-random) matriz-valued function that solves

d m 1 m m
&q)t :*E’Y(t)q)ta g =1. (122)

(121)

4. Extension to Unbounded Forcing

The boundedness assumptions in Theorem 3.8 can be relaxed by using the
technique developed in [7], and similarly used in [9], at the cost of weakening
the convergence mode to convergence in probability. Specifically, here we
will focus on accommodating unbounded forces, F and V.V, where V is
sufficiently confining. In this section, we will no longer be working under the
assumptions from Appendix A, but rather:

Assumption 4.1. Assume that:
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1. V(t,q) is C? and there exist a > 0,b > 0 such that
V(t,q) = a+bllq|*> + V(t,q) (123)

18 non-negative.

2. 1(t,q) is C* and V3 is bounded.

3. y(t,q) is a bounded, C® function valued in the symmetric n x n real
matrices with eigenvalues bounded below by some A > 0.

4. o(t,q) is bounded, continuous and Lipschitz in q with the Lipschitz con-
stant uniform on compact time intervals.

5. F(t, q) is continuous and locally Lipschitz in q with the Lipschitz con-
stant uniform on compact time intervals.

6. There exist C >0, M > 0 such that

0V (£,9) < M +C(lall* + V (¢,9)), (124)
| =0t q) + Ft,@)| < M+ C (lalP + Vitg),  (125)
103t @)l2 < M+ C (lalP + V() =1, (126)

IVV(t )l < M+ C(lall? + V(t.0)), (127)
and
1/2
S 10p0u V)| <M+C(laP+ViLa).  (129)

0.
7. We have R™-valued initial conditions (Fo-measurable random variables)
(go,ul") that satisfy the following:
Ell|gll’] < oo for all p > 0 and there exists C > 0 such that
lug*||> < Cm for all m > 0 and all w € Q.

These assumptions are not of utmost generality, but they are still quite
general, are commonly satisfied, and are relatively convenient to work with.
These assumptions are similar, but not identical, to those of Theorem 6.1 in
[9] (recall that what we call F here was called F' in [9]); we will comment on
the differences below. Under the above assumptions, we are able to prove the
following theorem.

Theorem 4.1. Under Assumption 4.1, let (¢, ul*) be the solutions to Eq. (31)-
Eq. (32) and q; to Egq.(10). Define the continuous semimartingales qf’m,

L e Z", by setting qtl’m = ¢; and inductively defining qf’m to be the unique
mazximal solution to

¢
qf’m :q0+/ :y_l(s,qﬁ’ VF (s qs ds—l—/ S(s, qs (129)
0

t
+ / 571 (s,q5™) o (5, g4V AW, + V/mRI g™,
0
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Then all ¢, qf’m are continuous semimartingales, they are defined for
allt >0, and

m lm
su —
. P( ptE[O,T]!LZt_ @l 5) o (130)
m €

forallT >0,8>0,¢>0,0€Z".

The method of proof is very similar to that of Theorem 6.1 in [9], though
there are some additional technical complications, primarily arising from the
need to prove non-explosion of solutions to various SDEs with unbounded
coefficients and semimartingale external-forcing terms (see Appendix D for
the relevant tools). The main ideas are outlined below and, for completeness,
a full proof is included in Appendix E:

The majority of the items in Assumption 4.1 are there to ensure non-
explosion of solutions to the Langevin equation, as well as the approximation
hierarchy, i.e., so that we can apply the Liapunov function method from The-
orem D3 (see the assumptions therein). These requirements differ somewhat
from those in [9], as here we must consider SDEs with external semimartingale
forcing terms. Our method for handling such systems requires the additional
bound Eq. (127) (compare with item (4) in Theorem D3). On the other hand,
we combined Eq. (6.8)-(6.9) from Theorem 6.1 of [9] into the single condition
Eq. (125) simply for efficiency, as it does not change the proof.

To prove the convergence result Eq. (130), one begins by defining a fam-
ily of cutoff systems: Let x : R™ — [0, 1] be a C* bump function, equal to 1

on B1(0) = {||¢|| < 1} and zero outside By (0). Given r > 0 let x,(¢) = x(q/7)
and define

Vi(t,q) = xr @V (L), Fr(t,q) = xr(@)F(t,q), ¥rlt.q) = xr(@)¥(t,q),
e (t,q) = xr(@)y(t, @) + (1 — xr(q)) M. (131)

For each r > 0, replacing V' with V,., F' with F,. etc., we arrive at an SDE sat-
isfying the hypotheses of Theorem 3.8; the regularity conditions in Eq. (4.1)
were chosen for this exact purpose. Note that this also accounts for the
stronger assumptions here, as opposed to in Theorem 6.1 from [9]; see also
the discussion at the end of Appendix A.

Let (g™, u;™) be the solutions to the cutoff system, ¢; the solution
to the corresponding homogenized equation, and ¢/"*™ the solutions to the
corresponding approximating hierarchy, all using the same initial conditions
as the system without the cutoff. Corresponding solutions to the original and
cutoff systems agree up until the first exit time, denoted ¢%™, of any position
processes (Langevin, homogenized, or hierarchy up to level £) from the ball
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of radius r. Therefore

m lm
SUP¢elo,T] g™ —a;™ |l
p ( g > 6 (132)
’ supsepo,7y lae™ — a" " ¢
<P|obt™>T, s >6|+P(o™<T).
m —€

The first term involves the cutoff processes, to which Theorem 3.8 applies,
and hence it converges to zero by Markov’s inequality. For the second, one
must show that it converges to zero as r — oo, uniformly in m, i.e., the
probability that any of the position processes exits the r-ball goes to zero as
r — 00, uniformly in m. This is done in Appendix E, starting with Eq. (181).

5. Discussion

In this paper we have shown how a bootstrapping method can be used
to derive higher-order approximations to the position degrees-of-freedom of
Langevin dynamics, in the small-mass limit. We obtain a hierarchy of ap-
proximations ¢-™ (m denotes the mass), where the £'th level is an O(m*/2)
approximation to the Langevin position degrees-of-freedom, ¢;*, over com-
pact time intervals. The equations for the qf "5 (see Theorem 3.8) consist of
the standard overdamped equation (i.e., the £ = 1 equation) with an added
semimartingale correction term, which is independent of qf’m; the correction
term (for £ > 2) is constructed from the solution, qf_l’m, at the previous
level. This work naturally leads to the following two questions.

First, can the hierarchy of approximations derived here be used as the
basis for efficient numerical methods with higher-order-in-m accuracy? This
is a question for future work, but the form of hierarchy derived here suggests
that one should be able to avoid the difficulty inherent in the O(m~=1/2) di-
vergence of the velocity degrees of freedom in the underdamped Langevin
equation. The SDE for qf’m, Eq. (98), consists of the standard overdamped
approximation with an explicit semimartingale correction term. Methods for
simulating the overdamped Langevin equation are well studied and much
used, so the question is whether methods can be devised to efficiently in-
corporate this correction term. The fact that the correction term does not
depend on the variables, qf "™ that one is solving for is promising.

Secondly, can the method employed here be adapted to study the sin-
gular limit of other SDEs, moving beyond the small-mass limit of Langevin
dynamics? We do not have an answer at this time, but we note that [25]
generalizes the technique of [9] to derive a homogenized SDE for a larger
class of systems, with convergence in the same LP-sense over compact time
intervals, and with explicit remainder terms; in fact, [9] itself studies more
general noisy, dissipative Hamiltonian systems than just Langevin dynamics.
Such convergence results for the Langevin equation were the starting point
for the bootstrapping method used in this paper, and so [25] might provide a
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starting point for higher-order approximations to more general singular limits
of SDEs. We do anticipate that proving the required Lipschitz properties of
the remainder terms will be more difficult; here we made heavy use of the
formula Eq. (45) for the fast degrees-of-freedom, 2}, but a similar expression
is not available in general.

Appendix A. Assumptions Implying Homogenization as m — 0

In this appendix, we give a list of properties that, as shown in [9], are suffi-
cient to guarantee that the solutions to the SDE Eq. (31)-Eq. (32) satisfy the
properties Eq. (8), Eq. (9), and Eq. (11) (note that what we call F here was
simply called F' in [9]). Some of the assumptions below are strengthened, as
compared to [9], in order to meet the needs of the current paper; we remark
on this further below.
We assume that
71 [0,00) x R® — R"*™ is O3,
(a) The values of v are symmetric matrices.
(b) The eigenvalues of v are uniformly bounded below by some A > 0.
(¢) 7 is bounded.
(d) For all T > 0 and all multi-indices o with 1 < |a| < 3, Ogey is
bounded uniformly for (¢,q) € [0,T] x R™.
(e) For all T > 0 and all multi-indices o with 0 < |a| < 2, 04a 0y is
bounded uniformly for (¢,q) € [0, 7] x R™.
2. 9 :[0,00) x R® — R" is C4.
(a) For all T > 0 and all multi-indices o with 1 < |a| < 4, gt is
bounded uniformly for (¢,q) € [0,T] x R™.
(b) For all T > 0 and all multi-indices o with 0 < |a| < 3, 0400t is
bounded uniformly for (¢, q) € [0,7] x R™.
3. F:[0, 00) x R" — R™ is continuous.
a) F is bounded
)
4. 0 :[0,00) x R* — R™** is continuous.
(a) o is bounded.
(b) o is Lipschitz in ¢ uniformly in t.
5.V :]0,00) x R* — R" is C2.
(a) V,V is Lipschitz in ¢ uniformly in ¢.
(b) For all T > 0, V,V is bounded uniformly for (¢,¢) € [0,T] x R™.
(¢) There exist a,b > 0 such that V(t,q) = a + b||q||® + V(t,q) is
non-negative for all ¢, q.
(d) There exist M,C > 0 such that

0:V (t,q)] < M+ C(|lgl* + V(t,q)) (133)
and

| = 0up(t,q) + F(t,q)|* < M+ C(|lqll” + V(t.q)) (134)
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for all ¢, q.
6. There exists C' > 0 such that the (random) initial conditions satisfy
lugt|> < Cm for all m > 0 and all w € Q and E[||¢7*||”] < oo,
Elllqo]|”] < oo, and E[[lgf* — qol[”]'/? = O(m!/?) for all p > 0.

The various global-in-time properties are used to prove non-explosion
of solutions, while the properties over compact time intervals are used to
prove convergence to the homogenized SDE in [9]. The reason we needed to
strengthen certain regularity properties here, as compared to [9], is so we can
prove the required Lipschitz properties of the remainder terms, Eq. (47), on
compact time intervals; this is in contrast to [9], where one only had to show
that the remainder terms converge to zero as m — 0. For example, the third
line of Eq.(95) includes a 94 Q™*" term, which in turn involves 0495 "
To ensure this is Lipschitz in g, we have assumed that 4 is C® with third
derivative being bounded on compact time intervals; more precisely, we have
assumed this of both v and 01, as these are used to construct 4. This is why
we require conditions on the third derivative of v and the fourth derivative of
1, as opposed to [9] where we only required conditions on derivatives up to
order two and three respectively. Similar remarks apply to the other objects.

Appendix B. Properties of the Fundamental Solution

Our derivations will require the use of several properties of the fundamental
solution of a linear ordinary differential equation (ODE). Specifically, we need
to consider the process obtained by pathwise solving the linear ODE

LI (135)
where y is a continuous semimartingale. The process ®}* is adapted and
pathwise C'; we will call it the fundamental-solution process, as each of its
paths is the fundamental solution to a linear ODE.

The symmetric part of 4, denoted by +, is assumed to have eigenvalues
bounded below by A > 0 (see Appendix A). This implies the following crucial
bound

|7 (®T) Y| < e N/ forall £ > s (136)

(see, for example, p.86 of [26]). Note that while the left hand side is random,
the upper bound is not. As we have stated it, this bound requires the use of the
the £2 operator norm. Otherwise, there is an additional constant multiplying
the exponential.

We will also need the following bound on the difference between the
fundamental solutions corresponding to two linear ODEs. See the Appendix
to [13].

Lemma B1. Let B; : [0,T] — R"*"; ¢ = 1,2, be continuous and suppose
their symmetric parts have eigenvalues bounded above by w, uniformly in t.
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Consider the fundamental solutions, ®;(t), satisfying
d
7 2i(t) = Bi(t)®i(?), :(0) =1. (137)

Then for any 0 <t < T we have the bound
t
[@1(t) — Pa2(t)[| < e“t/ [B1(s) — Ba(s)||ds. (138)
0

We will need the following lemma concerning stochastic convolutions,
adapted from Lemma 5.1 in [8]:

Lemma B2. Let B; be a continuous adapted R™*"-valued processes. Let ®(t)

be the fundamental-solution process, pathwise satisfying
d

(1) = BO®(), $(0) =1. (139)

Let Vi, be a continuous adapted R™**-valued processes. Then we have the
P-a.s. equality

d(t) /Ot O (s)VedW, (140)

—a (1) /Ot VidW, — o(t) /Ot &~ (s)B(s) (/t V,.dW,n> ds for all t.

The following lemma will assist us in bounding processes having the
form of the last term in Eq. (140). The proof is very similar to that of Lemma
5.1 in [8], but we provide it for completeness.

Lemma B3. Let V, be a continuous adapted R™**-valued process and o > 0.
Then for every j € Zg there exists C; > 0 such that for all’T >0, 5 > 0
we have the P-a.s. bound

t t
sup / (t — s)ie=alt=2)| / V,dW, | ds (141)
tel0, 7] Jo s
C; "
< —5 max sup I VedW,||
(% £=1,..sN r¢[(¢—1)5,min{ (£4+1)8,T}] J(£—1)s

+eo2 gy ||/ V.dw, ||)

7€[0,T]
where N =min{¢ € Z : £§ > T'}. We emphasize that C; depends only on j.
Proof. Suppose § < T. First split

t t
sup /(t—s)je_a(t_s)ﬂ/ V,.dW,.||ds (142)
te[0,7] J0 s
t 4 t
< sup /(t—s)ﬁe_“(t_s)ﬂ/ V. dW.,||ds
t€[0,8] JO s

t t
+ sup / (t— s)yeatt=9)| / V,dw,||ds.
1/0 s

tels,T
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The first term can be bounded as follows.

t t
sup / (t — s)7e= (=9 / V. dW,||ds (143)
t€(0,6] s
t ) t s
= sup /(t—s)ﬂe*a“ﬂm/ VrdWT—/ V. dW,||ds
t€[0,4] 0
2 7u
< ot sup H ; VdW || du.

In the second term we split the integral to obtain

t t
sup / (t — s)ie—alt=2)| / V,dw, | ds (144)
te[s,T] JO s

t—6 t

< sup / (t—s)je_o‘(t_s)H/ V,.dW,.||ds

tel6,T]J0

t
+ sup / (t = syt S>\|/ V,dw,||ds

te[6,T] Jt—6

9 0o 1/2
S— (/ u¥e” “du) —9%/2 sup ||/ VedW, ||
o’ 0 r€[0,T]

t
+ sup/ (t—s)je_o‘(t_s)H/ V,.dW,||ds.

te(6,T] Jt—6

Let N =min{{ € Z : 6 > T}. Then P-a.s.

t 1
sup / (t — s)7e 29| / V. dW,||ds (145)
tels,T] Jt—§ s
t ) i
<  max sup / (t—s)]e_a(t_s)ﬂ/ V,.dW,||ds
£=1,... N=1 05, min{(¢+1)5,T}] J (¢—1)5
2 R
< AH/ we "du  max sup I V.dW,|.
o) 0 £=1,....N=1 1 c[(¢—1)6,min{ (¢+1)5,T}] J(£—1)§

Combining Eq. (143), Eq. (144), and Eq. (145) gives the P-a.s. bound

t t
sup /(t—s)je_a(t_s)ﬂ/ V.dW,||ds (146)
S

te[0,T] J0

C; T
< S,y sup 1] vaw|
ol £=1,...,N=1 rc[(¢—1)6,min{(¢+1)8,T}] J(—1)5

+ e gup H/ V,dw, ||>
7€[0,T]

The case § > T is covered by bounding max,—;, . ny—1 by max,—1, . n. O
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Appendix C. Frequently Used Inequalities

For the convenience of the reader, here we collect several inequalities that
are repeatedly used in our proofs. In proofs, we will refer to them via the
abbreviations given in parentheses.

Holder’s Inequality (see, for example, Theorem 6.2 in [27]):

Lemma C1 (H). Let (X, M, ) be a measure space, 1 < p,q < oo with 1/p+
1/q¢ =1, and f,g be measurable functions on X. Then

[ o< (| Ifl”du>1/p (/ ngdu>l/q~ (147)

When applied to counting measure on {1,..., N}, with g; = 1, Holder’s
Inequality gives the following useful bound on finite sums (one can also obtain
it from Jensen’s inequality):

Lemma C2 (HFS). Let 1 <p<ooand f; >0,i=1,....N. Then

N p N
(Zf) < NP P (148)
=1 =1

Minkowski’s Inequality for Integrals (see Theorem 6.19 in [27]):

Lemma C3 (MI). Let (X, M, u) and (Y, N ,v) be sigma-finite measure spaces,
1 <p< oo, and f be a product-measurable function on X XY that satisfies
one of the following two conditions:

1. f >0,
2. f(-,y) € LP(p) for v-a.e. y and y — || f(-,y) || Lr(p) is in L'(v).

Then
[ sty pu(dax))l/p <[(/ |f<x,y>|pu<dx>)l/pv<dy>. (149)

LP-Triangle Inequality (also known as Minkowski’s inequality, see The-
orem 6.5 in [27]):

Lemma C4 (T). Let (X, M, pn) be a measure space, 1 < p < oo, and f,g be
measurable functions on X. Then

( s +g|”du>1/p < ( / Iflpdu)l/p ; ( / |g|pdu)1/p. (150)

Burkholder-Davis-Gundy Inequality (see Theorem 3.28 in [23]):

Lemma C5 (BDG). For every p > 0 there exists constants k,, K, € (0,00)
such that for all R-valued continuous local martingales, M, and all stopping
times, T, we have

E[ sup |Msp} < K,E[(M)2?]. (151)

0<s<T

where (M) denotes the quadratic variation of M.
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Recall that the quadratic variation of an Itd integral of a R*-valued contin-
uous, adapted process, a;, with respect to an R¥-valued Wiener process, Wy,
is (using summation convention) given by

) T
a;(s ‘] = al\s 23
</ A >dWs> /O||<>||d (152)

T

(|l - || denotes the ¢? norm). If M is R™-valued then one can still use Lemma
C5 to bound E [supg< < || M;||P] by first using

sup ||, HP<DMZ sup | MIJP, (153)
0<s<T <s<T

where D, ,, is a constant, depending only on p and n.

Appendix D. SDEs with Semimartingale Forcing

Let W; be an R¥-valued Wiener process on (Q, F, P, F}), a filtered probability
space satisfying the usual conditions [23]. In this section, we give some of the
background theory of SDEs of the form

t t
X, = N+ / b(s, X.)ds + / o (s, X, )dW., (154)
0 0

e., SDEs where the initial condition is generalized to a time-dependent,
continuous semimartingale forcing term, N;. Much of the following can be
found in [24], with the generalization to SDEs with explosions adapted from
[28]. Both of these references discuss the generalization where W is replaced
by a more general driving semimartingale, but we do not need that extension
here.

The main existence and uniqueness result for Eq. (154) mirrors that of
the more standard SDE theory:

Theorem D1. Let U C R™ be open and o : [0,00) x U — R"*¥ b : [0, 00) x
U — R" satisfy the following:

1. b,o are measurable.
2. For every T > 0 and compact C C U there exists Kr.c > 0 such that
forallt € 10,T], z,y € C we have

sup  [Ib(t,z)[[+  sup  [lo(t 2)|| < K7c. (155)
te[0,T],zeC te[0,T],zeC

3. For every T' > 0 and compact C C U there exists L ¢ > 0 such that
for allt €10,T), x,y € C we have

16(t, ) = b(t, )l + lo(t, ) — ot y)|| < Lrollz —yll. (156)

i.e. b(t,x) and o(t,x) are locally Lipschitz in x, uniformly in t on com-
pact intervals.
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Then for any continuous semimartingale Ny with Ny valued in U, the
SDE

t t
Xt:Nt—&—/ b(s,Xs)ds+/ o (s, X, )dW, (157)
0 0

has a unique (pathwise) mazimal solution up to a stopping time, e, called the
ezxplosion time. For every w € §2, e satisfies one of the following:
1. e(w) = o0,
2. There exists a subsequence t,  e(w) with lim, . Xt, (w)

= o0,
3. There exists a subsequence t,  e(w) with lim, (th( ),0U

U) =

As with standard SDEs, non-explosion of solutions follows when the
drift and diffusion are linearly bounded:

Corollary D2. Let o : [0,00) x R® — R™¥k b :[0,00) x R® — R" be contin-
uous and satisfy the local Lipschitz property Eq. (156). Suppose we also have
the following linear growth bound:

For each T > 0 there exists Ly > 0 such that

sup ([[o(t, z)|| + llo(t, )[) < Lr(1 + ||=])). (158)
te[0,T)
Then for any continuous semimartingale, Ny, the SDE

t t
X =N +/ b(s, X,)ds +/ o(s, Xs)dWs (159)
0 0

has a unique mazimal solution and it is defined for all t > 0 i.e. its explosion
time is e = 00 a.s.

We will also need a generalization of the theory of Lyapunov functions
to the current setting; it is needed to prove non-explosion for the hierarchy of
approximating equations when the assumption of bounded forcing is relaxed.

Theorem D3. Let U C R™ be open, W; be an RF-valued Wiener process.
Suppose b : [0,00) x U — R™ and o : [0,00) x U — R"*¥ are continuous and
satisfy the local Lipschitz property Eq. (156 ).

Let Xy be an Fy-measurable random variable valued in U, a : [0,00) X
Q= R" and c: [0,00)xQ — R™ ¥ be pathwise continuous, adapted processes,
and let Ny be the continuous semimartingale

t t
Ny = X, —|—/ asds—l—/ cedWs. (160)

0 0
Suppose we have a C12 function V : [0,00)xU — [0, 00) and measurable

functions C, M : [0,00) — [0,00) that satisfy:

1. M(t) and C(t) are integrable on compact subsets of [0, 00).
2. For any t and any R > 0 there exists a compact C C U and § > 0 such
that V(s,z) > R for all (s,z) € [t — 6,t] x C°.
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LV](t,z) =0,V (t, ) + b (t, )0,V (t, ) + %Eij(t, 2)0y, 0,5V (t, )
<M(t)+ C)V(t,z),

where X9 = >, ohal,
4. V2V (it 2)|| < M(E) + CHV(E, z),
5. IDFV (¢ 2)|(1 + [lo(t,2)]]) < M(t) + C()V (¢, 2).

Then the unique mazimal solution to the SDE

t t
thNt+/ b(s,Xs)ds+/ (s, X.)dW, (161)
0 0

has explosion time e = 0o a.s. We call V' a Lyapunov function for the SDE
Egq. (161).

Proof. Existence of a solution, Xy, up to explosion time, e, follows from
Theorem D1. Let U, be precompact open sets with U, C U,4+; C U and
UnU, = U. By looking at the equation on the events {Xy € U, \ U,—1} it
suffices to suppose X is contained in a compact subset of U (say, Uy).

Define 1, = inf{t : |la¢|| > m}Ainf{t : ¢; > m}. a; and ¢; are continuous
and adapted, so 7, are stopping times. Since 7,, increase to infinity, proving
that there is no explosion with N; replaced by N;* = N, for each m will
imply that e = oco.

Therefore we can fix m and consider X, the solution to

t t
Xt:Ng"+/ b(s,Xs)ds+/ o (s, Xs)dWs, (162)
0 0

with explosion time e.

Define the stopping times 7, = inf{t : X; € US} A n and note that
7o < e as and || X[ < sup, g [|2[. The continuous semimartingales X ™
are solutions to

tATh tATh
X" =X, +/ Ls<y,, asds +/ Lo<n,, CsdW (163)
0 0

tATH tATH
+/ b(s, XI")ds —|—/ o(s, XI")dWs,
0 0
hence It6’s Lemma implies
V(N T, X{™) — V(0,X0) (164)
tATn tATh )
_ / B,V (s, XT)ds + / DV (5, X7 V(X
0 0

1 tATH A .
by [ Bt Vs XTI (X,
0
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tATH tATn
< M(s)ds + / C(s)V (s, XT")ds
0 0

tAT, ) ) .
+ / BaiV (5, XT) (Lo, (c2)} + 0 (5, X)) dBY
0

tATH
+ / Lo<n,, 00,V (s, X" )ds
0

1 [N - - .
5 [ Lm0 V(s XI)(00) (X7 () 3, XT) + €.

Note that if 7, > 0 then 1,<, |las|]| < m, 1<y, [lcs|]] < m and if 5, =0
then the integrals involving 1.<,,, are zero. Therefore

V(AT X)) —V(0,X0) (165)
tATn tATh

< M(s)ds—|—/ C(s)V (s, XI™)ds
0 0

tATh | | |
+/ aziV(S;X;—w)(lsSr]m (Cs);' =+ U;(S,X;—"))ng
0
1 tATn
+ 5/ ||D2V(57X;-n)”@m”O'(S,X;’")H +m2)d8
0

ds

tATH
+ / m||VV (s, XI")
0

tATn tAT,
< M(s)d3+/ C(s)V (s, XI")ds
0 0

tATh . X .
[ 0V, KT (g () + (s, XT )W,
0
where we have absorbed constants into M (s) and C(s).

X7 is valued in U, a precompact subset of U. Therefore continuity of
V and 0,:V imply all of these terms have finite expectations. Also

t
Bl / Lactnm 0 V(s XT) Lz, (c2)i + o' (s, XI)2ds] <00 (166)
0

for all ¢, implying the stochastic integral is a martingale. Therefore

E[V(t ATy, X{™)] (167)
<E[V(0, Xo)] + /Ot M(s)ds + /Ot C(S)E[V (s A Tn, X1™)]ds.
The integrands are L', hence Gronwall’s inequality implies
EV({tAT,, X{")] < (E[V(O,XO)] + /Ot M(s)ds) exp </0t C(s)ds) (168)

for allt > 0.
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Taking n > t and using Fatou’s lemma gives

(E[V(O,Xo)] + /Ot M(s)ds> exp (/Ot C(s)ds> > E[linrging(Tn,XTn)th].
(169)

Now take w € Q with e(w) < t. Given R > 0 we have a compact
C C U and a § > 0 such that V > R on [e(w) — §,e(w)] x C°. Noting that
Tn(w) 7 e(w) we can take N large enough that for n > N we have 7,(w) €
[e(w) — 0, e(w)] and C C U,. Therefore V(7,(w), X,, (w)) > R for n > N. So
liminf, o V(7 (w), X;, (w)) > R ie liminf, o0 V (7, X7, ) lect = 00lecy.
But we have a finite upper bound Eq. (169) so we must have P(e < t) = 0.
t > 0 was arbitrary and so e = o a.s. O

Appendix E. Proof of Theorem 4.1

In this section we provide a proof of Theorem 4.1, which extends Theorem 3.8
to unbounded forces, at the cost of weakening the convergence mode to con-
vergence in probability. Recall that here, we are working under Assumption
4.1. First, we require several lemmas:

Assumption 4.1 is sufficient to ensure non-explosion of solutions to the
Langevin equation. This can be shown by constructing Lyapunov functions:

Lemma E1. Given Assumption 4.1, there exist unique global in time solutions

(g7, uf*) to Eq. (31)-Eq. (32) and q; to Eq. (10).

Proof. Despite the slightly different assumptions made here, the proof in
Appendix C of [9] goes through essentially unchanged. We omit the details.
O

For y a continuous semimartingale, we define z*[y] and R{*[y] as in
Definition 3.7. The following two properties will be needed:

Lemma E2. Ifn is a stopping time and y,§ are continuous semimartingales
that satisfy yi = g; then

Rij,ly] = Rix, 9] (170)
for allt >0, P-a.s.

Proof. The proof is a straightforward use of the formulas in Definition 3.7. [

Lemma E3. Define Y to be the set of continuous semimartingales of the form

t t
Yt = Yo + / asds + / csdWy (171)
0 0

where yo is Fo-measurable and a:[0,00) x Q@ — R™, ¢:[0,00) x Q — R"*k
are pcn‘hwise~ continuous, ad@pted processes.
Ify €Y then z{*y] €Y and R*[y] € Y.
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Proof. The set of semimartingales of the form Eq. (171) is a vector space and,
using integration by parts, one can see that is closed under multiplication by
R-valued processes of the form Eq. (171) (i.e., with n = 1), and contains z}"[y]
for any continuous semimartingale y.

The result then follows for R}*[y] by noting that Assumption 4.1 implies
all of the integrands are pathwise continuous, adapted, and that 7~ 1(¢,¢q),
Q*!(t,q), and GZ;b(t, q) are C2. The latter allows It6’s Lemma to be applied
to 47 1(t,y;) etc., yielding terms in Y, provided that y € V. O

We also need to know that solutions to the SDE defining the hierarchy
exist under the current weakened assumptions:

Lemma E4. Under Assumption 4.1, for any y € Y (defined in Lemma E3)
there is a unique continuous semimartingale, xy, defined for all t > 0 that
solves

¢ t
T =qo + / f?‘l(s,xs)F(s,xs)ds + / S(s,xzs)ds (172)
0 0

s [ ot W, + VAL
0

We also have x € Y.

Proof. ¥~ 'F + S and 7 !0 are continuous and satisfy the local Lipschitz
property, Eq. (156). Lemma E3 implies R™[y] is a continuous semimartingale
(in fact, R™[y] € Y). Therefore Theorem D1 shows a unique maximal solution
exists up to explosion time.

One can check that the function

(t,q) = gl + V(t,q), (173)

where V was defined in Eq. (123), satisfies all the conditions required by
Theorem Eq. (D3) to make it a Lyapunov function for the SDE Eq. (172),
thereby proving z; has explosion time e = oo. R™[y] € Y together with
Eq. (172) shows that z € Y as well. O

We are now ready to prove Theorem 4.1:

Proof. By Lemma E1, there exist unique global in time solutions (¢}, u}") to
Eq. (31)-Eq. (32) and ¢, € Y (Y was defined in Lemma E3) to Eq. (10), and
by induction, Lemma E4 gives globally defined continuous semimartingale
solutions to the approximation hierarchy, Eq. (172).

Let x : R® — [0,1] be a C* bump function, equal to 1 on B;(0) =
{llg|| < 1} and zero outside B2(0). Given r > 0 let x,(q) = x(¢/r). Define

Vr(t’q) = XT(Q)V(t,Q), Fr(taq) = Xr(q)ﬁ(tv Q)v 'l/}r(ta Q) = Xr(q)w(t7Q)v
Vet @) = xr(@)v(t, ) + (1 = xr ()AL (174)

For each r > 0, replacing V' with V., F' with F,. etc., we arrive at an SDE
satisfying the hypotheses of Theorem 3.8. We will call these the cutoff sys-
tems.
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Let R;™[y] denote Eq. (95), with V replaced by V,, etc. All of these
objects and their derivatives agree on B,.(0), so for any continuous semi-
martingale, y, if we let n¥ = inf{t : ||y:|| > r}, we have

Ry R™

t/\n[] t/\"][]

(175)

for all t > 0, P-a.s.

Let (g™, u;™) be the solutions to the cutoff system, ¢; the solution
to the corresponding homogenized equation, and ¢]"*™ the solutions to the
corresponding approximating hierarchy, all using the same initial conditions
as the system without the cutoff.

For each r > R define the stopping times
m . m m . lm
= inf{t: g > r}, mp™ = inf{t : {lg ™| > 7}, (176)
r4,m r.d,m
™ = inf{t s gt >},
and

Zm_,rhm/\nf 1m/\ /\,’7 er_UTZm/\,r}fK lm/\'“/\n:,l,m.
(177)

Note that nt™ = inf{t : ||q:|| > r} = n, is independent of m. Finally, define
obm = tm A the first exit time for any of the position processes up to
level ¢ of the hierarchy.

The drifts and diffusions of the modified and unmodified SDEs agree on
the ball {|lg]| < r}. Therefore, using induction on ¢, Lemma E2, Eq. (175),
and pathwise uniqueness of solutions, we see that the driving semimartingales
of the hierarchy up to ¢ for both the original and cutoff systems agree up to

the stopping time 7™ and
Ainnm = Qipyr for allt >0 as., (178)
rhm = 7rbmg s, and qffj—‘ivm = qlme for all t > 0 a.s. (179)

Fixing r > 0 and using Eq. (178) and Eq. (179), for any T > 0, § > 0,
€ >0, £ € Z* we can calculate

P SUDye0,17 g™ — a™ | 5 180
mt/2—e > ( )
supsejo,ry 1gimgm — a7 |
: e
:P O'ffm > 1—‘7 me/2*€ 6
P SUPyeqo,71 148" — o™
+P o <T, ,mf/Zfe >0

r.é,m

supsefory llae™ —a " tm
<P< oy >0 | +P (0" <T).
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The first term, involving the cutoff system, converges to zero as m — 0 by
Markov’s inequality and the convergence result for bounded forces, Eq. (99).
Hence we focus on the second term. We note that the only essential difference
between the argument below and the similar computation in the proof of
Theorem 6.1 from [9] is the need to consider all processes in the hierarchy up
to level ¢, and not just the processes, ¢;"* and qf ™ that were being compared
in Eq. (180). This is due to the iterative construction of each level in the
hierarchy from the solution at the previous level. The second term can be
bounded as follows:

P(otm <) (151)

<P(n, <T)+P (773«" <T,n >T, s[up] lai —a™| < 1)
tel0,T

*ZP< P S Topg™ < T, sup ||qfq§kmllél>

t€[0,T)
+P< sup |[lg7 — g7 > 1) +ZP< sup [lg] — g™ > 1)
t€[0,T]

<P < sup |\l > 7") + P (UT < T, llgrans — @fngm |l < 1)
te[0,T]

¢
k, k,
3P (0 ST g — i < 1)
k=2
L
+Y E

k=2

+E | sup lgf —aq™ ||

r k,m
sup ||g; — I
t€[0,T

t€[0,T]

where we again used the uniqueness results, Eq. (178)-Eq. (179). The terms
in the last line go to zero as m — 0, as seen from the triangle inequality and
Eq. (99).

On the event where 7;" < T and [|granm — @Fin,m || < 1 we have [[g || >
r and

gnm |l = ||qilm/\n:ﬁ|| = llgranz — qgl“n/\n;rLH >r—1 (182)

Hence sup;co, 7 [|g¢[| > 7 — 1 on this event. Similarly,

km < g <1} >r-1%. (1
{0 Tl = di e 1} € ol = v (183)
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Therefore we obtain

supieqo. 7 g — a;™ |l
lim sup P : >0 (184)

m—s0 ml/Q—e

<P ( sup ||l = r) + (P ( sup ||gsl| > r — 1)
t€[0,T] t€[0,T)

<(f+ 1)P< sup ||gt|| > — 1) .

te[0,T]

This holds for all » > 0 and non-explosion of ¢; implies that

P ( sup gl > 7 — 1) —0 (185)
t€[0,T]
as 7 — 00, hence we have proven the claimed result. (I
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