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Abstract

We study the small mass limit for the equation that describes the planar motion of
a charged particle of a small mass p in a force field that has a deterministic as well as
a stochastic component, combined with a magnetic field. We regularize the problem by
adding a small friction of intensity € > 0. We show that for all small but fixed frictions the
small mass limit for g, . gives the solution g. to a stochastic first order equation, where
a noise-induced drift term is created. Then, by using a generalization of the classical
averaging theorem for Hamiltonian systems by Freidlin and Wentcell, we take the limit of
the slow component of the motion ¢. and we prove that it converges weakly to a Markov
process on the graph obtained by identifying all points in the same connected components
of the level sets of the intensity function of the magnetic field.

1 Introduction

We are dealing with the planar motion of a charged particle of a small mass p in a force field
that has a deterministic as well as a stochastic component combined with a magnetic field

1Gu(t) = b(qu(t)) — Agu(t))Adu(t) + o (qu(t)) wr, )
1.1
q.(0)=qge R*  ¢,(0)=pe R*

Here b is a vector field in R?, o is 2 x 2-matrix valued mapping defined on R? and w(t) is a
standard two-dimensional Brownian motion. Moreover, A : R?> — R is some mapping, such
that A(x) > Ao > 0, for every x € R?, and

(5.

We are here interested in understanding the limiting behavior of the solution g, to equation
(1.1), as the mass p vanishes. This is the so called Smoluchowski-Kramers approximation.
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It is well known (see [9] for all details) that when the variable magnetic field considered in
the present paper is replaced by a constant friction (that is A is constant and the matrix A
coincides with the identity matrix), then ¢, (¢) can be approximated with the solution of the
first order equation

dq(t) = b(q(t)) dt + o(q(t)) dw(t), ¢(0) =gq. (1.2)
More precisely, for every fixed T > 0

lim E )2 =o. 1.3
My B max |9 (t) = a(t)] (1.3)

Notice that here the case of an arbitrary number of degrees of freedom can be covered. The
same result can be obtained also if A is still constant, but A is a more general matrix, whose
eigenvalues have strictly positive real part, with the limiting equation (1.2) replaced by

dg(t) = A~'b(q(t)) dt + A o (q(t)) du(t),  q(0) = q. (L4)

The case of non constant friction has been widely studied recently (see [12] and [13] for
example). They have considered the following system

/M']'u(t) = b(‘]ﬂ(t)) - ’Y(Qu(t))%(t) + U(Qu(t)) Wy, ( )
1.5
q.(0) =q € R*, qu(0) =p € R*,

for some h-dimensional Brownian motion w(t). They have assumed that the coefficients b :
RF — RF ~ : RF — R*¥*F and o : R*¥ — R"** are smooth and uniformly bounded and the
smallest eigenvalue A\ (q) of the symmetric matrix v(q) + 7*(q) is strictly positive, uniformly
with respect to ¢ € R¥. Namely

f A = A>0.
qléan 1()

They have proved that limit (1.3) is still valid, but now ¢(¢) is the solution of the modified
equation

dq(t) = [y~ (g(t))b(q(t)) + S(g())] dt +~ " (q(t))o(q(t))dw(t),  q(0) =g, (1.6)

where S(q) is the noise-induced drift whose j-th component equals

0= 3 o

i,l=1

\ Qa

Jh() 7=1,...,k,

Q

QZ

where J is the matrix-valued function solving the Lyapunov equation

J(@)7(q) +v(9)I(q) = o(q)0*(q), q€ RF.

In [4], the case of a particle subject to a constant strength magnetic field orthogonal to the
plane where the particle moves has been considered. In this case, the motion of the particle is
governed by equation (1.1), with A(q) = A, for every ¢ € R? (for semplicity of notation in what
follows we shall take A = 1). In particular, since the eigenvalues of A are purely imaginary,
the methods and results described above are not valid anymore.



It is not difficult to check that if the stochastic term in (1.1) is replaced by a continuous
function, then g, converges uniformly in [0, 7] to the solution of (1.4). But if such continuous
function is replaced by white noise, then there is no more convergence of g, to the solution of
(1.4), as p J 0. Actually, while

boos
li in — ds =0
Jiany ; smlugo(s) s =0,

for every continuous function, when w(t) is a Brownian motion we have

¢ s boys t
Var (/ sindw(s)> = / sin“ —ds — =, aspul0,
o M 0 1 2

t
S

lim sin — dw(s 0.

tim [ sin % du(s) #

so that

Because of this, in [4] the problem has been regularized, so that a suitable counterpart of
the Smoluchowski-Kramers approximation has been proved. The first regularization consisted
in introducing in equation (1.1) a small friction proportional to the velocity. Namely, the
following equation has been considered

1 Gpue () = D(que(t)) — Aeue(t) + 0 (e () (t),

QM7E(0) =qc R27 QM,e(O) =pc RQ;
where Ac = A+ €l and € > 0 is a small parameter. It has been shown that for any 7" > 0

lim E () —q.(t)]? =0, 1.7
iy tgl[%lqm,() qe(t)] (1.7)

where ¢(t) is the solution of the problem
dq(t) = AZ'b(q(t)) dt + AT o (q(t))dw(?), q(0) = q.
Next, it has been shown that

lim E (t) — q(t)]* =0,
iy B maxc |4¢(t) — q(¢)]

where ¢(t) is the solution of the problem
dq(t) = —Ab(q(t)) dt — Ao(q(t)) dw(t),  q(0) =g (1.8)

Another approach to regularization (see also [15] for the case of non constant magnetic field)
used the fact that the white noise w(t) can be considered as an idealization of an isotropic
S-correlated smooth mean-zero Gaussian process w’(t), with 0 < § << 1, which converges to
the standard white noise w(t), as 6 | 0. In this case, it has been proven that if g, s5(t) is the
solution of equation (1.1), with (t) replaced by °(t), then

lim E t) —qs(t)] =0,
limy tg(zi?}lqu,a() as(t)]
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where ¢5(t) solves the equation

q(t) = —Ab(g(t)) — Ao (q(t)) @’ (1), q(0) = q.

Next, by taking the limit as 0 | 0, it has been proven that ¢5(t) converges to the solution ¢(t)
of the problem

dq(t) = —Ab(q(t)) dt — Ao (4(t)) o dw(t), 4(0) =g,

where the stochastic term has to be interpreted in Stratonovich sense.

In the present paper we are interested in the small mass limit in presence of a non-constant
magnetic field. To this purpose we proceed by adding a small constant friction and we consider
the regularized equation

1 Gue(t) = 0(pue(t)) = [M(gpue () A + €l] Gpue(t) + 0 (guue(t)) i, "
1.9

que(0)=qe R?  §,.(0)=pec R

We show that under suitable conditiuons on the coefficients b, o and A, the problem above is
well posed in L*(Q; C([0, T];R?)), for every T > 0 and k > 1.

For every fixed € > 0, equation (1.9) is of the same type as those considered in [12] and
[13], so that we can take the small mass limit as p goes to zero and we obtain that for every
€e>0

hm E sup |q‘u7e(t) - QG(t” = 07
#=0 g (0,7]

where ¢, is the solution of the problem
dge(t) = [(Mae()A+ D)7 b(ge(t) + Se(ge(t)) | dt + (Mge(t) A + €I) ™ o (ge(1)) du(t),

2(0) = q.

After some computations, it turns out that g, solves the equation
1
dge(q) = (@) VN ge(1) dt + Blge(t)) dt + S(qe (1)) duw(t),

+e [Bé(qﬁ(t)) dt + Ee(Qe(t)) dw(t)] ) QG(O) =4q,

for some mappings v : R? = R, B, B, : R? = R? and %, %, : R?2 — R?*2 that are explicitly
given. This means that the motion of g. is made of a fast component on the level sets of A
and a slow transversal motion. Thus, by using a suitable generalization of the classical result
of Freildin and Wentcell on averaging for Hamiltonian systems (see [11, Chapter 8] and [24]),
we prove that the projection of g. over the graph I', obtained by identifying all points on the
same connected component of each level set of A, converges to a suitable Markov process Y,
whose generator is explicitly given.



2 Well-posedness of the regularized problem

As we mentioned in the Introduction, we are dealing here with the following equation

1 Gu(t) = 0(qu(t)) — Mqu(t)) Agu(t) + o (qu(t)) wr, o
2.1
QM(O) = q € RQ’ Qu(o) = p € R2a

where p is a small positive constant and w(t) is a standard Brownian motion in R2,

In this section, we shall assume that the coefficients in the equation above satisfy the
following conditions. In fact, in Section 4 we will impose a more restrictive grown condition
on A.

Hypothesis 1. 1. The mappings b : R? — R? and o : R? — R?>*? are Lipschitz-continuous.

2. The mapping X : R? — R is locally Lipschitz-continuous and there exist v > 0 and ¢ > 0
such that
Mg <e(t+1g]), e R (2.2)
Moreover
inf A(q) =: Ao > 0.
qIEnR2 (q> 0

Next, for every € > 0 we introduce the regularized problem

1 Ge () = 0(Gp,e (1)) = De(Gpue (8))Gpue (t) + 0 (Gpue(1)) W,

(2.3)
Q,u,e(o) =qc R27 Cj,u,e(o) =pc RQa
where @
Alg 2
Ac(q) = Mq)A + eI = y ) € R
(@) = Aq) < “Mg) e q
Notice that for every € > 0 the matrix A¢(q) is uniformly non-degenerate, as
(Ae(qQ)p, p) = €p|*. (2.4)

Moreover, when e = 0, equation (2.3) coincides with equation (2.1).

Theorem 2.1. Under Hypothesis 1, for every u > 0 and € > 0 and for every T > 0 and k > 1,
equation (2.3) admits a unique adapted solution q, . € L*($; C([0, T];R?)).

Proof. For every q,p € R? and n € N, we define
P, if [p| < m,

Bn(p) =
np/lpl, if |p| = n,
and
Aa), if g < n,
Acn(q) = M(q@)A+el, where A\,(q) = .
M(n+1)q/lql), if g =n+1,



Notice that A\, : R? — R is Lipschitz-continuous and

(@) <c(T+1gl"),  [Bu(p)] < Ipl, (2.5)

for some constant ¢ independent of n. Moreover, since (AB,(p),p) = 0, and {B,(p), p) < |p|?,
for every p € R? and n € N, we have that

<A6,n(Q)ﬂn(p)ap> =€ |p|27 (2'6)

for every p,q € R?, n € Nand ¢ > 0.
With these notations, we introduce the problem

Wiy () =0(qe() — Men (@ (1) B (G (1) + (g (t)) e,
g (0)=qeR*® i (0)=pec R?

which can be rewritten as

dgy (t) = pp(t)dt,  q,.(0)=gq
(2.7)
pdpl; (t) = [b(q); (1)) = Men(qp (£) Buply ()] + 0 (g (1) dw(t), P (t0) = p.

It is immediate to check that , for every fixed n € N and € > 0, the mapping
(¢,p) € R* X R* = Acn(q)Bn(p) € R,

is Lipschitz-continuous, so that equation (2.7) admits a unique adapted solution (g, ., p); () €
LP(Q; C1([0, T); R?) x C([0,T]; R?)).
Now, if we apply Itd’s formula to the function ®(gq,p) = |q|?* + |p|?*, for k > 2, we obtain

t
n 2k n 2k 2k 2k n 2k—2/ n n
19O + 1P (D1 = [al™ + [pl +k/0 1911, ()17 (pr,e(5), e () ds
k ! n 2k—2/, n b(a™ — A n ,8 n d
_’_; o ‘pu,e(8)| <pp,e(5)7 (qM,e(S) €7n(q,u,,e(5)) n(pﬂ,e(s)» s
k ¢ n — n k(k—1 K n — n n
tos [ LT oo o)) ds + G [ P otap ()P s

k‘ t
+ /0 () P2 (0 (5), o (g7 () duo(s)).

Therefore, thanks to (2.6) and to the Young inequality, we have that for every €.0

t
a7t () + [P ()P < Jal** + [ + Ck,,u/o (g7 ()P + s ()] ds

k t — T n
+ /0 () P2 0 (5), (g7 () duo(s)).
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After we take expectation in both sides, due to the Gronwall lemma we obtain
Elgp (0P + Elpf (0 < (@) (141 +1pP*) . 1€ [0.7] (2.8
Therefore, since .
G =a+ [ phs)ds

and

pr () =p+ ; /O (B (5)) — Aen(ql () Bu(pl o (5))] ds + ; /0 o(q7 o (5)) du(s),

due to (2.5), from (2.8) we obtain

supE sup (Jgf (1) + [ (D)) < cx (T, gl Ip). (2.9)
neN  te[0,7)

Now, for any n € N we define
T =inf {t >0 : |g; &)V |py ()] = n},
with the usual convention that inf ) = +o00. Since

(41 c(8), 2 e(®) = (qre(t), o)), n<m, ¢ <y, (2.10)
it follows that the sequence {7, },cn is non-decreasing, P-a.s., so that we can define

7= lim 7,.
n—oo

Due to (2.9), for every fixed T' > 0 we have

P ( sup \qZ’E(t) <n, sup |p; (t) < n)
te [0,T] te [0,T]

>1-P ( sup gy, (t) > n) -P ( sup |p), ((t) > n)

te [0,T] te (0,7

>1- QCl,u(Tv ’q|7 |p|) ]
n

This implies that
lim P(r, >T) =1,

n—o0
and then, due to the arbitrariness of 1", we conclude
P(r = +o0) = 1.
In particular, if we set
(e (), Dpe () = (Que(EATR), P (EATR)), T,

due to (2.10) we can conclude that there exists a unique solution (g, pu,e) to problem (2.3),
belonging to L¥(2; C*([0, T]; R?) x C([0,T]; R?)), for every k > 1 and T > 0. O



3 The Smoluchowski-Kramers approximation for the regular-
ized problem

It is immediate to check that for every e > 0 and ¢ € R?, the matrix A.(q) is invertible and

_ B 1 e —Xaqg)
A = N2(q) + €2 < Mg) e ) (3-1)

Now, we introduce the vector field S¢(g), whose j-th component is defined by
2
Si(a) = Y ai(A (@) (@), G=12, (3.2)

il=1

where 09; = 0/0¢; and J€ is the matrix-valued function solving the Lyapunov equation

J(DAL(q) + Ac(q) I (q) = o(q)o™(q), g€ R

Thanks to (2.4), the equation above has a unique solution J¢ and it can be explicitly written
as

Je(q):/o e—Ae(q)TO—U*(q)e—AZ(Q)TdT

(3.3)
o0
:/ e_)‘(q)ATUJ*(q)e)‘(q)Are_%T dr, g€ R2
0
It is immediate to check that
cos(A(q)r) —sin(A(q)r)
e MDA — , r>0
sin(A(q)r)  cos(A(q)r)
In what follows, for every ¢ € R? we denote
a1(q) ao(q)
=:00"(q),
ao(q) a2(q)
and
a +a a —a a
ol = WDER@D g @l 0@ g ) gy

Lemma 3.1. Assume that X : R> — R is differentiable. Then, there exist M : R> — R?*2 aqnd
R¢ : R? — R?*2 such that for every e > 0

S(q) = 1 Bo(q)

)= X2 ViAg) — M(q)VA(g) + R(q)VA(g), g€ R (3.5)



Proof. Thanks to (3.3), we have

Ji1(q) = 50( ) + Bi(q )/000 cos(A(q)r)e” " dr — Ba2(q) /000 sin(A(q)r)e” " dr

J50(q) = 506((1) — ﬁl(q)/o cos(A(q)r)e " dr + Bz(q)/o sin(A(q)r)e " dr
Jia(q) = J51(q) = 51((])/0 sin(A(g)r)e” " dr + 52(q)/0 cos(A(q)r)e " dr.
Integrating by parts, we have
and

This allows to conclude that

Jlel((]) = BOEQ) + 61((1) /\2( )€+ €2 ﬁQ(Q) Ag(/;gqj_ €2
JQEQ((]) = 606((]) - ﬁl(CI) /\2( ) n €2 + ﬁQ(Q) Ag(/;gqj_ €2

ala) = J5200) = ) 3310 + )z

Now, due to (3.1), for every € > 0 and g € R? we have

0 (A1), (@) = 0; (ATY),, (@) = —(AQZ;% aNq), =12,

-1 -1 )\2(Q) —é .
9; (Ae )12 (q) = =0 (Ae )21 (q) = W 0iNq), i=1,2.

Therefore, if we replace (3.6) and (3.7) in (3.2), we obtain

2€e € A
510 =~ arer s | (P 4 1053~ ala) s ) 910

(B + 6a0) a2 ) 07
|

)\2 €
W ( Y’iz +52(q>m>+62>

+ <ﬂ°€(Q) — B1(q) Ag(q): = +52(0) AQ(qui 62) 62)\((1)] :

A (q)
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and

A2 — €2 € A
550 =~ ezt | (o2 4 010 g — ) sy 2 ) 9N)
Ag) €
+ <51(Q))\2(q)+ 5 52(Q)/\g(q)+62> p (Q)]
2eA(q) Ag) €
T2 + 2 [(Bl(Q)W + 52((1))\2((])_1_2> 01A\(q)
(P ) B0 gy ) @)
Now, we define
iy Aq) € ~ Pilg)
I'{(q) == BI(Q)W + Ba2(q) (o) e I'1(q) :== o)
and
500) = 50 e - g e el =
With these notations, we have
Sit0) = s 0\ + | -5 + T i) - 28 )
+R11(9)01A(q) + Riz2(q) A (q),
vhee 2)\q) . N(q) — &
R (q) == —Wrz((ﬂ + Eﬁz(Q)W
| Alg) 1 Ag) (32(g) — &) 35
q q q) — €
#2000 5505 ~ oo |~ A0 [wq) TR T eap ]
and
2X(q)e A2 — e
Ris(q) = —(AQ((])((jLQ)QFE(Q) —€f2(q) ()\2((;))_'_ )3
Bola) [ 1 Ng) - 1 Ao (X9 - @) .
o(q q) —€ q) (N2 (q) — €
20 [t~ oo e+ 0 [AS@) ORI ]

In a similar way, we have

~1po(q)
€ A3 (q)

+R51(9)01A\(q) + R52(q)02A(q),

oM(0) ~ S H o) - |

S5(q) =
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where

2X(q)e \(q) — €2
51 (q) = ()\2<Q)<j‘) €2>2 E(Q) E/BI(Q) (/\2((qq>)+ 62)3
fola) [ 1 N(@)—¢ L M0 (%9~ Y
olq q)—¢€ q q) —¢
20 S~ oo e 0 [w VEmENEE ] ’
and
2€e N(q) — €2
Ry (q) = (AQ@S?)GQ)QFE - 652(‘1)0\2((5))4_62)3
1 X0 LA (@) = @) Y
q q q) — €
2000 |55~ vl +62)2] A5G T T ) + 2 ] '
Therefore, recalling that I'1(¢) = S1(q)/A(q) and T'a(q) = —P2(q)/A(q), if we define
1 [ 2P(g) = Pile)  —Pa(a)
M(q) = () : (3.12)
! —B2(a)  2B0(9) + Br)
and we define R°(q) = (R;(q))ij=1,2, Wwhere the components Rf;(q) are defined in (3.8), (3.9),
(3.10) and (3.11), we obtain (3.5). O

In what follows we shall assume that the following condition is satisfied.
Hypothesis 2. 1. The mapping X : R? = R is continuously differentiable.

2. For every e > 0, the mapping Sc : R? — R? introduced in (3.2) is locally Lipschitz-
continuous and has linear growth.

3. For every ¢ > 0 the mappings A_'b : R? — R? and A-'o : R? — R**2 are locally
Lipschitz-continuous and have linear growth.

Remark 3.2. 1. According to the expression of M (q) given in (3.12) and the expressions
for the coefficients of R(¢) given in (3.8), (3.9), (3.10) and (3.11), thanks to what we
have already assumed in Hypothesis 1 we can check easily that Hypothesis 2 is satisfied if
we assume o to be bounded and A to be bounded and differentiable, with V) : R? — R?
Lipschitz-continuous.

2. In the same way, if we assume that VA : R? — R? is locally Lipschitz-continuous and
has linear growth and there exists ¢ > 0 such that for |¢| large enough

IA(q)| > clql?,

then Hypothesis 2 is satisfied, without assuming ¢ to be bounded.
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Theorem 3.3. For every p,e > 0, let g, be the solution of problem (2.7). Then, under
Hypotheses 1 and 2, for every ¢ > 0 we have

lim E sup |gue(t) — qe(t)] =0, (3.13)
=0 ye 0,77

where q. s the solution of the problem

dge(t) = [AZ"D(qe(t) + Selge(t))] dt + A7 o (qe(t)) duw(t),  qe(0) = q. (3.14)
Proof. According to Hypotheses 1 and 2, we have that for every ¢ > 0 and for every k > 1
and T > 0 problem (3.14) admits a unique solution ¢. € L¥(€; C([0,T]; R?)). As (A(q)p,p) =
€ |p|?, this allows to conclude thanks to [12, Theorem 2.4]. O
4 The averaging limit

In this section we want to investigate the limiting behavior of the slow component of ¢, as €
goes to zero. To this purpose, we need to introduce some preliminary material.

4.1 Some notations and further assumptions

We consider here the system

_ Bo(X(1))
X(t) = X (D) VENX(1)). (4.1)
Clearly, for every t > 0, we have A\(X (¢)) = A(X(0)). Now, if we consider the perturbed system
4X.(0) = S ) TN O)

L) - M<X6<t>>w<xe<t>>} dt + A({imAf’(Xe(”) du(t)

e [ H(X(D)(Xc(8) + RAXA)VAXAD)] dit + eH (X)) r(Xe(1)) du(),

the quantity A\(X(t)) is not anymore conserved. However, for any fixed time interval [0, T]
and for every k > 1, we have

limE sup |X.(t) — X()|* =0,
=0 te0,7]

and, as an immediate consequence,

mE sup |[A(Xc(t) — A(X(0)[F = 0.
=0 te0,7]

Now, with the change of time ¢ +— t/e, we ca check that
L(Xc(-/€)) = L(ge(+)),

where ¢, is the solution of equation (3.14). As we mentioned above, our aim is to identify
the non trivial limit for the distribution of the process A(¢e(+)), as € | 0. To this purpose, in
addition to Hypotheses 1 and 2, we assume that A satisfies the following conditions.

12



Hypothesis 3. 1. If py is the function defined in (3.4), we have

z€ R2

2. The mapping X : R? — R is four times continuously differentiable, with bounded second

derivative.

3. The mapping A has only a finite number of critical points x1,...,x,. The matrixz of
second derivatives D*X(z;) is non degenerate, for every i =1,...,n and Xz;) # A(z;),
ifi#j.

4. There exist three positive constants ay,az,az such that X(z) > a1 ||, |[VA(x)] > a2 |z|
and AX(x) > a3, for all x € R?, with |x| large enough.

Remark 4.1. Remember that the function 8y was defined as [(00*)};, + (00*)3,] /4. Therefore,
condition (4.2) is a non-degeneracy condition on the noisy perturbation.

Next, for every z > Ao, we denote by C(z) the z-level set
C(z)={z e R*: \(z) = z}.

The set C(z) may consist of several connected components

N(z)
C(z) = | Ci(2),
k=1

and for every € R? we have
X(0) =2 = X(t) € Cyry(A(®)), t>0,

where Cj,)(7) is the connected component of the level set C'(A(x)), to which the point x
belongs. For every z > 0 and k = 1,..., N(2), we shall denote by Gx(z) the domain of R?
bounded by the level set component Cy(z).

If we identify all points in R? belonging to the same connected component of a given level
set C(z) of the Hamiltonian A\, we obtain a graph T', given by several intervals I, ... [, and
vertices O1, ..., Opn,. The vertices will be of two different types, external and internal vertices.
External vertices correspond to local extrema of A, while internal vertices correspond to saddle
points of A. Among external vertices, we will also include Oy, the endpoint of the interval in
the graph corresponding to the point at infinity.

In what follows, we shall denote by II : R? — T the identification map, that associates to
every point z € R? the corresponding point I1(z) on the graph I'. We have II(z) = (A\(z), k(x)),
where k(x) denotes the number of the interval on the graph I', containing the point II(x). If
O; is one of the interior vertices, the second coordinate cannot be chosen in a unique way, as
there are three edges having O; as their endpoint. Notice that both k(x) and H(x) are first
integrals (a discrete and a continuous one, respectively) for system (4.1).

13



On the graph I', a distance can be introduced in the following way. If y;3 = (21,k) and
y2 = (22, k) belong to the same edge Ij, then d(y1,y2) = |21 — z2|. In the case y; and y, belong
to different edges, then

d(y1,y2) = min {d(y1,04,) + d(Oi,, Oi) + -+ d(Oi;, 42) }

where the minimum is taken over all possible paths from ¥y; to yo, through every possible
sequence of vertices O, ..., O;;, connecting y1 to ya.

If z is not a critical value, then each C(z) consists of one periodic trajectory of the vector
field V- \(z). If 2 is a local extremum of A(z), then, among the components of C(z) there is a
set consisting of one point, the rest point of the flow. If A(x) has a saddle point at some point
zo and A(zg) = z, then C(z) consists of three trajectories, the equilibrium point xo and the
two trajectories that have x( as their limiting point, as ¢t — +oo.

Now, for every (z,k) € T, we define

X2 (x)

Til=) = ?{m Bo(@)VA@)] (43)

where dl, i, is the length element on Cj(z). Notice that Tj(z) is the period of the motion along
the level set Ck(z).

As we have seen above, if X(0) = « € Ci(z), then X(t) € Ck(z), for every t > 0. As
known, for every (z,k) € T' the probability measure

1 M2 ()
diy ), == dl, 4.4
Kol = T, (A o
is invariant for system (4.1) on the level set C(z2).
4.2 The limit of II(q.)
Due to (3.1), for every € > 0 we have
A = A+ ), (4.
Aq)
where
He(q) = (I S A>
VTR Mgt
Notice that
sup |H(q)] < 0o, q€ R (4.6)

e>0
Lemma 4.2. Let R : R? — R?*2 be the mapping introduced in Lemma 3.1. Then

1. -
sup — |R(q)] < oo, q € R2 (4.7)
e>0 €

14



Proof. We have

L () [ 2X%(q) + € ]
M) (A%(q) +€?)? A (q) (N (q) +€2)? ]’
and I Aaq) (N (q) — €%) _ 2 [4)\4(q) +3e2X\2(q) + 64]
A3(q) (A%(q) + €%)? X(q) (A%(q) + €2)°
and

1 Ng—-€& 2{ 30 (q) + € }
N(g) (@) +e)? T 22 (W%(g) +e2)? ]

Therefore, recalling how R(q) was defined in (3.8), (3.9), (3.10) and (3.11), we can conclude.

O
According to (3.5), (4.5), (4.6) and (4.7), equation (3.14) can be rewritten as
_ 150(%@)) 1 w

dge(q) = eiAQ(qe(t))V Age(t)) dt + B(ge(t)) dt + X(ge(t)) dw(t), ws)

+e [B€(QE(t)) dt + EG(QE(t)) dw(t)] ) QE(O) =q,
where

Blo) = 5AN0) = M@TA0).  S(a) = 5= Aola).

and

B(q) = H(q)b(q) + %RE(Q)V)\(Q% Ye(q) = H(9)o(q).

This means that, as € | 0, part of the coefficients are of order O(e~1), part of order O(1) and
part of order O(e).

With the notations introduced in the previous section, in what follows, we want to inves-
tigate the limiting behavior of the I'-valued process II(gc(:)) = (A(qe(+)), k(ge(+))), as € . 0.

If we apply 1t6’s formula to \(g.(t)), we get

dA(ge(t)) = GA(ge(t)) dt + AN(ge(t)) dw(t) + € GeA(ge(t)) dt + € AN (ge(t)) dw(t),
where for every f € C?*(R?) and q € R?
Gf(q) = 3T [S54(@)D*f(@)] + (DS (a), B(a)),
Af(q) = %(9)"Df(9);

Gef(a) = 5 Tr [(€ 2 (0) + T52(a) + 55(0)) D21 ()] + (DF(a), Bla)),

and
Acf(q) = XZ(q)Df(q)-
We recall that the graph I' is made of n intervals I1,..., I, and m verteces Oq,...,Op,.
For every j = 1,...,n and for every f that is twice differentiable in the interior of the edge I;,
we denote

£5(2) = 05() (@) + ()7 (2), (19)
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where

%@—ﬁWVM@mem—f’rvwwxmmmwm

3 (2)
wwzf GA(x) dpa (),
Cj(2)

and dpy j is the probability measure introduced in (4.4).

Definition 4.3. For each interior vertex Oy and any segment I; meeting at Oy (notation
I; ~ Oy), let pi; be the positive constant defined by

= O S VA@P )
kj = :
T ey, Bo(@)[VA(2)]

We denote by D(L) C C(I") the set consisting all continuous functions f defined on the
graph I' such that L;f is well defined in the interior of the edge I; and for every I; ~ Oy, there
exists finite

Jim L ()

and the limit is independent of the edge I;. Moreover, for each interior vertex Oy,

Z +p1; [;(A(Or)) =0,

J:1;~Oy

where fJ’- denotes the derivative of f with respect to the local coordinate A, along the edge I;
and the sign £ are taken if A > X(Og) or A < A(O).
Neat, for every f € D(L), we define

Lf(x) = L;f(x), if ¢ is an interior point of I,
lim, 0, L£jf(x), ifx is the vertex Oy and I; ~ Oy.

As proven in [11, Theorem 8.2.1], in case ¥(q) = I the operator L defined on the domain
D(L), as described in Definition 4.3, is the generator of a strong Markov process Y; on I' with
continuous trajectories. Here the same result holds, because of the non-degeneracy condition
(4.2) satisfied by the diffusion coefficient (q).

In fact, as shown in the next theorem, the MArkov process Y is the weak limit in C([0, T]; T")
of the slow motion II(gc(-)) on I'.

Theorem 4.4. Under Hypotheses 1, 2 and 3, for every fixed T > 0 the I'-valued process
I1(ge(+)) converges weakly in C([0,T);T") to the Markov process Y generated by the operator
(L, D(L)), introducedd in Definition 4.3.

Proof. In case in equation (4.8) we have B(q) = Be(q) = ¥¢(q) = 0 and X(q) = I. the result
above is what is proven in [11, Theorem 8.2.2]. In the present situation we are dealing with
the more general situation in which we have a coefficient B(q) of order O(1) and coefficients
B(q) of order O(e). Moreover we allow a non-constant diffusion coefficient ¥(q) 4+ X¢(q), where
Y(q) is of order O(1) and ¥.(q) is of order O(e). As shown in [24], under these more general
assumptions, an averaging principle of the same type of the one described in [11, Theorem
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8.2.2] is still valid. This of course has required to introduce a suitable generalization of the
operator (L, D(L)), that takes into account the coefficients B and ¥, and to extend the limiting
result in presence of the vanishing terms B, and ..

O]
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