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Abstract

Fully self-consistent mean-field solutions of electronic excited states have been much
less accessible compared to ground state solutions (e.g., Hartree-Fock). The main reason
is that most excited states are energy saddle points, and hence energy-based optimiza-
tion methods such as A-SCF often collapse to the ground state. Recently, our research
group has developed a new method, o-SCF [J. Chem. Phys., 147, 214104 (2017)], that
successfully solves the “variational collapse" problem of energy-based methods. Despite
the success, o-SCF solutions are often spin-contaminated for open-shell states due to
the single-determinant nature; unphysical behaviors such as disappearing solutions and
discontinuous first-order energy derivatives are also observed along with the sponta-
neous breaking of spin or spatial symmetries. In this work, we tackle these problems by
partially restoring the broken spin-symmetry of a ¢-SCF solution through an approx-
imate spin-projection scheme called half-projection. Orbitals of the projected wave
function are optimized in a variation-after-projection (VAP) manner. The resulting
theory, which we term half-projected (HP) o-SCF, brings substantial improvement to
the description of singlet and triplet excitations of the original ¢-SCF method. Nu-

merical simulations on small molecules suggest that HP o-SCF delivers high-quality



excited-state solutions that exist in a wide range of geometries with smooth potential

energy surfaces. We also show that local excitations in HP o-SCF can be size-intensive.

1 Introduction

The fast computation of mean-field excited states is important for two reasons. First, they
provide a zeroth-order, qualitative description of the true, physical excited states; second,
they can serve as a starting point for more accurate, correlated excited state methods.
Roughly speaking, existing methods for computing mean-field excited states can be di-
vided into two classes. The first class consists of single-reference, linear response-based
methods such as configuration interaction singles? (CIS) and time-dependent density func-
tional theory®® (TDDFT). These methods are able to compute single excitations from the
reference state at a mean-field cost, with the computed excitation energies typically of eV or
even sub-eV accuracy for low-lying excitations.” However, methods from this class could fail
in several ways. First, the dependence of the excited states on the reference state (usually
the singlet ground state) makes these methods vulnerable when the reference is bad. Second,
the effects of higher-order response are completely ignored in the linear-response treatment,
which is responsible for the failure of these methods in situations where these effects are im-
portant.®® Third, specifically for TDDFT, standard local or semi-local functionals perform
poorly for Rydberg states and charge-transfer (CT) excitations due to the incorrect asymp-
totic behaviors of these functionals.!®!* Many works have been reported to remedy some
of these deficiencies. For instance, constricted variational-DFT 17 (CV-DFT), which can
be viewed as perturbative extension of TDDFT within the Tamm-Dancoff approximation, ®
provides an approach to including the missing higher-order response and hence qualitatively
correct descriptions of CT states even with local or semi-local approximate functionals.®?
The second class of the mean-field excited state methods, on the other hand, treats

both ground and excited states on an equal footing by directly seeking the excited states



represented by the self-consistent solutions to either the Hartree-Fock (HF) or the Kohn-
Sham (KS) equations. Perhaps the most well-known example of this class is A Self-Consistent
Field 2! (A-SCF), in which excited states are found by minimizing the energy of a non-
aufbau electronic configuration. Despite the conceptual simplicity, the application of A-SCF
is plagued by a severe numerical problem: the order of orbitals can change during the SCF
iteration, which makes it difficult to converge to the desired states. This problem arises
naturally from the fact that excited states are often energy saddle points and hence difficult
to locate in general. For this reason, several methods such as maximum overlap method??
(MOM) or SCF metadynamics?® have been introduced and demonstrated some success.
However, strong dependence on a good initial guess still mandates expertise. Nevertheless,
when these methods do converge to the desired states, the quality of the solutions is often
similar or even superior to the methods from the previous class, especially for hard cases
such as CT states.?? More importantly, the resulting excited states, being not orthogonal to
each other, can be used as quasi-diabatic bases in correlated methods such as non-orthogonal
configuration interaction (NOCT).?4726

Recently, our research group and others have extended the use of ground-state variational
principle for excited states.?” 3" In these methods, some quantities other than energy are
subject to variational optimization; these quantities possess the ideal property that both
ground and excited states are local minima in Hilbert space, rendering the optimization of
them numerically stable. The minimum corresponding to the desired excited state is often
targeted by performing a direct energy-targeting®! (DET) calculation prior to the variational
optimization. This general scheme of computing excited states has been explored at both
mean-field 8% and correlated levels.?” In this work, we focus on a specific method from this
class, 0-SCF,?® in which the energy variance of a single Slater determinant is variationally
optimized. Equipped with DET, o-SCF is found to be very effective at locating excited
states, including individual, high energy excitations within a dense manifold of excited states;

the quality of o-SCF solutions is similar to that of the energy-based, self-consistent mean-



field solutions obtained from A-SCF, enabling further improvements via electron correlation
methods. 8

Despite the success, several problems have been reported for o-SCF. First, the well-known
symmetry breaking problem — which has been investigated extensively for mean-field ground

32736 _ ig also present in the o-SCF solutions of mean-field excited states. Specifically,

states
the ubiquitous open-shell configurations in excited states lead to the spontaneous breaking of
spin symmetry (a phenomenon known as spin-contamination), which deteriorates the energy
and other properties computed from the o-SCF wave function.?® Second, empirical obser-
vations suggest that the energy of a o-SCF solution, while being a continuous function of
the molecular geometry, could show discontinuity in its first-order derivatives (i.e., atomic
forces) at symmetry-breaking points. Moreover, some spurious solutions that do not corre-
spond to any physical states have been found by ¢-SCF, while some other solutions that are
of physical significance disappear beyond certain geometries.?® These problems altogether
hinder further applications of o-SCF to more complicated systems.

As suggested by many seminal works on ground-state mean-field theories, symmetry
breaking-related problems could be solved by restoring the broken symmetries through
projection of the wave function onto the eigenstate of the corresponding symmetry oper-
ators.3” 3% This idea, called symmetry-projection, was first introduced by Loéwdin in the
1950s in his extended Hartree-Fock® (EHF) theory (also known as projected Hartree-Fock

4745 (See Ref. 37 for a comprehensive re-

or PHF) and later on pursued by many others
view). However, even for systems of moderate size, the optimization of a fully projected
wave function leads to non-linear, self-consistent equations that are extremely complicated
to solve.3” For this reason, further development of PHF ceased in the 1980s. It was only
recently that the seemingly formidable variation-after-projection (VAP) problem has been
solved by Scuseria et al. in the projected quasi-particle theory®® (PQT), which is capable of

handling the breaking and restoration of many symmetries within the same framework at

only a mean-field computational cost. PQT and its variants®® are found to be effective at



recovering the static part of electron correlation that arises from symmetry breaking. 46-4° Ex-
tensions of PQT to DFT®%?! and Quantum Monte-Carlo®? (QMC) have also been reported
to include dynamic correlation.

Despite this recent development of PHF, performing the exact symmetry-projection still
requires SCF programs that are algorithmically complicated. If spin is the only relevant sym-
metry subject to restoration (as in o-SCF'), many approximate strategies have been proposed
to avoid the cost of performing full spin-projection.® 3 In this work, we are particularly in-
terested in one such approximation, called half-projected HF (HPHF'), which is developed by
Smeyers et al.’®% and by Cox and Wood %53 in the 1970s. In HPHF, the energy is minimized
variationally for a special two-determinant wave function [eqn (3)|, which can be regarded
as a spin-unrestricted HF (UHF) wave function projected onto the subspace of even or odd
spin quantum numbers, and hence can be used to approximate the exact singlet and triplet
states, respectively. For singlet ground states of small molecules, HPHF has been shown to
generate results that are comparable to those from PHF, at merely twice the computational
cost of a UHF calculation.?® 3

In this work, we apply the half-projection scheme to o-SCF in order to reduce the spin-
contamination and hence mitigate the spin symmetry-breaking-related problems in ¢-SCF
excited states. The resulting theory, termed HP o-SCF, exhibits improvement over the
original o-SCF method in two ways. First, HP o-SCF recovers part of the static correlation
by adopting a special two-determinant wave function, and delivers potential energy surfaces
(PESs) that reproduce the qualitative shape of the exact solutions in cases where the major
source of spin-contamination is the mix of singlet and triplet states. Second and perhaps
more importantly, solutions found by HP ¢-SCF are more physical compared to those from
the unprojected theory, in the sense that they correspond to PESs that show less derivative
discontinuities and exist in a wider range of geometries, which are key to the application of
electron correlation methods such as NOCI.

This paper is organized as follows. In Sec. 2, we present a detailed, formal discussion



on the theory of HP ¢-SCF. In Sec. 3, we present the computational details. In Sec. 4, we
present numerical results of three representative molecules along with some discussion. In

Sec. 5, we conclude this work by pointing out several future directions.

2 Theory

In this section, we present formal discussion of HP ¢-SCF. Throughout this paper, we adopt
the notations where i, v, - - - index one-electron basis functions |e.g., atomic orbitals (AOs)];
i,7,-+-- and a,b,--- index occupied and virtual molecular orbitals (MOs); p and ¢ index
unspecified MOs; s and ¢ index the z component of electron spin. Real-valued orbitals are

assumed.

2.1 The HP wave function

Consider a spin-unrestricted Slater determinant,
@) = (071 - GRON). (1)

where {¢2}Y, and {¢7}Y, are two sets of one-electron orbitals (the overline denotes spin
B). Although spin-compensated, |®) is in general not a pure singlet due to the so-called

spin-contamination from higher-spin components,
) = esS) +er|T) +clQ) + -+, (2)

where S, T, Q, and etc. are singlet, triplet, quintet and so on. Ideally, all components
of unwanted spin can be removed by projecting |®) onto the subspace of the desired spin

quantum number, which is exactly what PHF and PQT do.?®%° The half-projection method



approximates this process with the following HP wave function, °%62

1
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(1) + /@), n==*1 (3)
where |®) = |7 ¢% - - ¢2.4%) is the spin conjugate of |®). Since
@) = cs[S) — ex|T) +clQ) — -, (4)

the linear combination in eqn (3) removes the contamination from states of odd or even spin
for n = +1 or —1, respectively. As a result, |¥,) is a good approximation to the exact singlet
due to the removal of triplet, which is usually the largest component in the contamination
of a singlet state. Similar arguments suggest that |U_) is a good approximation to the exact
triplet. Note that eqn (3) can also be viewed as a two-point approximation (with equal
weight) to the exact spin-projection used in spin-projected unrestricted Hartree-Fock 16:48:65
(SUHF).

In general, the HP wave function defined in eqn (3) is not normalized (the coefficient \/Lﬁ

is merely a convention rather than a normalization constant),
(W |Wy) = 1+nD, (5)

where D = (®|®) is the overlap matrix element between ® and its spin conjugate. As will
be clear in Sec. 2.5, D € [0,1], where D = 1 corresponds to the spin-restricted case (i.e.,
¢ = ¢7 for all i’s).

With these definitions, the energy of a HP wave function can be written as,

5 _ (W|H|Y,) B+ nDE,
! <\Ijn|an> 14+nD




where H is the electronic Hamiltonian [eqn (10)], and

Bl _ (@|H]®)
Ey = (D|H|®),  Ey= o) (7)

are the UHF energy and the (normalized) cross energy, respectively. Similarly, the energy

variance of a HP wave function takes the following form,

02 _ <\I]n|(ﬁ — En)2|\1177>

! (W, [ W)
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where A
(@](H — E,)?/)
(2]D)

of = (B|(H — E1)*|®), o3 = (9)

are the UHF energy variance and (normalized) cross energy variances, respectively. Detailed

expressions of these integrals will be given in the next section.

2.2 Energy and energy variance of a HP wave function

In this section, we derive expressions for the energy and the energy variance of a HP wave
function as defined in eqns (6) and (8); the optimization of the energy variance, which is the
key to HP o-SCF, will be discussed in the subsequent section.

Consider the following Hamiltonian,

K K
H=>" huclco+ % > (uvro)elclicorcos, (10)

s W st pvio

where h,, and (pv|A\o) are one- and two-electron integrals [in the (11]|22) notation| in a set
of K orthonormal basis functions, {x,}, which are created and annihilated by {cf,} and
{cus}, respectively. In terms of these basis functions, orbitals in the HP wave function |¥,)

can be represented by column vectors in the coefficient matrices (the first N columns being



occupied), {C*}, such that

Z pX/“ (11>

note that for basis functions we have x; = Xﬁ = X, The overlap integral between ® and P,

as defined in eqn (5), is then given by,
D = det 8°7 det 8°* = | det S“|?, (12)

where

af _ a B
S5 ZCM.CM (13)

is the overlap matrix between « and [ orbitals.
In order to obtain concise expressions for energy and energy variance, we define the

density matrices,

wi~'vi

Py, = (®lc]cus|®) = ZCS Ci (14)

and the (normalized) cross density matrices,

sS <(I)’Cuscll«3|q) 5 8S Y8
Py = e L ZC MEEC,

q)|® Vj? (15)

where M** = (S§°%)7! is the inverse matrix of the overlap matrix defined in eqn (13). Note
that eqn (15) is valid only when D is non-zero; the generalization to handle some D = 0

cases can be found in Ref. 62. We further define the Fock matrices,
K
Fyy =y + Y (1w|Ao) Poy — (uo|Av) Py, (16)
Ao
and the (normalized) cross Fock matrices,

K
Fis =l + Y (uv|Ao) Pox — (o | Av) P35, (17)
Ao



where P =3 P°and P = Y__ P* are the total density matrix and the total (normalized)
cross density matrix, respectively.

In terms of these quantities, the matrix elements required for computing the HP en-
ergy |eqn (6)] and energy variance [eqn (8)| can be derived using the generalized Wick’s

theorem. %67 The results are

1
Ey = JTr (hP + Z F*P?), (18)

1 _ .
By = JTr (P + > F¥P¥), (19)

1
o= {Tr P FQF + 5 P,Q0, PiyQse

S

(o) [(/V [N ') = (o' |INV)] + (20)

1 S s S s
§P,u,u’ UV’P/\XQUU’ (MV‘)\U) (:U’/V/P\/U/) }7

. . 1 - o
0‘; = Z {TI‘ PSSFSSQSSFSS ‘I‘ §P;Z/ ii/Pji/ if)_/x

(uvAo) [(WV' I Na') — (o' NV)]+ (21)
]' S5 Ss EE] sSs

§P;L,u’ VV’P)\)\’ o.o./(/ﬂ/’)\O') (/’L/V/‘)\/OJ)}7

where Q* = I — P*, Q% = I — P*, and Einstein summation rule is assumed for AO indices.

We have checked the correctness of these formulae using a homemade full CI code.

2.3 Optimization of the HP wave function

In HP o-SCF, we perform full orbital optimization for the HP wave function in a self-
consistent variation-after-projection (VAP) manner. This scheme is known to be more gen-

eral than the projection-after-variation (PAV) approach.33%68 Specifically, the HP wave

10



function is subject to the following variance minimization,

|¥;) = arg min 02, (22)
n
which is analogous to HPHF that minimizes the HP energy. A Fock matrix can be derived
by directly differentiating o7 with respect to the idempotent density matrix [eqn (14)]. The
result is

Fy = (Fop) +0D[(Fy)s + (F)i], (23)

where we guide the readers to Supporting Information for detailed expressions of (F;); and
(F,)2 (Sec. S1). One can show that the HP o-SCF Fock matrices given in eqn (23) satisfy

69-72 i

the generalized Brillouin theorem, e.,

(9i | Frles) =0, (24)

and hence are compatible with Cox and Wood’s approach of deriving the HPHF Fock ma-
trices, % where ¢f and ¢¢ are arbitrary occupied and virtual orbitals of spin s.

With the HP o-SCF Fock matrix in hand, one can solve the following Roothaan-like
equations,

FiC® = CoL, (25)

using the standard SCF procedure to obtain the optimum HP o-SCF orbitals, where £° =
diag {l5,15,--- , 13} are the HP o-SCF orbital variances. Numerically, we have verified that
eqns (25) give the correct HP o-SCF states by comparing them to the solutions of direct
minimization of the HP variance. We further note that at convergence, the idempotent
density matrices commute with the HP ¢-SCF Fock matrices; thus, extrapolation algorithms
such as Pulay’s direct inversion of iterative space™ (DIIS) can be used to accelerate the SCF

process.

11



2.4 Targeting a specific state

The variance optimization discussed above transforms the eigenspectrum of the electronic
Hamiltonian into a set of (local) minima on the energy variance landscape; the remaining
task is to target the specific minimum corresponding to the desired excited state. To that

end, we first optimize the following direct energy-targeting (DET) functional,?7287

<\I}n|(ﬁ - w)2|an>
(Uy|Wy)

WP, (w) = (26)

and then refine its solution by a variance minimization. The net result of this two-step
algorithm is the HP o-SCF state whose energy is closest to w. In other words, the single
parameter w serves as the energy target for any excitation. Furthermore, with a simple
bracketing algorithm,” one could in principle compute all excited states in a given energy
window.

In practice, the minimization of W[¥,](w) can also be turned into a set of Roothaan-like
equations resembling eqn (25). The corresponding Fock matrices can be derived in a similar
approach as in Sec. 2.3; the results can be found in Supporting Information (Sec. S2). Like
the variance minimization, the DET Fock matrices commute with the density matrices at

convergence, which enables DIIS to accelerate the SCF convergence.

2.5 Some properties

Before presenting numerical results, we briefly summarize some properties of HP o-SCF.
First, as a variance-based variational method, HP ¢-SCF is distinct from energy-based
methods in several aspects. (i) The HP energy does not obey the Hellmann-Feynman the-

7677 which means that the evaluation of energy derivatives, such as atomic forces,

orem,
requires the computationally expensive derivative of the wave function. (ii) The HP o-SCF
solutions are quasi-diabatic and do not show avoided crossing; these features render HP

0-SCF a complimentary method to the deductive strategies of constructing approximate

12



diabatic states, such as methods that enforce configurational uniformity. ™™ (iii) As men-
tioned in Sec. 1 and shown in Ref. 28, the first-order energy derivative of an unprojected
0-SCF solution may be discontinuous when it undergoes symmetry breaking. In principle,
this problem could occur for HP o-SCF states, too, due to both the inexact spin-projection
and the breaking of symmetries other than spin. However, as we will see in Sec. 4, all HP
0-SCF solutions found in this work deliver smooth potential energy surfaces, evidently due
to the effect of the spin-projection.

Second, as other HP methods, HP ¢-SCF improves upon the original o-SCF in two ways:
reducing the spin-contamination and recovering some static correlation energy. The detailed,
formal discussion can be found in Supporting Information (Sec. S3). Here, we only emphasize
one limit of HP methods. Due to the special form of the HP wave function [eqn (3)], the
number of (partially) occupied natural orbitals (NOs) is limited by the number of electrons
in the system. Thus, the HP wave function cannot provide a qualitative description of the
electronic structure if a large number of NOs are occupied in the exact solution. Nevertheless,

we will see in Sec. 4 that these strongly correlated states can be described by invoking a NOCI

calculation based on the HP o-SCF solutions.

2.6 Computational scaling

We end this section by commenting on the computational cost of HP ¢-SCF'. Like other mean-
field SCF methods, the computational bottleneck is building the HP ¢-SCF Fock matrix,
which is approximately twice the cost of forming the unprojected o-SCF Fock matrix. Hence,
we conclude that the overall computational scaling of HP ¢-SCF is the same as that of o-
SCF, which is formally O(K?) in time and O(K?) in memory according to our previous
work.?® We also note that this scaling mirrors that of the Laplace transform Mgller-Plesset
perturbation theory of second order® (MP2), which is a result of the formal similarity
between the expressions of the mean-field energy variance and the MP2 correlation energy.

Thus, one can expect a better scaling for systems of large size where sparsity comes into

13



play.

3 Computational Details

In the following computational work, atom-centered, Gaussian-type orbitals (i.e., atomic
orbitals or AOs) are used as the basis functions, with necessary AO integrals computed
in Psi4.®! Molecular geometries are optimized at the CCSD(T)/cc-pVTZ®? level as imple-
mented in Q-Chem.% Both HP o-SCF and the original o-SCF calculations are performed
in frankenstein.® All calculations presented below are performed using small AO bases
due to our preliminary implementation. To target a specific HP o-SCF state, we either
perform a DET calculation as described in Sec. 2.4 prior to the HP variance optimization,
or simply use the corresponding 0-SCF solution as an initial guess. When the latter is used,
the starting wave function might be spin-restricted (i.e., R 0-SCF); in that case, one can
manually break the spin symmetry by perturbing either the « or the § orbitals through,
e.g., mixing the occupied and the virtual orbitals. We note the reader that this does not
always lead to a HP state, since it is possible that the R o-SCF solution we initially have is
stable to half-projection in the sense that its energy variance is lower than any HP o-SCF
solutions lying close to it on the energy variance landscape. To follow a PES, the optimized
orbitals from the adjacent geometry are used as initial guess for the calculation of current
geometry. DIIS is always turned on to accelerate the SCF convergence. For all molecules
investigated in this work, the exact solutions are available for comparison through either
a homemade FCI or density matrix renormalization group®-® (DMRG) as implemented
in Block.®” ! In addition to the exact solutions, we also compare HP o-SCF to other ex-
cited state methods, including time-dependent Hartree-Fock® (TDHF) as implemented in
PySCF? and state-averaged complete active space self-consistent field® (SA-CASSCF) as

implemented in Gaussian 03.%
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Figure 1: Comparison of HP ¢-SCF, TDHF (with RHF reference), and FCI potential energy
surfaces of 3-21G H, (left: singlet; right: triplet). Two R 0-SCF solutions that are stable to
spin-projection are also included.

4 Results and Discussion

4.1 3-21G H,

The first molecule we consider is H, in a double-zeta basis set, 3-21G.% Since H, is a two-
electron system, the only spin contamination arises from mixing triplet states into singlet
states, which makes the half-projection equivalent to the full spin-projection in this special
case. Thus, H, serves as an ideal system to investigate the effect of spin-projection on
broken-symmetry mean-field excited states. The results comparing HP o-SCF and FCI are
presented in Figure 1 for both singlet and triplet states. TDHF solutions based on a RHF
reference are also included for singlet. The results of the corresponding unprojected o-SCF
method can be found in Supporting Information (Figure S1).

Several observations can be made from Figure 1. First, spin-projection leads to high
accuracy for both singlet and triplet spins and for most states and bond lengths, which is
a significant improvement upon the unprojected o-SCF solutions (Figure S1 in Supporting
Information). The only regime where HP o-SCF fails to follow the FCI solutions is the
states of intermediate energy (0 ~ 1 Hartree) at stretched geometries: four HP o-SCF

solutions wiggle in between the exact curves, cross each other and show incorrect asymptotic
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behaviors at the dissociation limit. Analysis of the NOs suggests that these FCI solutions are
truly multi-configurational, with all NOs (four in this case) displaying fractional occupation.
The accurate description of these states is beyond the capability of HP o-SCF, which has
only one pair of NOs being fractionally occupied (due to H, being a two-electron system)
according to our discussion in Sec. 2.5. Nevertheless, this multi-reference character can be
well captured by invoking a non-orthogonal configuration interaction (NOCI) calculation
based on the relevant HP o-SCF states; we guide the readers to Supporting Information for
such a treatment (Figure S2).

Second, HP o-SCF shows a favorable comparison with TDHF, as the latter only finds
three singly excited states due to its linear response nature. Notably, the two TDHF states in
the strongly correlated regime as discussed above coalesce with two of the HP o-SCF states.
Unlike HP o-SCF, however, the TDHF solutions cannot be further improved by NOCI since
the underlying objects in TDHF are response vectors rather than wave functions.

Last but not least, all the unphysical behaviors associated with the unprojected o-SCF
solutions are removed by the spin-projection: the PESs shown in Figure 1 exist and are
smooth for all geometries investigated here, which is crucial to the NOCI treatment discussed
above. A specific example is displayed in Figure 2, where one can see that the unprojected U
0-SCF PES is kinked at d(H-H) ~ 0.7 A, while the HP ¢-SCF solution smoothly transitions
among several FCI states. An inspection of the optimized orbitals suggests that the U o-SCF
solution also breaks the spatial (i.e., mirror) symmetry at the kink; this symmetry breaking
is not restored by the spin projection but instead stabilized: the HP o-SCF solution breaks
the mirror symmetry for all bond lengths investigated here. Thus, in this specific case, the
smoothness of the HP ¢-SCF solution is not a consequence of restoring all broken symmetries,
but an outcome of restoring one (spin) while changing the regime of stability of the other

(spatial).
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Figure 2: A zoom-in view of the symmetry-breaking point of a selected U o-SCF solution
(grey) and the corresponding singlet HP 0-SCF curve (blue) of 3-21G H,. Relevant FCI
states (black cross) are also included. The U ¢-SCF solution breaks both the spin and
mirror symmetry at d(H-H) =~ 0.7 A, while the HP solution restores the spin symmetry but
extends the breaking of the spatial symmetry to d(H-H) < 0.7 A, too.

4.2 3-21G LiH

The second example we choose is LiH in a double-zeta basis set, 3-21G.% Since LiH has
four electrons, the half-projection is still exact for triplet but merely an approximation for
singlet due to the spin-contamination from quintets. Smeyers has shown that for the singlet
ground state of LiH, HPHF is still as good as EHF,?" potentially due to the relatively high
energy of quintets, which consequently do not mix strongly with the ground state. For the
same reason, one could expect half-projection to be an effective approximation to the first

several, low-lying excitations of LiH, too. The results comparing HP o-SCF and FCI for
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these states are presented in Figure 3 for both singlet and triplet. TDHF solutions based on
a RHF reference are also included for singlet. The results of the corresponding unprojected
0-SCF method can be found in Supporting Information (Figure S3).

From Figure 3, one can see that HP o-SCF solutions, as expected, demonstrate high
accuracy for both singlet and triplet spins. HP ¢-SCF also compares favorably with TDHF,
which misses the highest-energy excitation in Figure 3 (which is a doubly excited state
according to population analysis) and predicts incorrect asymptotic behaviors for all other
states due to the RHF reference behaving qualitatively wrong in that regime. Moreover,
the HP o-SCF solutions are quasi-diabatic and smoothly transition in between different
FCI states in the region where they show avoided crossing. We also note that the state
disappearing problem is mitigated significantly compared to the U o-SCF solutions (Figure

S3), especially for the triplet spin where half-projection is exact.

4.3 STO-3G C,H,

The third example is the C—C bond rotation of C,H, in its minimal basis, STO-3G.%

Unlike the previous two examples, the half-projection is a much cruder approximation to

—— HP 0-SCF (T)

I} oy
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= =
© ©
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d (Li-H) [A] d (Li-H) [A]

Figure 3: Comparison of HP ¢-SCF, TDHF (with RHF reference), and FCI potential energy
surfaces of 3-21G LiH dissociation (left: singlet; right: triplet). The RHF solution is included
as the lowest TDHF state. One R o-SCF solution that is stable to half-projection is also
included.
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the full spin-projection due to the increasing number of electrons. Hence, it is of significant
importance to investigate how HP o-SCF performs in this case. The results for the first
ten singlet and triplet states are presented in Figure 4, with all HP o-SCF solutions having
been shifted downward by 0.12453 Hartree to match the DMRG singlet ground state at
zero torsion (i.e., # = 0°). The SA-CASSCF solutions using an active space of four orbitals
and four electrons and averaged over the first eight singlet states with equal weight are also
included in a separate figure for comparison (Figure 5); these solutions are shifted downward
by 0.11721 Hartree for the same reason as above. The unprojected o-SCF results can be
found in Supporting Information (Figure S4).

Several observations can be made from Figure 4 and 5. First, HP ¢-SCF provides a good
description to both singlet and triplet ground states, even in the regime of maximal torsion
(i.e., # = 90°); the singlet HP 0-SCF ground state also shows similar accuracy compared to
SA-CASSCF(4,4). These observations highlight a significant improvement over the unpro-
jected o-SCF solutions (Figure S4 in Supporting Information) and indicate the recovering of
static correlation. Second, HP o-SCF manages to capture the qualitative feature of the dense
excited state spectrum of DMRG, such that an approximate one-to-one mapping can be iden-
tified between most HP ¢-SCF and DMRG solutions. However, quantitative predictability is
limited due to the spin-contamination from low-energy quintets (for HP singlets) and septets
(for HP triplets) that is not removed at the half-projection level, as well as the electron cor-
relation not captured by the two-determinant HP wave function. Nevertheless, HP o-SCF
still compares favorably with SA-CASSCF(4,4), which predicts excitation energy that is too
high for the regime of small torsion and gives discontinuous energy curves for large torsion
angles (potentially due to state-flipping®). Population analysis suggests that all the singlet
HP o-SCF states presented here correspond to excitations mainly within the (4,4) active
space. Hence, this comparison highlights the effect of both spin-projection and state-specific
orbital optimization for excited states. Last but not least, state disappearing of HP ¢-SCF is

more common than previous examples due to the stronger spin-contamination. In summary,
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these observations reveal the need for methods that can capture more electron correlation

and perform more accurate spin-projection in large molecules.

4.4 Non-interacting He atoms

In the last example, we investigate the size-extensivity of HP o-SCF excitation energy.
It is well-known that PHF is neither size-extensive nor size-consistent;'%° 1% hence, the
correction of spin-projection on extensive quantities such as atomization energy will vanish
in the thermodynamic limit.3° However, since excitation energy is a size-intensive quantity,
spin-projection could potentially have non-zero effect even in the thermodynamic limit.

To that end, we consider five types of local excitations of non-interacting He atoms
(Figure 6) using the 6-31G basis' that have been investigated by Tsuchimochi and Van
Voorhis using time-dependent spin-projected unrestricted Hartree-Fock® (TDSUHF). In
their study, the single excitation energies [(a) and (b)] of TDSUHF converge asymptotically
to the unprojected TDHF values in the thermodynamic limit, while the double excitation
energies [(c), (d) and (e)] converge to some non-zero constants different from the triplet
TDHF energies.®® Our results of HP ¢-SCF are shown in Table 1.

Unlike TDSUHF, the HP o-SCF excitation energies are size-intensive for all types of
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_76.4 _76.41
—_ X X X X x —
$ -766- SRR R EEE R 8 76648 § ¢
+ x X X X x x x x x X ¥ x +
% W < X %
=768 F x x x X x x 5 = 768
T \ Uy
-77.01 -77.01
%
-77.2 M ]
0 15 30 45 60 75 90 0 15 30 45 60 75 90

0 [deg] 6 [deg]
Figure 4: Comparison of HP ¢-SCF and DMRG potential energy surfaces of the C—C bond

rotation of C,H, in STO-3G (left: singlet; right: triplet). All HP o-SCF solutions have been
shifted downward by 0.12453 Hartree to match the DMRG singlet ground state at 8 = 0°.
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excitations in Figure 6 except for (d). An inspection of the optimized orbitals suggests that
the excited state HP o-SCF wave functions of n He atoms can be factorized into a direct
product of a HP o-SCF excited state localized on m atoms and n — m R o-SCF ground

states each localized on one atom, i.e.,

037 = [057) @ [eR)eem), (27)

where m = 1 for (a) and 2 for (b), (c), and (e), respectively. The HP 0-SCF ground state

wave function has the same factorization as in eqn (27) with m = 1. The size-intensivity

_76.21
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Figure 5: Comparison of SA-CASSCF(4,4) and DMRG singlet potential energy surfaces
of the C—C bond rotation of C,H, in STO-3G. The orbitals of the CAS calculation are
optimized by averaging the first eight singlet states with equal weight; the bumps on the
energy curves are potentially due to state-flipping. All SA-CASSCF solutions have been
shifted downward by 0.11721 Hartree to match the DMRG singlet ground state at 6 = 0°.
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(d) (e)

Figure 6: Five types of local excitations of non-interaction He atoms: (a) local single, (b)
charge transfer, (¢) simultaneous local singles, (d) local double, and (e) local single and
charge transfer.

of these excitations then follows naturally from the factorizations. For the local double
excitation, (d), the R o-SCF solution remains stable under half-projection. Hence, for a
single He atom, the difference between the unprojected and projected excitation energies
arises solely from the HP correction to the ground state. This correction vanishes for n > 2
because it applies locally to one of the n He atoms in both the ground and excited state
wave functions.

We note the reader that these results only suggest that local excitations in HP o-SCF
can be size-intensive if the corresponding wave functions are factorable as in eqn (27). Here,
the locality of the HP correction plays the key role. Indeed, for the selected excitations
above, all delocalized HP o-SCF states have higher variance compared to the localized ones.
However, this may not hold in general, particularly for excitations that are delocalized over

the whole molecule.
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Table 1: Singlet and triplet excitation energies (unit: eV) of five types of local excitations
of non-interacting He atoms as shown in Figure 6. For U o-SCF states, (S?) values are
indicated in parentheses. The 6-31G basis is used for all calculations.

Type Spin  FCI U 0-SCF HP o-5CF
He He, He, He,
T  40.02 40.02  40.02  40.02  40.02
(@) g ggeg BT 509 5999 5299 52.99
(b) g 61.10 60.28 (1.0) N/A 61.10 61.10 61.10
TT+T
g 80.05 79.64  79.64  79.64
T+T
(c) Ty 0231 O (20) N/A 9100 9190 91.90
Sg.g 10457 91.95 91.95 91.95
(d S 9466 93.86(0.0) 9426 93.86 93.86 93.86
T

(e) g 10659 105.77 (L0) N/A 106.18 106.18 106.18

5 Conclusion

To summarize, we have applied the half-projection scheme to the recently developed excited
state variational method, o-SCF. The resulting theory, which we call HP o-SCF, is not
only as effective at locating electronic excitations as the original method, but also exhibits
substantial improvement on the quality of the broken-symmetry o-SCF solutions through
partially restoring the spin symmetry. Specifically, the benefits brought by half-projection
are two-fold. First, it recovers most static electron correlation for systems where spin-
contamination from quintet (for singlet) and septet (for triplet) states is small, and produces
solutions whose PESs are in parallel with the exact solutions. Second, it largely suppresses
the symmetry breaking-related unphysical behaviors of the unprojected o-SCF solutions,
such as disappearing solutions and discontinuous first-order energy derivatives. As a result,
the HP o-SCF PESs are smooth and extend over a wide range of geometries, which is key to
post-mean-field treatments such as NOCI. Furthermore, local excitations in HP ¢-SCF can

be size-intensive.
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Despite all these advantages, HP o-SCF can still fail under certain circumstances. First,
as a two-determinant wave function method, HP o-SCF is best at describing systems with
only one or a few pairs of NOs exhibiting fractional occupation, and hence fails when the
exact state is truly multi-configurational with a large number of fractionally occupied NOs.
In those cases, the missing static correlation could potentially be recovered by a NOCI
treatment using the HP o-SCF solutions as quasi-diabatic bases, the effectiveness of which
in turn relies on the smoothness and existence of the HP ¢-SCF solutions as discussed above.
Second, the dynamic part of the electron correlation is still missing in HP ¢-SCF. Hence, it
is insufficient for delivering quantitatively accurate excitation energies in large basis.

In the future, HP o-SCF could be extended in several directions. First, empirical ob-
servations suggest that more accurate and complete symmetry-projection could potentially
lead to o-SCF solutions that show less unphysical behaviors. The generator coordinate
method, %7197 which has been proved powerful in PQT,?® is an ideal candidate for that
purpose. Second, the dynamic correlation could be recovered in at least two different ways.
On the one hand, wave function-based, many-body perturbation treatment using the mean-
field excited state solutions as a starting point has already proven successful in the context
of both single- and multi-reference (through NOCI) excited state solutions.3%!%8112 On the
other hand, DFT also provides a computationally economic way to recover dynamic correla-
tion; indeed, the A-SCF solutions to the Kohn-Sham equation have already proven successful
as a complement to TDDFT.?? The challenge of generalizing non-energy-based mean-field
methods (such as ¢-SCF and its variants) to DFT is the lack of appropriate density func-
tionals of relevant quantities in DFT that are key to those methods (e.g., energy variance

for our purpose).
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