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ABSTRACT: The extent of electronic wave function delocalization for the charge
carrier (electron or hole) in double helical DNA plays an important role in
determining the DNA charge transfer mechanism and kinetics. The size of the charge
carrier’s wave function delocalization is regulated by the solvation induced
localization and the quantum delocalization among the π stacked base pairs at any
instant of time. Using a newly developed localized orbital scaling correction (LOSC)
density functional theory method, we accurately characterized the quantum
delocalization of the hole wave function in double helical B-DNA. This approach
can be used to diagnose the extent of delocalization in fluctuating DNA structures.
Our studies indicate that the hole state tends to delocalize among 4 guanine−
cytosine (GC) base pairs and among 3 adenine−thymine (AT) base pairs when
these adjacent bases fluctuate into degeneracy. The relatively small delocalization in
AT base pairs is caused by the weaker π−π interaction. This extent of delocalization
has significant implications for assessing the role of coherent, incoherent, or
flickering coherent carrier transport in DNA.

■ INTRODUCTION

The study of charge transport (CT) in DNA has been an area
of active investigation and debate for more than two decades.
Charge flow through DNA is associated with DNA damage
and repair and also with applications in nanotechnology.1−8

Purines have lower oxidation potentials than pyrimidines, and
guanine has the lowest oxidation potential. Thus, guanine has
been used as a hole trap in studies of photoinduced electron
transfer and as an intermediate in long-distance multistep hole
transport in DNA. The hole transport rate through DNA has
been shown to depend on the distance between the donor and
the acceptor, and several candidate mechanisms were
proposed.9−17 Charge transfer over a short distance (2−3
base pairs) is generally accepted to occur via a coherent
tunneling (superexchange) or a flickering resonance mecha-
nism, with an exponential rate dependence on dis-
tance,8,9,12,13,18 while longer transfer is generally believed to
occur by incoherent hopping.11 In the flickering resonance
mechanism, the transient resonance among electronic states of
adjacent base pairs is created by structural fluctuations, and the
spatial extent of the resonances depends on the DNA
sequence; the delocalization extends to 3−4 base pairs in
DNA.8,9,19,20 This mechanism was also considered as an
intermediate regime for DNA CT. In this regime, the hole
delocalizes across a purine tract, and the delocalized hole
contributes to CT, producing a mechanism that is distinct from
either coherent tunneling or incoherent nearest neighbor

hopping.10 Conformational and structural influences on DNA
CT were examined in recent theoretical studies.20−26 For long-
range CT in DNA, a variable-range hopping mechanism was
proposed. In this mechanism, charge relay stations in the
hopping pathways may create delocalized islands, and
incoherent hopping among delocalized islands determines
the CT kinetics.27 A common feature in those mechanisms is
that the transient resonance (state delocalization) among bases
occurs, and the extent of delocalization (the delocalization
length) plays an important role in the DNA charge transfer,
especially for homogeneous DNA sequences where strong
temporal and spatial correlations in base energies and
couplings are found among the neighboring base pairs.19,20,28

The mechanistic transition between single-step tunneling
and multistep hopping in DNA CT depends on several factors,
including sequence, distance, conformation, solvation, and hole
state energetics. Above all, the hole size, also referred to as the
polaron size, plays an important role in understanding the
long-range DNA CT rate.29,30 Charge delocalization over G
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bases in DNA was first explored theoretically by Sugiyama and
Saito,31 and recent studies focused on analyzing the charge
delocalization from different perspectives, including wave
function analysis,32,33 QM/MM calculation,34 and semi-
empirical calculation.35 Conwell and Basko used a tight-
binding model and found that the wave functions of holes
trapped on guanines are extended over 6 base pairs.36

Senthilkumar et al. examined the hole delocalization using
the density functional theory derived charge distribution and
found that the charge distribution is strongly dependent on the
structure of the adjacent base pairs. In the gas phase, the hole is
delocalized over neighboring guanine bases in repeated G runs
(GG or GGG).37 Voityuk included solvation effects and found
that, for neighboring bases in G repeat sequences (GG or
GGG), charge distributions are localized to a single guanine
site.38

The hole delocalization is determined by competition
between the quantum delocalization of the hole electronic
state and the solvation induced charge localization.39 Also,
structural disorder produces localization. Quantum delocaliza-
tion of the hole wave function can be characterized by the
dependence of the ionization potential (IP), or the hole state
energy, on the length of the DNA sequence. IP values
calculated using Hartree−Fock (HF) theory are of low
accuracy. Post-HF wave function theories often give a better
description of the molecular electronic structure but are
computationally expensive. Density functional theory
(DFT),40−44 on the other hand, has achieved enormous
success. However, challenges remain for DFT, including the
issue of delocalization error.45−47 Popular density functional
approximations (DFAs) usually suffer from delocalization error
and consequently underestimate the band gap, IP, reaction
barriers, and charge transfer excitation energies.47 In particular,
traditional DFAs usually provide the wrong trend for the IP
with respect to the length of a stacked DNA structure, and this
error is caused by the delocalization error (see computed IPs in
the Results and Discussion).
In order to reduce the delocalization error, various

corrections have been added to DFAs. Hybridization methods,
including local hybrid,48,49 double hybrid,50,51 and range-
separated functionals,52−54 are commonly used. IP tuned
functionals, including Koopmans-compliant (KC) function-
als55 and tuned range-separated functionals,56−58 were also
developed in recent years. However, these methods are either
limited in their correction to the delocalization error or are not
size-consistent with system-specific tuning. Recently, Yang and
co-workers developed a localized orbital scaling correction
(LOSC)59 as a universal method to treat fractional electrons
explicitly and to correct the delocalization error in diverse
DFAs. This method is size-consistent and thus is particularly
well suited to reduce the delocalization error in a system with
an increasing size.
In this study, we investigate the transient hole state

delocalization in double helical B-DNA with consecutive
guanine−cytosine (GC) and adenine−thymine (AT) runs
using the recently developed LOSC method. We examined the
IPs of the DNA base pairs using LOSC, and we benchmarked
this approach using high-level ab initio methods. We found that
LOSC derived IPs agree well with those computed using high-
level coupled-cluster methods. Combining molecular dynamics
ensemble averaged IPs and solvation energies, we found that
the transient hole state of GC base pairs can delocalize among
up to 4 base pairs, while AT base pairs can delocalize among

up to 3 base pairs. The derived hole size of the GC base pairs is
longer than the earlier HF-theory-based predictions39 and is
consistent with estimates obtained using classical molecular
dynamics derived base pair energy fluctuations and nearest
neighbor base pair electronic coupling strengths.19 Note that
the lifetime of the transient resonance, and its quantitative
contribution to DNA charge transfer kinetics, requires
quantum dynamical simulations where the dephasing and
decoherence need to be handled appropriately, and those
further studies are beyond the scope of the present work.

■ METHODS
Previous studies showed that the interplay of the π stack
interaction driven quantum delocalization and the solvation
and disorder induced localization leads to hole states that are
somewhat delocalized.39 The hole size is defined as the
number of nucleobases over which the hole state is delocalized
in a purine tract. A critical parameter that characterizes the
hole size in DNA is the base pair redox potential (see the
Supporting Information for the correlation between redox
potential change and charge delocalization). The two
contributions to the base pair redox potential are shown
from the four-state thermodynamic cycle in Figure 1: one

contribution arises from the intrinsic electronic binding energy
(correlated with the vacuum IP), and the other contribution
arises from the difference in the solvation energies of the
neutral and oxidized states of the base pairs. Below, we address
these two contributions to determine the upper bound of the
transient hole size in homogeneous double helical B-DNA.

Ionization Potential from Localized Orbital Scaling
Correction Analysis. The IPs of double helical DNA that
contains a homogeneous GC sequence and AT sequence are
calculated using the LOSC DFT method. In DFT, the
connection between the IP and the highest occupied molecular
orbital (HOMO) energy has been studied extensively.40,43,60

The exact Kohn−Sham HOMO orbital energy is −IP, based
on asymptotic analysis of the electron density.43 Perdew, Parr,
Levy, and Balduz proved that, for the exact functional, the
chemical potential for electron removal (addition) is equal to
−IP (−EA),60 which is the derivative of the total energy with
respect to the electron number. For a given density functional
approximation, Cohen, Moris-Sanchez, and Yang proved that
the chemical potential for electron removal (addition) is the
Kohn−Sham HOMO (LUMO) orbital energy when the
exchange-correlation energy is expressed as an explicit and
differentiable functional of the electron density.61 However,
when the exchange-correlation energy is expressed as an
explicit and differentiable functional of the Kohn−Sham

Figure 1. Thermodynamic cycle for the oxidation of DNA base pairs.
P is the base pair run (AT or GC pairs). The oxidation free energy
change of DNA base pairs in solution (ΔG0) is calculated as a sum of
both intrinsic electronic binding energy (vacuum IP ΔGgas) and the
difference in the solvation energies between DNA base pair oxidized
state (ΔGsol

O ) and neutral state (ΔGsol
N ).
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density matrix, the chemical potential for electron removal
(addition) is the generalized Kohn−Sham HOMO (LUMO)
orbital energy.61 Thus, for a DFA with minimal delocalization
error, the generalized Kohn−Sham HOMO (LUMO) should
lead to the accurate prediction of the IP (EA) for molecules
and bulk systems.45 The LOSC method systematically corrects
the delocalization error in common DFAs. The orbital energies
are calculated with

m m m
LOSC DFA LOSCϵ ϵ ϵ= + Δ (1)

by imposing a correction to the orbital energies of common
DFAs.
In LOSC, the correction to the total energy is given by

E
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which imposes the Perdew−Parr−Levy−Balduz (PPLB)
condition60 in each local region. In this correction, λij is the
occupation matrix of the localized orbitals (LOs), called
orbitalets, {ϕi(r)}, λij = ⟨ϕi|ρs|ϕj⟩, and the curvature matrix
elements, {κij}, read

C

r r

r r
r r

r r r

1
2

1
2

( ) ( )
d d

3
( ) ( ) d

ij
i j

x
i j

2/3 2/3

∬
∫

κ
ρ ρ

τ
ρ ρ

=
′

| − ′|
′

− [ ] [ ]
(3)

where

i
k
jjj

y
{
zzzCr r( ) ( ) ,

3
4

6
i i x

2
1/3

ρ ϕ
π

= | | =
(4)

and τ is a nonempirical parameter, τ = 6(1 − 2−1/3). Here, the
desired LOs, {ϕi(r)}, are generated by a restrained Boys
localization procedure from the mixture of canonical orbitals
(COs) {φi(r)}. In particular, the LOs minimize the target
function

Farg min , ,i i i i
COϕ ϕ φ ϵ{ } = [{ } { } { }] (5)

where {ϵi
CO} is the set of CO energies. The target function, F,

is given by

F Ur r
i

i i i i
ij

ij ij
2 2 2∑ ∑ϕ ϕ ϕ ϕ ω= [⟨ | | ⟩ − ⟨ | | ⟩ ] +

(6)

where U is the unitary overlap matrix Uij = ⟨ϕi|φj⟩ and ω is a
penalty function, ωim = ω(|ϵi

LO − ϵm
CO|). The role of this penalty

function is to suppress the mixing between orbitals when they
are far apart in energy. Reference 59 provides a detailed
discussion of the penalty function. With a frozen orbital
approximation, the LOSC correction to the orbital energy from
eq 1 is

i
k
jjj
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zzzU U U

1
2m

i
ii ii im

i j
ij ij im jm

LOSC 2∑ ∑ϵ κ λ κ λΔ = − | | − *
≠ (7)

Solvation Energy. The solvation energy contribution to
the redox potential can be estimated using a four-state
thermodynamic cycle. The four states include a singly oxidized
N base pair sequence in a vacuum and water (with their free
energies denoted by Eov and Eow) as well as N neutral base
pairs in a vacuum and water (with free energies denoted Env
and Enw). The solvation energy contribution to the redox

potential (ΔEsol) is calculated as the difference between the
oxidized and neutral stacked base pair energies39

E E E E E e( ) ( ) /sol nw nv ow ovΔ = −[ − − − ] (8)

The solvation energy is evaluated by solving the finite-
difference Poisson−Boltzmann (FDPB) equations using
Delphi.62,63 The FDPB method can produce solvation free
energies of excellent accuracy compared to experiments,64,65

and the intrinsic error of FDPB may be nearly canceled out
when computing the free energy difference.66 In the analysis,
the internal dielectric constant is 4 and the solvent dielectric
constant is 80. A cubic lattice is generated for the double
helical DNA with a grid size of 201 and 2.0 grids/Å. We used
the PARSE atomic radii.62 The atomic charges of oxidized and
neutral states of DNA bases are the Mulliken charges
calculated using the B3LYP/6-31G* optimized single base
pair structure. In the solvation energy calculations, the effect of
structural fluctuations is included in the ensemble averaged
solvation energy using molecular dynamics (MD) snapshots.
MD simulations are carried out on five double helical DNA

structures for consecutive GC and AT pairs, 5′ − A...GN...A −
3′ and 5′ − G...AN...G − 3′, N = 1−5, with a total sequence
length of 12. Starting structures of these DNA fragments were
generated using the PyMOL builder module.67 In all
simulations, GROMACS 2019.268 was used with the
Amber99bsc1 force field.69 The DNA duplex was embedded
in a rectangular box of TIP3P water molecules.70 The DNA is
placed in the center and at least 10 Å from the box edge.
Twenty-two Na+ ions were included to neutralize the system.
200 ps of equilibrium (100 ps NVT and 100 ps NPT) was
carried out, and 1 ns of MD simulation was performed with
conformations saved every 2 ps. For all MD simulations, 500
snapshots were extracted for each DNA duplex, and the last
400 snapshots were used to study the dependence of the IP on
the molecular and solvation fluctuations.

■ RESULTS AND DISCUSSION
Ionization Potential. We benchmarked our LOSC-based

IP calculations with experiments and with high-level coupled-
cluster computations. All calculations are performed using a
local QM4D program71 with the Def2-SVP basis set. The
calculated IPs using LOSC with three different functionals
appear in Table 1. Without LOSC, DFT determined IP values

deviate from the experimental value by more than 2 eV. The
LOSC computed IPs agree well with the measured IPs and are
insensitive to the choice of functionals. The IPs derived using
PBE and B3LYP are similar, and LOSC with BLYP produces
slightly lower IPs. The LOSC/PBE calculated IP of a single
guanine is very close to the experimental IP (7.8 eV from the

Table 1. LOSC Determined Ionization Potentials (eV)
Using Selected DFT Functionalsa

IP/eV PBE BLYP B3LYP Exp

guanine 7.66 (4.86) 7.51 (4.64) 7.65 (5.66) 7.872

GC-WC pair 6.97 6.75 7.10
GC stack 7.81 7.60 7.97

aGC-WC refers to Watson−Crick pair. GC stack refers to a stacked
guanine and cytosine in a single strand. The numbers in parentheses
are DFT determined ionization potentials without LOSC. All
geometries are optimized with B3LYP/6-31G*.
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NIST WebBook72). We use PBE in the following IP
calculations.
We also assessed the accuracy of the LOSC derived IPs of

the stacked Watson−Crick GC pairs (GC-WC, abbreviated as
(GC)n, n = 1−4 below) by comparing with high-level coupled-
cluster (CC) results. In the calculations, stacked GC pair
geometries with a neighboring distance of 3.4 Å were taken
from the starting structure of the MD simulation and the
calculated IPs using LOSC and two CC methods are presented
in Table 2. For (GC)1 and (GC)2, we compared LOSC results

with coupled-cluster singles and doubles (CCSD). The
computed results showed that LOSC provides high-accuracy
IPs compared to CCSD results. The differences in the
computed IPs are smaller than 0.05 eV. For (GC)3 and
(GC)4, we compared LOSC results with CC2 calculations
because of the increased computational costs. LOSC derived
IPs of 6.12 and 5.77 eV for (GC)3 and (GC)4 differ from the
CC2 IPs by no more than 0.2 eV. For (GC)1 and (GC)2, We
also computed their IPs using the domain-based local pair
natural orbital (DLPNO) CCSD(T) theory73 with a triple-ζ
basis set (def2-TZVPP). LOSC IPs show reasonable agree-
ments with the DLPNO-CCSD(T) results. Overall, LOSC IPs
are very accurate compared with high-level CC methods. In
contrast, PBE computed IPs are poor compared to the
coupled-cluster results, and the error is more pronounced for
the short GC pair lengths. IPs derived using the HF method
show better performance than PBE calculations but system-
atically overestimate the IP by more than 0.5 eV. In particular,
the error increases with the number of GC base pairs.
To evaluate the impact of structural fluctuations on the IP,

we calculated the ensemble averaged IP for a single GC pair
from the MD simulation with the sequence 5′-AAAAAAGA-
AAAA-3′. The ensemble averaged LOSC IP is 6.77 eV, and the
root mean squared error (RMSE) is 0.3 eV. The derived
RMSE is higher than the reported value, on the order of 0.1
eV.28,74 However, when calculating the IP and RMSE using the
LOSC corrected total energy difference between the neutral
and ionized species, we obtained a standard deviation of 0.18
eV, in accordance with previously reported results. The
computed ensemble averaged LOSC IP of 7.01 eV is
consistent with the result derived using the LOSC corrected
HOMO energy. Further calculations for dimer systems
((GC)2) show that the energy difference between ensemble
averaged IPs is similar to the results from the HOMO energies.
In the following calculations, we use the ensemble averaged IP
(LOSC corrected HOMO energy) derived from MD simulated
trajectories to determine the hole state size.
Solvation Energy. We calculated the solvent contribution

to the hole state redox potential following the strategies
described earlier.39 The DNA duplex backbone is not
considered in the calculations of electrostatic energies in

both oxidized and neutral states. The contributions of IP and
solvation to the redox potential are shown in Table 3 for

selected GC pairs. The computed solvation energies are nearly
the same as the values reported in ref 39, indicating that the
backbone contribution is small and negligible. This small
backbone effect is caused by the energy cancelation between
Exv and Exw (x corresponding to n and o) in eq 8.
Table 3 shows that the IP drops rapidly with the GC pair

length increasing from 1 to 4 and converges to 5.87 eV at 5 GC
pairs. Compared to the previous study of IPs calculated with
the HF method,39 the LOSC IP values decrease faster and
converge more slowly (i.e., the states are delocalized), as
shown in Figure 2. In the previous study,39 the hole state

delocalization is determined by the competition between the
decrease of the IP and the increase of the solvation energy as
the number of base pairs grows. To be consistent with the
previous study, we used the ensemble averaged solvation
energy reported in ref 39 for GC pairs. The combined IP and
solvation energy contributions to the redox potentials are
shown in Figure 3. At short lengths (1−4 base pairs), the
solvent does not localize the hole since the quantum
delocalization effect dominates. Although a redox potential
increase is observed for 3−4 base pairs, the small energy
change (0.04 eV or 1.5 kBT) is insufficient to disrupt the hole
delocalization. For 4−5 base pairs, since the IP converges and
the solvation energy continues to increase, the hole is localized
and stabilized around 4 base pairs. The hole size of GC pairs in
our study (3−4 base pairs) is larger than the result found in the
previous study39 but is in accordance with recent studies in
DNA CT, where the hole size was estimated using the hole

Table 2. Ionization Potentials (eV) Derived Using HF and
PBE with and without LOSC, Compared with Coupled-
Cluster Methods: CCSD, CCSD(T), and CC2a

IP/eV HF PBE LOSC CCSD CCSD(T) CC2

(GC)1 7.47 4.28 6.98 6.95 7.32 6.93
(GC)2 6.93 3.83 6.42 6.37 6.71 6.50
(GC)3 6.62 3.57 6.12 6.08
(GC)4 6.42 3.42 5.77 5.60

aLOSC shows high accuracy compared to high-level CC methods.

Table 3. IP and Solvation Energy Contribution to the Redox
Potential for Different Lengths of GC Pairs (eV)

IP ΔIP eΔEsol eΔΔEsol ΔIP + eΔΔEsol
(GC)1 6.77 0 −1.93 0 0
(GC)2 6.32 −0.45 −1.54 0.39 −0.06
(GC)3 6.04 −0.73 −1.28 0.64 −0.09
(GC)4 5.91 −0.86 −1.11 0.81 −0.05
(GC)5 5.87 −0.90 −0.93 1.00 0.10

Figure 2. IP for different numbers of GC pairs. The IP drops when
the base pair length increases from 1 to 4 and plateaus at 5.
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energy fluctuations and the nearest neighbor GC pair
electronic coupling strength.14,19

We also calculated the contributions of the IP and the
solvation energy to the redox potential for AT base pairs, and
the results are shown in Table 4 and Figure 4. Compared to

GC pairs, the IP of AT base pairs drops slowly as the number
of AT base pairs grows. The IP change from 1 to 4 base pairs is
0.76 eV, smaller than the 0.86 eV change for GC pairs. In
contrast, the solvation energy changes from 1 to 4 base pairs
are comparable to those for the GC pairs. The combined
contribution to the redox potential, ΔIP + eΔΔEsol, stabilizes

the hole state when the length of AT pairs grows from 1 to 3.
Further increasing the AT pair length from 3 to 4 raises the
redox potential by about 0.21 eV, shown in Figure 5. This

indicates that the hole can delocalize among 3 AT base pairs.
The smaller delocalization in AT pairs may be caused by the
weaker electronic interaction between intrastrand nearest
neighbor adenines (24 meV) as compared to that of
intrastrand nearest neighbor guanines (37 meV).75 The small
electronic interaction among AT pairs impedes the wave
function delocalization and thus produces a small hole size
compared to GC pairs. A previous study by Elstner et al.34

indicated that the average electronic coupling between AT
pairs in poly(A) (A8) is larger than the coupling between GC
pairs in poly(G) (G8), leading to strong hole delocalization for
AT base pairs. The CT parameters were computed using the
semiemprical self-consistent charge density functional tight
binding (SCC-DFTB) method. Our results contradict this
SCC-DFTB study, and the disparity may be caused by the
poor descriptions of electronic delocalization with the
semiemprical SCC-DFTB method.

■ CONCLUSIONS
Wave function delocalization of a hole in double helical DNA
plays an important role in determining CT mechanisms and
kinetics. Previous theoretical studies of hole states in stacked
DNA produced diverse predictions concerning the hole size.
The disparity was caused largely by the poor description of the
electronic delocalization associated with commonly used
density functional approximations. The localized orbital scaling
correction (LOSC) method, which reduces the delocalization
error in most density functional approximations, allows us to
investigate the ionization potentials and the hole electronic
state delocalization of DNA base pairs systematically. In the
gas phase, the LOSC derived IP of a single guanine, 7.51−7.66
eV, agrees closely with the experimental value of 7.8 eV, and
the values are virtually independent of the choice of functional.
For stacked DNA base pairs, the LOSC derived gas phase IPs
of (GC)1−4 differ by no more than 0.2 eV from IPs computed
using coupled-cluster methods (CCSD and CC2), indicating
that LOSC accurately captures the electronic delocalization in
stacked DNA base pairs.

Figure 3. Combined contribution of IP and solvation energy for
different lengths of GC pairs. There is a significant increase between 4
and 5 base pairs, indicating that the size of the hole is around 3−4
base pairs.

Table 4. IP and Solvation Energy Contribution to the Redox
Potential for Different Lengths of AT Pairs (eV)

IP ΔIP eΔEsol eΔΔEsol ΔIP + eΔΔEsol

(AT)1 7.76 0 −1.65 0 0
(AT)2 7.36 −0.40 −1.30 0.35 −0.05
(AT)3 7.14 −0.62 −1.10 0.55 −0.07
(AT)4 7.00 −0.76 −0.76 0.90 0.14

Figure 4. IP for different numbers of AT pairs. The IP drops when the
base pair length increases from 1 to 4, and the difference is smaller
compared to that of GC pairs.

Figure 5. Combined contribution of IP and solvation energy for
different lengths of AT pairs. The redox potential of AT pairs
decreases with increasing base length from 1 to 3 and increases from 3
to 4, indicating that the hole size is 3 AT base pairs.
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We further assessed the hole state delocalization of the GC
and AT pairs in poly(G) and poly(A) DNA duplexes using the
computed redox potentials. Combined with Poisson−Boltz-
mann solvation energy calculations and molecular dynamics
ensemble averaging, we found that the hole state tends to
delocalize among 4 GC base pairs and 3 AT base pairs. The
hole size estimates for GC sequences are larger than the earlier
HF-based predictions and other predictions, that delocalize the
hole over 3 base pairs. The current analysis is consistent with
previous estimates that were obtained using base pair energy
fluctuations and nearest neighbor base pair electronic coupling
strength. For AT base pairs, the hole state delocalization is
smaller than the prior SCC-DFTB predictions.
Our assessment on the hole size in poly(A) DNA duplexes is

consistent with previous experimental findings that the
dependence of the charge transport mechanisms (tunneling
and hopping) on the DNA duplex length indicates a
delocalization length of up to 3 AT base pairs.76,77

Homogeneous DNA sequences have the capacity to create
structures with “delocalized islands” that will impact the charge
transport kinetics considerably by altering the reorganization
energy and the mutual electronic interactions between
delocalized islands. This delocalization effect on the charge
transport kinetics was examined theoretically in helical
aromatic residues,78 where theoretical studies show that
hopping among delocalized islands produces transport kinetics
that differs by orders of magnitude from the sequential nearest
neighbor hopping kinetics. Charge hopping among delocalized
islands in homogeneous DNA sequences is expected and
should be considered in the associated modeling.
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