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The slow propagating waves of strong depolarization of neural cells characterizing cortical spreading de-
pression, or depolarization, (SD) are known to break cerebral homeostasis and induce significant hemo-
dynamic and electro-metabolic alterations. Mathematical models of cortical spreading depression found
in the literature tend to focus on the changes occurring at the electrophysiological level rather than on
the ensuing metabolic changes. In this paper, we propose a novel mathematical model which is able to
simulate the coupled electrophysiology and metabolism dynamics of SD events, including the swelling of
neurons and astrocytes and the concomitant shrinkage of extracellular space. The simulations show that
the metabolic coupling leads to spontaneous repetitions of the SD events, which the electrophysiological
model alone is not capable to produce. The model predictions, which corroborate experimental findings
from the literature, show a strong disruption in metabolism accompanying each wave of spreading de-
pression in the form of a sharp decrease of glucose and oxygen concentrations, with a simultaneous
increase in lactate concentration which, in turn, delays the clearing of excess potassium in extracellular
space. Our model suggests that the depletion of glucose and oxygen concentration is more pronounced in
astrocyte than neuron, in line with the partitioning of the energetic cost of potassium clearing. The model
suggests that the repeated SD events are electro-metabolic oscillations that cannot be explained by the
electrophysiology alone. The model highlights the crucial role of astrocytes in cleaning the excess potas-
sium flooding extracellular space during a spreading depression event: further, if the ratio of glial/neuron
density increases, the frequency of cortical SD events decreases, and the peak potassium concentration in
extracellular space is lower than with equal volume fractions.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

(Charles and Baca, 2013), and the name stuck. In the following
decades, the spreading depolarization was extensively studied,

Cortical spreading depolarizations (SD) refer to phenomena
characterized by a slowly propagating wave of intense neuronal
and glial depolarization, accompanied by temporary suppression
of electrical activity and severe failure of ionic homeostasis (Ayata
and Lauritzen, 2015; Lourenco et al., 2017). The original descrip-
tion of slowly propagating depolarization waves in cerebral cortex,
followed by a suppression of brain activity dates back to the mid
1940s, when Ledo (1944) first recorded a spreading suppression of
electroencephalographic activity following an electric stimulation
on the surface of a rabbit brain. Although subsequently he noticed
that a massive wave of excitation was actually preceding the sus-
tained suppression of activity (Ledo, 1945), the event had already
been named “spreading depression” in the scientific community
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leading gradually to a much better understanding of the under-
lying mechanisms. A strong stimulus for the research arises from
the evidence that SD in humans is related to migraine, and in par-
ticular to the visual aura experienced by many migraine patients.
Despite the progress in studying SDs, some important questions
are still waiting for a definitive answer, including the mechanisms
initiating a spreading depolarization, its role in the aura preceding
migraine, and the full extent of the consequences of SD events on
either normal or injured brain. It is clear that the spreading depo-
larization involves not only the electrophysiology of the brain but
also the metabolism and hemodynamics, and therefore predictive
mathematical models suitable to describe the changes in brain’s
metabolic activity and cerebral blood flow at the onset, during,
and following SD events may shed light on the feedback and
feedforward mechanisms related to the phenomenon.
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Experimental results reported in the literature indicate that the
ways in which the brain reacts to SD events may vary quite widely
and depend on its state at the onset. Under normoxic conditions,
an SD event is a reversible process that does not cause neuronal
damage (Seidel et al., 2016; Nedergaard and Hansen, 1988; Lian
and Stringer, 2004; Takano and Nedergaard, 2009) and, in fact, its
potential protective role against future ischemic events has been
recently discussed in the experimental literature (Takano and Ned-
ergaard, 2009; Nedergaard and Hansen, 1993; Horiguchi et al.,
2005; Busija et al., 2008). In an acutely injured brain, however, SDs
can severely slow down the recovery process or even cause sec-
ondary brain damage (Ayata and Lauritzen, 2015; Lauritzen et al.,
2011; Balanga et al., 2017; Feuerstein et al, 2010; Rogers et al.,
2013). SD waves, known to occur spontaneously after severe head
trauma in ischemic or hypoxic brain tissue (Lauritzen et al., 2011),
can also be triggered in normoxic brain through various electri-
cal, mechanical or chemical stimuli (Somjen, 2001; Dalkara et al.,
2006): with a stimulus strong enough to focally increase extracel-
lular potassium concentration in excess of 10 to 12 mM, a slow
propagating wave may be initiated (Ayata and Lauritzen, 2015;
Takano and Nedergaard, 2009). As the wave travels across the cor-
tex, it is accompanied by a large increase in extracellular potas-
sium, intracellular sodium and intracellular chloride concentrations
(Ayata and Lauritzen, 2015; Takano and Nedergaard, 2009; Neder-
gaard and Hansen, 1993; Somjen, 2001), leading to accumulation
of water, cell swelling and pronounced shrinkage of the extracellu-
lar space (Ayata and Lauritzen, 2015; Takano et al., 2007). The local
pressure increase may be coupled to reduced cerebral blood flow.

In part, due to the inherently electrophysiological manifestation
of SD events, most of the attention has focused on the changes
in the electrical activity of the brain, although some investiga-
tors have also looked at how the cerebral hemodynamics and
metabolism are affected during and following the passing of SD
waves. As restoration of the ionic gradients has one of the largest
observed metabolic costs in brain (Ayata and Lauritzen, 2015; Sei-
del et al., 2016), SDs have been shown to cause substantial in-
crease in both aerobic and anaerobic metabolism (Ayata and Lau-
ritzen, 2015), with significant (50%) depletion of ATP concentra-
tion (Mies and Paschen, 1984; Selman et al, 2004). The typical
metabolic signature of an SD event is a considerable decrease in
extracellular glucose and a large increase in extracellular lactate
concentration (Ayata and Lauritzen, 2015; Balanca et al., 2017; Mies
and Paschen, 1984; Feuerstein et al., 2016). Higher rates of ox-
idative phosphorylation and an increased oxygen demand during
SD were reported in the literature (Fordsmann et al., 2013; Galeffi
et al., 2011). Likewise, substantial increases in cerebral metabolic
rates of oxygen and glucose were also detected (Ayata and Lau-
ritzen, 2015; Seidel et al., 2016; Balanca et al., 2017; Feuerstein
et al., 2016; Adachi et al., 1995).

Experimental investigations of multiple SD waves reported cu-
mulative changes in the concentration of metabolites (Feuerstein
et al,, 2016; Hashemi et al., 2009). Feuerstein et al. (2016) noticed
a stepwise decay of extracellular glucose and increase in extracel-
lular lactate concentrations with each passing SD wave. Similar be-
havior is observed for the concentration of oxygen, which is re-
ported to be decreasing stepwise in the case of recurrent SDs un-
der pathologic conditions (Bosche et al., 2010; Dreier et al., 2009).
In light of these observations, cortical SD is believed to cause pro-
gressive hypoxia, ischemia and acute metabolic damage in human
subjects with brain injury (Seidel et al., 2016; Carlson et al., 2012).

In healthy brain, cerebral hemodynamic response to increased
metabolic demand of an SD event is an extreme initial hyperemia,
with CBF rising 100-250% over baseline value 15 to 20 seconds
after the onset of the ictal DC shift (Ayata and Lauritzen, 2015;
Lourenco et al., 2017; Lauritzen et al., 2011; Balanca et al., 2017;
Mies and Paschen, 1984; Feuerstein et al., 2016) and persisting

approximately 1 to 3 min (Ayata and Lauritzen, 2015; Lauritzen
et al., 2011; Hadjikhani et al.,, 2001). Once the hyperemia ends,
the blood flow either stabilizes 20-30% below baseline value for at
least one hour (Ayata and Lauritzen, 2015; Takano and Nedergaard,
2009; Lauritzen et al., 2011; Hadjikhani et al., 2001) or returns to
its baseline value (Lourenco et al., 2017). Note that the cerebral
blood flow response varies substantially between different species
(Ayata and Lauritzen, 2015; Busija et al., 2008; Ayata et al., 2004).
While most studies on rats, cats, monkeys and humans capture the
behavior described above, measurements performed on mice fol-
low a totally different pattern: no initial hyperemia was detected,
instead the blood flow presented a fast decrease to about 40% of
the baseline CBF (Ayata et al., 2004). Other factors that must be
taken into account when studying the vascular response are the
type of anesthesia used in the experiment (Masamoto and Kanno,
2012; Kudo et al., 2008) and the way in which the SD was trig-
gered (Busija et al., 2008).

Because of the similarities between the spreading of depression
waves and migraine aura, already noticed by Ledo (1945), a causal
relation between the two has been hypothesized (Charles and
Baca, 2013), although there is only very faint electrophysiological
evidence for the claim (Lauritzen M and J, 1981), and a definitive
explanation of the relation between the two is still missing.

While experimental observations point to an important role
of metabolism in SD events and suggest that understanding how
metabolic processes change in connection with CSD may be a way
to get a handle on them, a mathematical model capable of simu-
lating the electrophysiological and metabolic changes of the brain
induced by SD waves is the tool needed for the task, in particu-
lar, to test the viability of different hypotheses about the mecha-
nism underneath SD event as well as the interplay between the
two regimes. In this paper we propose a new computational pre-
dictive model for the study of the SD, integrating electrophysiol-
ogy and metabolism in a human neurovascular unit comprising
neuron, astrocyte, extracellular space, and a arterial-venous blood
compartments. The model, following the original formulation in
Calvetti et al. (2018), includes a two-way feedback process linking
electrophysiology and metabolism. As a novel feature, the electro-
physiology module in this work is based on the extended model
of Hiibel et al. (2017) that is capable to deal with the large ionic
gradients characteristic to SD events, and to follow in detail the
electrolyte dynamics during the event. The blood flow is prescribed
as input variable, rather than determined by the electro-metabolic
state of the unit as in Capo Rangel et al. (2019), because it has
been observed experimentally that SD events affect the hemody-
namics of the brain in a yet unclear manner, and therefore pos-
tulating a feedback mechanism could be misleading. In light of
the observed swelling of astrocytes and concomitant shrinkage of
extracellular space during a SD event, the model has been modi-
fied so as to allow the relative volume fractions of the compart-
ments to change dynamically. The model is capable of reproducing
series of SD events, with the metabolic responses matching with
the experimental observations. One of the most important find-
ings is that without the metabolic coupling, the electrophysiology
model alone is not capable to reproduce spontaneous repeated CD
events, underlining the central role of metabolism in understand-
ing the phenomenon. Furthermore, the model supports the hy-
pothesis that when the volume fraction of astrocytes increases, the
frequency and intensity of CSD waves decreases, as illustrated in
one of the computed experiments, in agreement with the conclu-
sions in Seidel et al. (2016); Fujita et al. (2015), which were partly
motivated by the recent observation Fujita et al. (2015) that re-
gions in the brain characterized by larger number of glial cells, in
particular astrocytes, are more resistant to SD episodes.

Before describing the model in full detail, a few considerations
about how to reconcile the use of a spatially lumped model to
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Fig. 1. Schematic overview of the double feedback coupling mechanism between the electrophysiology and metabolism of a neuron-astrocyte complex during SD simulation.
The panel in the left upper corner shows the blood flow protocol during a SD event, characterized by a strong hyperemia, followed by a mild vasoconstriction to 70% of the
cerebral blood flow baseline value. The CBF is an input to the metabolic model, which consists of four compartments: neuron, astrocyte, extracellular space and blood. The
middle left panel displays the typical change of the membrane potential during a SD episode and the bottom left panel shows the rise in the concentration of extracellular
potassium. The energetic demand to support the restoration of ionic homeostasis is embedded in the metabolic model via the ATPase fluxes denoted by ¥, and Wi, ..
together with the change in morphology of the cells captured by the volume fractions 7nn, 74, and necs. Conditioned on the availability of the different metabolites, the
metabolic model produces a certain amount of energy expressed in terms of the phosphorylation states p, and p,, which are fed back into the electrophysiological model.

study SD events characterized by the spreading of depolarization
waves are in order. Our model is based on the assumption that a
reference volume of one gram tissue is the aggregate of spatially
homogenous compartments, each contributing according to its rel-
ative volume fraction. In the following, terms like neuron and as-
trocyte will be used to refer to the averaged contribution of the
neurons, or astrocytes, weighted according to their relative volume
fractions, not to individuals cells. For a more extensive discussion
on how to interpret compartments in a spatially lumped model as
well as for scaling of reaction fluxes and transports, we refer to
Capo Rangel et al. (2019). As pointed out in the cited article, inter-
facing different scales at which metabolic and electrophysiological
processes occur is a challenging problem, and in our model it was
solved by adjusting the latter so as to correspond to the activity of
a one gram tissue of gray matter. Another point that needs elucida-
tion in our model is how sustained high activation periods should
be understood: as explained in Capo Rangel et al. (2019), the fir-
ing at given frequency over a period is not intended as describ-
ing the state of single neurons, rather, the firing rate represents
the average rate over the aggregate of the neurons in the volume.
The current model does not include the spatial dynamics of the
SD events, and should therefore be viewed as a window on the
brain from which we observe local changes in electrophysiology
and metabolism as SD waves pass by. The extension to a spatially
distributed model is beyond the scope of this paper.

2. Materials and methods

We propose a double feedback model integrating electrical ac-
tivity and metabolism of a neuron-astrocyte complex specifically
tailored for following changes in brain in connection with cortical
spreading depolarization. The underlying model, that extends one

originally proposed in Calvetti et al. (2018), addresses the com-
putational challenges due to different orders of magnitude of the
time scales of electrophysiological and metabolic processes. For
this study, the original model was modified to allow the volume
fractions to change in time to account for the swelling of neu-
rons and astrocytes and the resulting shrinkage of the extracellu-
lar space. A sketch of the main mechanisms underlying the cou-
pling of the electrophysiology and metabolism in the case of SD is
shown in Fig. 1.

2.1. Metabolic model

The metabolism of a neuron-astrocyte complex is described
through a lumped four compartment model comprising two cel-
lular compartments: neuron (n) and astrocyte (a), extracellular
space (ecs), and blood compartment (b). Each compartment oc-
cupies a volume fraction n(t) = {nn(t), na(t), Necs(t), np(t)}, which
changes over time to account for morphologic alterations charac-
teristic to depolarization waves. The parameters and time scales of
this model, originally proposed in Calvetti and Somersalo (2011),
were previously calibrated for a volume of one gram of tissue of
gray matter (Calvetti et al., 2018; Calvetti and Somersalo, 2011).

The metabolic model follows the time courses of the metabo-
lites in the four compartments: glucose, lactate and oxygen con-
centrations are tracked in all four compartments, and those of ATP,
ADP, pyruvate, phosphocreatine, creatine, NAD* and NADH in the
two cellular compartments. We collect all concentrations in the
four compartments into the vector [M](t),

[M](t) = [[M](£): [M]ecs (€): [M]n (£): [M]a(t)].

Neuron and astrocyte compartments exchange metabolites
through the extracellular space, which in turn communicates with
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the blood compartment through the Blood Brain Barrier. Therefore,
the changes in glucose, lactate and oxygen concentrations depend
on the transport fluxes between ecs and neuron, ecs and astrocyte,
and between ecs and blood domain. Finally, glucose, lactate and
oxygen concentrations in blood compartment depend on the rates
at which the metabolites are exchanged between blood and ecs as
well as on the blood flow q(t).

In neuron and astrocyte, biochemical reactions produce or con-
sume ATP and their reaction fluxes are modeled according to
Michaelis-Menten type kinetics. A complete list of the biochemi-
cal reactions and the mathematical expressions of the correspond-
ing fluxes can be found in the literature (Calvetti et al., 2018; Cal-
vetti and Somersalo, 2011; Capo Rangel et al., 2019). The coupling
between metabolism and electrophysiological activity is based on
ATP production and consumption; for future reference, we denote
phosphorylation and redox states by

_ [ATPl.  [NADH]
‘" [ADP]." ° " [NAD].’

ATP dephosphorylation, which releases energy at rate E =30.5
kJ/mol, is used to satisfy the energetic requirements of the sodium-
potassium pump in neuron, potassium glial cleaning, and various
unspecified household tasks. ATP dephosphorylation reaction rates
in neuron and astrocyte, denoted by ¥2... . and ¥ g, ., are mod-
eled as

for c = {n, a}. (1)

wRTPase =Hp + SnnE[Ipump]v (2)
wKTPase =Hq,+ S%E[Iglia]v (3)

where H, and H, account for unspecified energetic cost in the two
cells. Here the ion mass current E[Ipump] represents the energetic
cost for the sodium-potassium pump, E[ly;,] the energetic cost of
glial potassium cleaning, both expressed in units of mM/s, 1, is the
volume fraction of the neuron, necs is the volume fraction of the
ecs, and s is a proportionality constant which allows us to compen-
sate for the different volumes assumed in our model. The differen-
tial equations describing the metabolic model can be summarized
as

A = F(M), M Ve Ve @ s ). (4
where the entries of the vector [M] are the concentrations of the
26 metabolites, and those of [M]ax the arterial concentrations of
glucose, lactate and oxygen (see Table 1), q is the blood flow, and
Nn, Necs and 7q are the volume fractions of neuron, ecs, and astro-
cyte compartments, respectively.

2.2. Electrophysiologic model

Our starting point for describing the brain electrical activity is
the model by Hiibel et al. (2017) which was specifically designed
to account for the massive changes in ionic concentrations dur-
ing the passing of depolarization waves. This model, unlike oth-
ers (Cressman et al., 2009; Barreto and Cressman, 2011; Hiibel and
Dahlem, 2014; Wei et al., 2014), adheres to the principle of elec-
troneutrality and mass conservation, and it includes glutamate dy-
namics accounting for the morphologic changes occurring during
cortical spreading depression.

The rate equations for describing the membrane potential and
gate dynamics are built on the Hodgkin-Huxley model as

av 1

'L'E = 7E(IN3+ + e + 1o +Ipump), (5)
r‘fj—vtv =@(aw(V)(1 =w) - Bw(V)W), we {h n}, (6)

where C is the capacitance of the neuronal membrane, V is the
membrane potential, n and h are the activation gates for sodium

Table 1
Parameters in the coupled electro-metabolic CSD model.

Electrophysiological model

Symbol Value Unit Symbol Value Unit
o+ 100 mS/cm? O amPA 1.1 mM msec
g+ 40 mS/cm? Bamra 0.19 1/msec
ga- 0.05 mS/cm? O'NMDA 0.072 mM msec
ENa* leak 0.0135 mS/cm? Bnmpa 0.0066 1/msec
8K+ Jeak 0.05 mS/cm? ZAMPA 0.486 mS/cm?
Cm 1 1/msec ENMDA 0.139 mS/cm?
%) 3 1/msec v 0.03 mM/sec
F 97,485 C/mol [Mg?*] 12 mM

Am 18,000 um? Nsyn 5000 -

Hpump 0.1 - s 82,500 -

Hglia 0.1 - Protocol A

0 6.46 pA/cm? ®? 7500 um3

A le-4 1/msec ) 7500 pm3
Arel 5e-3 mM/msec @l 2500 um?3
Gglia 1.6e-2 mM/msec

Kbath 12 mM Protocol B

AKé"li:" 350 fmol a)? 5000 pm3

X; 5 mM ) 10,000 pm3
Xecs 19 mM @l 2500 um3

A; 146 mM

Aecs 18 mM

N? 315 fmol

Metabolic model Blood flow

Symbol Value Unit Symbol Value Unit
[Glc]are 5 mM t; 126 sec
[Lac]art 1.1 mM tq 20 sec
[02]art 9.14 mM tr 30 sec

Np 0.04 - tro 40 sec

H, 430 mM/min o 0.1 sec

H, 3.58 mM/min qo 0.4 mL/min

and potassium, oy and B, are voltage saturation functions, t =
103 is a conversion factor, and ¢ is a time constant. The voltage
dependent ionic currents of sodium (Iy,+), potassium (Ix+), and
chloride (I-), are expressed in terms of the sodium, potassium
and chloride conductances (gy,+. gk+ and g.-, respectively) and
the corresponding leak conductances (gy,+ jear: &K+ leak) listed in
Table 1, as

INa* = 8na* m3h(V — VNa*) + 8Na* leak (V — VNa+) + IS;\QDA =+ IQQQPA =+ Iﬁ;* s
I+ = gk+ n* (V' = Vi) + 8ir ek (V = Vi) + I['Z‘leA + IQyPA

Io- = 8- (V = Vo) + I,

+ 12,

Here, m is the gate for sodium inactivation modeled, as in
Cressman et al. (2009) and Barreto and Cressman (2011), through
the adiabatic approximation,
m=_—2m_

Om + ,Bm
The discussion of currents corresponding to the NMDA receptors
(II’;‘;"JPA and IRMPA) and AMPA receptors (Iﬁg"f‘“ and IRMPA) is post-
poned to when glutamate dynamics is addressed. The reversal po-
tentials for sodium, potassium and chloride are given by the Nernst
equation,

_ 26.64ln<xecs

V,
X Z

), where x = {Nat, K+, CI™} (7)

1

where zy is the valence of each ion x.

While earlier models (Cressman et al., 2009; Barreto and Cress-
man, 2011) only followed the concentrations of sodium and potas-
sium, Hiibel et al. (2017) track also the concentration of chlo-
ride, accounting separately for these ions in intracellular space (i),
extracellular space (ecs) and glia (g) compartments, whose vol-
ume fractions are w;, wecs and wyg, respectively. The differential
equations governing the dynamics of intracellular potassium and
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chloride in neuron are

d[K*];

TZ [dt ] = _V(Il(+ - 21pump)v (8)
d[cl;

Tsz =yl 9)

where y = Ap/(10F) is the conversion parameter of the current
expressed in pA/cm? to units of fmol/s, proportional to the ratio
between membrane surface area (A;;) and Faraday constant (F).

The ionic current induced by the sodium potassium pump is
given by

I _ ppump « ( 1
PUP T\ 1 + exp((15 — [Nat])/3) 1+ exp(5.5 — [K*]ecs)

). (10)

where ppump is the strength of the pump.

To guarantee electroneutrality of the model,
Hiibel et al. (2017) include a condition for conservation
of intracellular charge, that is, [Na®];+[K*];+[ClI7];=
[Na*]? + [K]? + [CI]?, where the superscript (0) refers to
the initial concentrations. We solve the balance equation for the
intracellular sodium concentration,

[Na*]; = [Nat]? + [K*]? 4 [CI7]?, —[K*]; — [CI7].. (11)

According to the mass conservation principle obeyed by the model,
the sum of ions in intracellular and extracellular space is constant,
hence the extracellular concentrations of sodium, potassium and
chloride can be computed according to the formulas

[Na*Jecs = [Na* 265 + [Na+]? —[Na™]; - ANagji,, (12)
[K*ees = [K™ 1% + [KT]? — [K*]; — AKgjia — AKpah. (13)
[C1 Jes = [CI7 IR + [CI7 1P — [CI7]; — AClg;,. (14)

where AKgji, and AKp,y, indicate the ionic exchange with glia cell
and external potassium bath, respectively, and the fluxes of chlo-
ride and sodium in glia are not explicitly modeled, but are approx-
imated Hiibel et al. (2017) as

ANaglia = —O.ZAKg]ia, AClglia = 0~8AKglia~

Recent papers (Hiibel et al., 2017; Hiibel and Dahlem, 2014; Hii-
bel and Ullah, 2016; Hiibel et al., 2016) have stressed the crucial
role of astrocyte in clearing excess potassium that floods extra-
cellular space during an SD event. While in previous models the
potassium clearing was attributed only to the coupling with an
extracellular bath of potassium (Hiibel and Ullah, 2016) or glial
potassium buffering (Hiibel et al., 2016), the current model in-
cludes all the above mechanisms.

The expression for the rate of ionic exchange with the glia is
given by

dAKy;,

72 dr lia Wecs, (15)

where the glial uptake is modeled as

Gglia ARG — AKgia

1 + exp (5.5—2[.lé+]ecs) AKgnhiX s

A being the constant release rate, AKglh:" maximum potassium
uptake rate and Gg;, the strength of glial uptake.

Similarly, the diffusive coupling to the bath is governed by the
equation

dAK;
TZ% = lgift Wecs, (17)

_)\rel + (16)

1 glia =

where the diffusion current is
Idiff = A([K]ecs - Kbath)y

A is a diffusion coefficient, and K, is the bath potassium concen-
tration, which in our computed experiments is interpreted broadly
as an extended source of potassium, accounting for the SD activ-
ity in the surrounding tissue, and set to 12 mM. In the current
model, the elevated ambient potassium concentration is the trig-
ger of the SD event. Elevated potassium level is commonly used
both in experimental and computational literature to trigger the
SD, see, e.g., Spong and Robertson (2016), Cozzolino et al. (2018),
Wei et al. (2014), Hiibel et al. (2017) and Florence et al. (2009).

The large swelling typical of neurons and astrocytes during cor-
tical spreading depression, believed to be osmosis driven, causes a
change in cellular volumes. To maintain the balance between the
soma, glia and extracellular space, following Hiibel et al. (2017),
osmotic equilibrium is modeled as

Ni _ Nees _ Ng _ Neot
Wg Wrot’

= 18
(O} Wecs (18)
where Nj, Necs and Ng are the total number of intracellular, ex-
tracellular and glial ions, anions (Ajjes) and neutral matter (Xjjecs)»
given by

N; = [Na®]; + [K"]; + [CI"]; + A + X; (19)
Necs = [Na+]ecs + [K*ecs + [Cl7 Jecs + Aecs + Xecs (20)
Ng = N + ANagji, + AKgjia + AClg,. (21)

and Ng is chosen so as to balance the glial cell and extracellular
space (Hiibel et al., 2017). The volume changes in the three com-
partments is computed from the osmotic equilibrium expressed by
the equation

Wrot
Niot

where Niot = Nj + Necs + Ng and wior = @; + Wecs + wg.

In the model by Hiibel et al. (2017) a large immediate increase
in glutamate level at the onset of a spreading depolarization is in-
cluded, which was not part of earlier models of brain electrical ac-
tivity (Cressman et al., 2009; Barreto and Cressman, 2011; Hiibel
and Dahlem, 2014; Hiibel and Ullah, 2016; Hiibel et al., 2016; Ul-
lah et al., 2015). Glutamate, the main excitatory neurotransmitter
in brain, when present in large amounts, binds to AMPA and NMDA
receptors, which, once activated, trigger the release of more gluta-
mate and potassium whose diffusion to nearby cells contributes to
the propagation of the depolarization wave. The gating functions of
NMDA and AMPA, denoted by rympas Tampa, are modeled according
to Hodgkin-Huxley formalism,

wj = N; with j={i, ecs, g}, (22)

dr

glrm = [Gl]catampa (1 — Tampa) — Bamealampa. (23)
dr

I:jl\;lDA = [Gl]canmpa (1 — 'nvpa) — BNMDATNMDA- (24)

where [Gl], denotes the concentration of glutamate in the cleft, to
emphasize the fact that the opening of the channels occurs when
this neurotransmitter is present in large amounts, and & anpaNmDA>
Bampa/Nnmpa are gating constants for the AMPA and NMDA recep-
tors. The AMPA currents are modeled as

IﬁaMJ;'LI\U = gampaTampa (V — Vg i+ ). (25)
gampa denoting the conductance of the AMPA channels, while the
NMDA currents are given by

V — Vnat e

INMDA
1+ 0.33[Mg?] exp(—0.07V — 0.7)

Na*/Nat — SNMDATNMDA

(26)

where gyvpa is the conductance of NMDA channels and [Mg?*] de-
notes the magnesium concentration, assumed constant. Since each
molecule of glutamate is co-transported with three ions of sodium
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and one ion of chloride in exchange for the release of one potas-
sium ion, we express the co-transport currents of sodium, potas-
sium and chloride as

3 [Gl] [G]

co _ 2 max c max _ [~lecs

INa* = ” <UC41 [Gl]c K, Cl)enNsyn + Vecsi [GI]ecs K, Wecs |, (27)
1 [Gl] [Gl]

co _ _ - ymax__ M max _ [Mlecs

K+ = <vc»1 [Gl], + Kn @enNsyn + Vegg, [Gl]ece + Km Wees |, (28)
1 [G]] [GI]

co _ _ - max c max _ L-lecs

ICI’ = y <Uc~>l [Gl]c +Km wenNSyl'l + Uecs»l [Gl]ecs + Km Wecs |- (29)

Above, v"X is the maximum uptake velocity from the cleft to the

neuron, assumed constant, Ky, is the affinity constant of the uptake
system, Nsyn is the number of synapses activated during the SD
event, and we, is the volume inside the glial envelope. The corre-
sponding values are listed in Table 1. A complete description of the
model for mechanisms controlling glutamate release can be found
in the literature (Hiibel et al., 2017).

To account for the metabolic response to an SD event, we ex-
press the current contribution from the sodium potassium pump
and glial uptake as

L = Pn 1%
PUP T p + tpump \ 1+ exp((15 — [Na*];)/3)

x (1 + exp(S; - [Kﬂecs))’

-1
o Da _ 5.5 = [K* Jecs
Lgjia = m —Arel + Gglia (1 + exp (25

AR — AKgliai|

AKénligX

where ppump and i, are affinity constants, p, and pq are the
phosphorylation states for neuron and astrocyte defined in (1). As
proposed by Calvetti et al. (2018), the phosphorylation dependent
terms constitute the metabolic feedback into the electrophysiology
model.

In summary, the electrophysiology model is governed by a sys-
tem of 17 differential equations: collecting the components in a
vector u, we can write the system formally as

du
ar = f(u, Pn, Pa, @i, Wecs, Wg), (30)

to emphasize the dependency of u on the phosphorylation rates
Pn, Pa and the volumes w;, wecs and wg of the neuron, extracellu-
lar space and glia. To interface with the metabolic model, we in-
troduce dimensionless volume fractions,

Wn Wg Wecs

= , = , 31
& Wrot Tecs Wrot (31)

Nnh = s
Wrot

where wiot = wn + wg + wecs is the total volume. For consistency
with the scale units used in the metabolic model, the sodium-
potassium current and the glial uptake current must be expressed
in units of mM/sec,

1
Ellpump] = 2 Ioump. Ellgial = g (32)
1

Coupling (4) and (30), we arrive at a double feedback model gov-
erned by a system of 43 differential equations. The input to the
electro-metabolic SD model consists of arterial concentrations of
glucose, lactate and oxygen ([Mlart) and cerebral blood flow q(t).
The main principles behind the feedback mechanism are that:

o The metabolic model determines the phosphorylation states in
neuron and astrocyte, which constitute the input for the elec-
trophysiology model;

o The electrophysiology model dictates the energetic demand
in neuron and astrocyte, which, together with the volume
changes, are inputs of the metabolic model.

While a model with a double feedback mechanism linking elec-
trophysiology and metabolism in brain was already proposed in
Calvetti et al. (2018) to elucidate how brain electric activity de-
pends on and affects metabolism under normal circumstances, the
main novelty of the present model is the incorporation of the ex-
tended model by Hiibel et al. (2017) with proper metabolic cou-
pling to address the extreme conditions accompanying cortical SD
waves, comprising large electrolyte gradients and changes in the
relative volume fractions of the cell compartments and extracel-
lular space, as well as the effect of glutamate to the electrolyte
fluxes.

3. Simulation protocols

All computed experiments with the coupled electro-metabolic
SD model were performed using the Matlab software. The time
interval for each protocol was set to 30 min, and we set kpy, =
12 mM, large enough to trigger various depolarization waves, rep-
resenting the anomalous ambient conditions during the SD event.
Two separate protocols were considered: in the first one, referred
to as Protocol A, the volume fractions of neuron and astrocyte
are equal, while in the second one, referred to as Protocol B, the
volume fraction of the astrocyte is twice that of the neuron. The
volumes corresponding to Protocol A and Protocol B are given in
Table 1. Protocol B, motivated by the recent literature, highlights
the important role of the glial cells, especially their buffering of ex-
tracellular potassium, uptake of neurotransmitters released by the
excitatory synapses, and mediating the vascular response (Seidel
et al., 2016; Filosa et al., 2016; Cozzolino et al., 2018; Attwell et al.,
2010). Consequently, we expect that brain regions characterized by
an increased number of glial cells, may be either refractory to SD,
or reduce its propagation velocity (Seidel et al., 2016; Fujita et al.,
2015; Karunasinghe and Lipski, 2013). The blood flow profile for
both protocols has been designed to mimic the cerebral blood flow
response to SD reported in experimental literature. Under normal
physiologic conditions, the neuronal silencing characteristic to cor-
tical SD is often accompanied by an initial very large increase in
the cerebral blood flow, reported to be in the range from 100%
(Selman et al., 2004; Feuerstein et al., 2016) to 130%, (Lourenco
et al., 2017; Lauritzen et al., 2011; Balanca et al., 2017), and even
up to 200% (Piilgaard and Lauritzen, 2009) above the baseline. The
hyperemia, which occurs with a delay of 15 to 20 seconds in re-
sponse to the extremely high energy demand at the onset of the
episode (Ayata and Lauritzen, 2015), can be sustained only for a
short period of 1 to 2 min (Ayata and Lauritzen, 2015; Lauritzen
et al., 2011) and is followed by one to two hours of constant blood
flow at baseline or 20-30% below it (Takano and Nedergaard, 2009;
Lauritzen et al., 2011; Hadjikhani et al.,, 2001). Another proposed
hemodynamic response to the SD comprises a brief vasoconstric-
tion preceding the depolarization waves (Lauritzen et al., 2011), al-
though the experimental literature (Seidel et al., 2016; Ayata et al.,
2004) reports this decrease to be species dependent and usually
either very small or even absent.

In our experiments the blood flow is modeled as a piecewise
continuous function q(t) of the form

qo, fort <t
q0<1+1.3‘;—“), for t <t <t +8,
n
q(t) = § 2.3q,, for ty +ty, <t <t +tr, +t
qo(a-e @t~y 4 b). for fy +t, +ty <t <ty +1b, +t +1,
0.7qo, fort>t;+t, +tp+t,

with t; =t; +ty, where ¢; is the initial time of the first SD event,
ty = 20 seconds is the delay with respect to the onset of the SD
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Fig. 2. Electrophysiological activity during cortical spreading depression. The membrane potential (i), the ionic concentrations of intracellular and extracellular sodium,
potassium and chloride (ii, iii) and the variation over time in the volume fractions (iv) during SD for the two protocols: the left column A. shows the case for which the

volume of the neuron equals the one of the astrocyte (Protocol A), while the middle

column B. captures the case in which the astrocytic volume is two times larger than

the neuronal one (Protocol B). Right column C shows the results for the SD electrophysiological activity when the metabolic response is not included in the model.

and qo denotes the baseline value of cerebral blood flow. The
ramping times during which the blood flow increases and de-
creases are denoted by tr, and t, respectively, while t;, is the
duration of the hyperemia; the values a = 1.6298 and b = 0.6701
were chosen so that the function q(t) is continuous. Therefore, our
blood flow protocol starts from baseline value q = qq, rises by 130%
for a short period of t, =90 seconds and then is followed by a
slow decrease to 70% of its initial value. A complete list of the pa-
rameter values used in the computed examples can be found in
Table 1.

4. Results and discussion

In the present article, the SD event is triggered by an increased
ambient potassium concentration encoded in the diffusion flux
through the concentration Ky, This approach reproduces an ex-
perimental setting where the brain slices are perfused with a high
potassium to provoke CSD and has been employed in multiple ex-
perimental and computational tests (Spong and Robertson, 2016;

Cozzolino et al., 2018; Wei et al., 2014; Hiibel et al., 2017; Florence
et al., 2009). Alternative triggering mechanisms that were not con-
sidered here include oxygen-glucose deprivation, while keeping the
potassium bath concentration at resting state value [38]. The time
courses of membrane potential, ionic concentrations and volume
fraction of the cells predicted by our model during the two differ-
ent protocols are displayed in Fig. 2. The panels in the left refer
to Protocol A, on the middle to Protocol B and on the right to the
case in which the metabolic response was not taken into account
and nq = 2np.

In Protocol A, the model prediction shows 6 SD events during
the 30 min simulation, as shown in panel A (i). The duration of the
first event, which is accompanied by a hyperemic response, is of 85
seconds, while the duration of the subsequent SD waves, character-
ized by a mild hypoperfusion, increases to approximately 110 s.

At the onset of each cortical spreading depolarization, there is a
short high frequency burst, with firing frequency reaching 250 Hz.
This seizure-like episode lasts for approximately 0.1 s, followed
by depolarization block. In order to better visualize this behavior,
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Fig. 3. Magnification of the time course of the membrane potential at the onset of
the cortical spreading depolarization event.

Fig. 3 shows a magnification at time t = 2 min of the membrane
potential.

To understand better the role of the metabolism, consider first
the purely electrophysiological simulation of column C in Fig. 2.
The presence of glutamate in the cleft results in the opening of the
ion channels, leading to the initial increase in intraneural sodium.
The neuron firing starts as a normal firing, but quickly the depo-
larization block due to the elevated extracellular potassium con-
centration fed by the diffusion term ensues. As the astrocytes are
not capable of clearing the potassium to normal levels, the mem-
brane voltage potential prevents the repolarization and normal fir-
ing. After the firing episode, intracellular sodium and extracellular
potassium stabilize at abnormally high levels, corresponding to the
depolarization, or depressed state of the neuron.

Consider now the results shown in columns A and B of Fig. 2,
where the metabolic coupling has been introduced. The descrip-
tion is basically the same as without metabolism. However, as the
bursting event consumes ATP both in neuron and astrocyte, the
phosphorylation states p, and p, fall significantly below normal
levels, meaning that both the pump current Ipump and cleaning cur-
rent Iy;, are lower than in the purely electrophysiological simula-
tion. While the plateauing values of the electrolytes are similar in
both cases, in the case with the metabolic coupling the equilibrium
is reached with lower flux values. When the ATP supply in the cells
returns to normal values, there is a sudden increase in the phos-
phorhylation states p, and ps and consequently in both Ipymp and
Lgjia, accompanied by a swift decrease in intracellular sodium and
extracellular potassium. The system is driven close to normal lev-
els, and the process restarts again.

In the literature, the astrocytes have been suggested to have a
neuroprotective role in SD events. Seidel et al. (2016); Lian and
Stringer (2004) and Tamura et al. (2012). While the effect on neu-
rons in our simulation is not clear, it is of interest to point out that
as shown in panel B (i) of Fig. 2, the total number of SD waves
recorded during the 30 min simulation period decreases from six
to three, with a clear increase in duration, 370 s for the first SD
episode, and 330 for the following ones.

In both protocols there are large variations in the ionic concen-
trations of sodium, potassium and chloride, as shown in the second
and third row of Fig. 2. Our model predictions capture the typical
electrophysiological signature of the depolarization epochs (Ayata
and Lauritzen, 2015; Nedergaard and Hansen, 1993; Somjen, 2001),
comprising a significant increase in the concentration of extracellu-
lar potassium and intracellular sodium (see Fig. 2, A (ii) and B (ii))
accompanied by a decrease in the concentration of intracellular

potassium and extracellular sodium (see Fig. 2, A (iii) and B (iii)).
Intracellular chloride concentration exhibits a small increase, while
the extracellular chloride concentration shows a more significant
decay. The large differences between the two protocols are in the
potassium concentration. In agreement with the literature (Ayata
and Lauritzen, 2015; Nedergaard and Hansen, 1993; Somjen, 2001)
and in support of the potassium clearing role of astrocytes, in the
case of a larger astrocytic volume (Protocol B), the concentration
of extracellular potassium reaches 80 mM during the depression
episode, while under Protocol A, it tops at 93 mM. Similarly, the
intracellular sodium concentration increases to 80 mM during
Protocol B, while reaching only 60 mM in Protocol A.

The bottom panels of Fig. 2 show that our model can follow the
extreme morphologic changes which take place during the passing
of the depolarization waves, in agreement with recent experimen-
tal literature reporting a significant 50-78% shrinkage of the extra-
cellular space and swelling of the cellular compartments (Takano
and Nedergaard, 2009; Cozzolino et al., 2018; Mazel et al., 2002;
1998). Our model predicts a 77% decrease in the volume fraction
of the extracellular space, a 14% increase in the volume fraction
of the astrocyte and a 16% increase in the neuron, well within the
range suggested by the literature (Mazel et al., 2002; 1998; Kager
et al., 2000).

4.1. Importance of the electro-metabolic coupling in SD studies

The double feedback mechanism coupling electrophysiology
and metabolism is essential to fully understand the complexity of
the spreading depolarization phenomenon, and how the concerted
metabolic action of neurons and astrocytes regulates the brain
electrical activity. To underline the importance of metabolism in
spreading depression, we ran Protocol B uncoupling metabolism
from electrophysiology. The results, shown in Fig. 2 column C,
are rather different from the experimental observation. In fact,
under the same conditions we now have a single SD event, thus
without accounting for the metabolic contribution the model
is unable to reproduce spontaneously consecutive events. This
further confirms that the SD waves are indeed the outcome of
the complex interplay between electrophysiology, metabolism and
hemodynamics, and cannot be completely understood without this
coupling.

The details of the metabolic response to the SD conditions
under Protocol A (rows Al and A2) and Protocol B (rows B1 and
B2) are shown in Fig. 4. Glucose concentrations under Protocol
A (panel A1 (i)) exhibit a steep decay in all the compartments, a
behavior which has been observed and analyzed in several recent
experimental reports (Ayata and Lauritzen, 2015; Feuerstein et al.,
2010; Hashemi et al., 2009; Hoffmann et al., 2013). During the first
depolarization event, glucose concentrations in neuron and extra-
cellular space decrease by 58%, after which they recover reaching
up to 81% of the resting state value by the time the next SD event
starts. During the second SD event, which is no longer accom-
panied by large hyperemia, but instead occurs while the blood
flow is 30% below baseline, there is an even larger decrease in
glucose concentrations, by up to 68% of the initial values. In each
subsequent SD event, glucose concentrations continue to decrease
slightly, falling by 69% below baseline values in the sixth SD wave.
The decrease of glucose concentration in astrocyte is much more
significant: during the first episode, our model predicts a decay
of 85% of baseline, with additional decay during the following
SDs, reaching a maximum decrease of 89% of baseline during the
sixth SD episode. Glucose concentrations follow a similar pattern
under Protocol B (see Fig. 4, B1 (i)) decreasing by 50% in neuron
and extracellular space during the first SD events and continuing
to decrease all the way to 70% below baseline at the end of the
last event. As in Protocol A, the decay in astrocyte is even more
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Fig. 4. Metabolic response to cortical spreading depression under Protocol A (rows A1 and A2) and Protocol B (rows B1 and B2). Concentration of glucose, lactate and oxygen
in neuron (red), astrocyte (blue) and extracellular space (black). Concentration of pyruvate in neuron (red) and astrocyte (blue), phosphorylation state (A2 (ii) and B2 (ii))
in neuron (red) and astrocyte (blue) and redox states (A2 (iii) and B2 (iii)) in neuron (red) and astrocyte (blue). (For interpretation of the references to colour in this figure

legend, the reader is referred to the web version of this article.)

pronounced, up to 60% during the passing of the first wave, and to
90% below baseline during the last event.

Lactate concentrations in neuron, astrocyte and extracellular
space exhibit an increase of 65% above baseline during the first
cortical spreading depression wave and an even greater increase
of approximately 70% in the subsequent waves. These predictions
are in agreement with recent experimental literature, reporting the
extracellular lactate increase between 63% (Feuerstein et al., 2016)
and 80% (Mies and Paschen, 1984; Selman et al., 2004).

The third panel A1 (iii) in the first row shows that in extracel-
lular space, oxygen decreases by 50% during the first wave, after
which it rapidly tops to 44% above its initial value. The second SD
episode is accompanied by a stronger decrease in oxygen concen-
tration, 54% below baseline, followed by slightly further decreases
in each successive episode. In astrocyte, the decrease in oxygen
concentration is much more significant: 69% of baseline during the
first event, and 80% in the second one. The largest depletion of
oxygen, however, is observed in neuron, where it drops by 90%
of its resting state value in the first episode and slowly continues
to decrease with each subsequent one, up to maximum decay of

93% in the case of the last wave, in line with the literature (Ayata
and Lauritzen, 2015; Takano and Nedergaard, 2009; Takano et al.,
2007).

The panels in the second and forth row of Fig. 4 (A2 (i) and B2
(i), show the depletion of pyruvate during each wave. In Protocol
A, pyruvate concentration shows a pronounced overshoot once the
first depolarization event ends, 65% above baseline in neuron and
57% above baseline value in astrocyte, unlike in Protocol B, where
instead of an overshoot, we see the concentration of pyruvate re-
covering to approximately 70% of its initial value. The significant
energetic demand induced by the SD can be observed in Fig. 4,
panels A2 (ii) and B2 (ii), where we see a 99% drop in phospho-
rylation state in the neuron and a 75% drop in astrocyte, with an
even more dramatic reduction during the second SD wave where
the decreases reach 99.5% in neuron and 97.5% in astrocyte, respec-
tively. A similar pattern in phosphorylation state can be observed
in Protocol B.

The increased metabolic cost of the passing SD events can be
observed also in redox states in Fig. 4 (A2 (iii) and B2 (iii)), exhibit-
ing a 4-fold increase in astrocyte and 10-fold increase in neuron.



10 G. Capo-Rangel, L. Gerardo-Giorda and E. Somersalo et al./Journal of Theoretical Biology 486 (2020) 110093

[Glc] [Lac] [O0,]

48 b 2 b 9 2'total,b

4.6 8
= = =
Al . £ 4.4 c 15 c 7
4.2 6
4 1 B
0 10 20 30 0 10 20 30 0 10 20 30
time, min time, min time, min
5 blood->ECS 15 ECS -> Neuron 1 ECS -> Astrocyte

= = 0.5
£ g 0
A.5 o~ 5
EO0 —[02] €
—\f‘\/w_[LaC]_ 05
—[Glc]
-1 -1
0 10 20 30 0
time, min
[Gic]
48 b 2
4.6
B1. 44 Z15
4.2
4 1
0 10 20 30 0
time, min
5 blood->ECS 15

1
0 10 20 30 0
time, min

s
IS
s 0
—[02] » € \ —[02]
—[Lad] | -0.5] —[Lac]
|—I[Gle]| ‘ —[Glc]
N | N
10 20 30 0 10 20 30
time, min time, min
I:Lac]b 9 I:02]total,b
8
=
= 7
6
5
10 20 30 0 10 20 30
time, min time, min
ECS -> Neuron 1 ECS -> Astrocyte
= O.Si
E 01 e,
E
€ \ } —[02]
0.5/ —|Lac]
‘ \—I[Glc]
qt .
10 20 30 0 10 20 30
time, min time, min

Fig. 5. Metabolic response in the blood compartment during the passing of multiple cortical spreading depression waves. The first two rows (A1 and A2) correspond to
Protocol A, for which n, = n,, while the following two rows (B1 and B2) show the results obtained under Protocol B, where the glial volume is twice the neuronal volume.
Rows Al and B1 show the concentrations of glucose, lactate and oxygen in the blood compartments, while rows A2 and B2 display the transport fluxes of these three
metabolites between blood and extracellular space, extracellular space and neuron, and extracellular space and astrocyte, respectively.

Due to the initial hyperemia, the first rise in the redox state is
slightly lower compared to the redox state during the following
SD waves.

Fig. 5 shows the time course of the concentrations of glucose,
lactate and oxygen in blood and the transport fluxes of these three
metabolites between different compartments. Under both protocols
we observe that the large hyperemia produces, as expected, an ini-
tial increase in glucose and oxygen concentration: 4.5% and 19%,
respectively, over resting state values. Once hyperemia subsides
and vasoconstriction begins, the passing cortical spreading depres-
sion waves cause a decay of approximately 5% in glucose and 16%
in oxygen concentration compared to initial values. During the first
SD wave, the hyperemia induced oxygen surplus limits the increase
in lactate to 23%, while in the following waves, as the availability
of oxygen is reduced, lactate production increases to 53% of base-
line. The transport fluxes in rows A2 and B2 show an increase of
up to 25% above baseline in the transport of oxygen between blood
and ecs during the first wave, and of approximately 14% during the
following ones. Similarly, the glucose flux between blood and ecs
shows an increase of 43% above baseline, while lactate exhibits an

8-fold decrease during the passing of the first wave, followed by a
4-fold decrease for the following SD waves. Similarly, the transport
rate of oxygen from ecs to neuron increases 40% above the rest-
ing state value in the first event and 29% during the next ones, in
agreement with the literature (Ayata and Lauritzen, 2015; Fords-
mann et al., 2013) while the transport rate of glucose exhibits a 4-
fold increase. The flux of lactate between ecs and neuron decreases
3-fold and exhibits a shift in direction, indicating that during SD
events lactate is shuttled from neuron to extracellular space, un-
like in resting state, when lactate is transported from ecs into neu-
ron. The lactate flux between ecs and astrocyte, however, starts at
a negative value as lactate leaves astrocyte, changes direction for a
brief period at the onset of each SD event, showing a brief 6-fold
increase above baseline, after which it changes direction again, re-
maining negative throughout the passing of the consecutive waves,
indicating that astrocyte continues to efflux lactate.

Fig. 6 displays the time course of the reaction fluxes predicted
by the model. The first plot in the first row shows that the flux
of glycolysis under Protocol A in neuron has a large increase dur-
ing the first event, about 7.5-fold of baseline value, subsequently
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Fig. 6. Reaction fluxes for the electro-metabolic CSD model. The panels in rows A1, A2 and A3 show the reaction fluxes corresponding to Protocol A, while those in rows B1,
B2 and B3 display the fluxes under Protocol B. Rows A1 and B1 Left to right: glycolysis flux (i), tricarboxylic acid cycle flux (ii) and oxidative phosphorylation (iii). Rows A2.
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A3 and B3. Left to right: lactate dehydrogenase balance flux for astrocyte (i), creatine phosphorylation flux for astrocyte (ii) and oxygen glucose index (iii).
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decreasing to 6.7-fold for the second event and continuing to de-
crease to a 6-fold decrease during the last wave. In astrocyte, an
86% increase above baseline value at the onset of the first SD event
is observed, followed by a 75% decrease below baseline. At the be-
ginning of the second wave, glycolysis rate in astrocyte has recov-
ered to 85% of its initial value, prior to the next less significant
increase of 52% over baseline, followed again by a decrease. Panel
A1l (ii) shows the TCA fluxes which exhibit a large overshoot at
the beginning of each SD event: up to 240% of baseline value in
neuron and 25% in astrocyte. Similarly, the oxidative phosphoryla-
tion flux in neuron rises by 53% for the first few seconds of the
first SD wave, after which it stabilizes around 39% above its rest-
ing state value, and is then followed by smaller increases during
subsequent next waves. In astrocyte, on the other hand, the ox-
idative phosphorylation flux decreases to 83% of its baseline value.
In neuron, the lactate dehydrogenase flux changes direction during
the SD wave, when lactate is transformed into pyruvate at a very
large rate, while in the astrocyte the direction change occurs for
a brief period only at the end of each passing wave. The creatine
phosphorylation fluxes in neuron and astrocyte increase during the
SD event, followed by a large decrease and a shift in direction at
the end of each passing wave for a very brief period when phos-
phocreatine is transformed into creatine. The oxygen glucose index
displayed in panels A3 (iii) and B3 (iii), defined as the ratio of the
oxygen and glucose fluxes from blood to extracellular space, starts
at a resting value of 5.15, and exhibits a very brief initial increase
at the onset of the depolarization wave, followed by a strong de-
crease to approximately 4.

4.2. Effect of increasing the volume of the glial compartment

Glial cells have been actively studied in recent years, as in-
creasing evidence points towards their essential role in the brain
(Attwell et al., 2010). In particular, in the context of cortical spread-
ing depression, astrocytes are in charge of clearing the extracellular
potassium and glutamate, (Seidel et al., 2016; Fujita et al., 2015;
Tamura et al., 2012) regulating the cerebral blood flow (Seidel
et al., 2016; Filosa et al., 2016; Attwell et al., 2010) and the extra-
cellular space ionic composition, size and geometry (Rovegno and
Saez, 2017; Sykova and Chvatal, 2000). Various literature contribu-
tions suggest that regions of brain with a higher number of glial
cells, in particular astrocytes, are less susceptible to SD (Ayata and
Lauritzen, 2015; Seidel et al., 2016; Karunasinghe and Lipski, 2013;
Kager et al., 2000; Pomper et al., 2006; Funke et al., 2009). In ad-
dition, Fujita et al. (2015) demonstrated a direct correlation be-
tween the density of astrocytes and the propagation speed of the
SD waves, which slow down in regions with a large number of as-
trocytes. The predictions of the model under Protocol B are in full
agreement with the results in the literature. In Fig. 2 we observe
a lower increase in the potassium extracellular concentration for
Protocol B, as it is cleared by the larger number of astrocytes. Also,
the duration of the cortical spreading depression events is longer
during Protocol B: 370 s compared to 85 s for the first SD wave in
Protocol A and 330 s compared to 110 s for the following SD waves.
For the metabolism, under Protocol B we observe a lower increase
in glycolysis and TCA than during Protocol A (See Fig. 6), which is
not surprising because of the larger availability of the ATP shown
in Fig. 4. Moreover, the LDH1 flux and the creatine phosphorylation
flux in neuron, as well as the oxidative cerebral metabolic rate of
glucose, are lower in the case of larger astrocytic volume.

To fully understand how increased astrocytic density affects the
frequency, duration and intensity of SD waves, several extensions
and refinements of the model are necessary. In our computer
simulation, the environmental effectors that trigger SD events
are modeled as a diffusion current involving the ambient potas-
sium concentration Kp,p,. In a spatially distributed model that

can account for diffusion through neuron/astrocyte units, it is
plausible that between SD bursts, the potassium levels are closer
to normal than in the current model. Hence, while our spatially
lumped model shows a change in the characteristics of the SD
waves in connection with increased volume fraction of astrocyte,
it does not provide a definite answer as to whether this translates
into a neuroprotective role of astrocytes. In addition to lacking
a spatial component, other potentially crucial factors missing in
our model are astrocytic potassium siphoning into the blood flow
through the end feet and a detailed description of glutamate-
glutamine cycling between astrocytes and neurons. A recent paper
Conte et al. (2018) proposes a model including a detailed descrip-
tion of the Na't-glutamate transporter and consider the role of
elevated glutamate and potassium concentration in the triggering,
propagation and recurrence of SD events. We will revisit this
question with an extension our model that includes these factors
in future work.
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