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Abstract—

Contribution—- Knowledge of students’ Habits of Mind in a signal
processing course, and a method for education research. The
method identifies factors that may influence students’ perfor-
mance, but are not evident when analyzing agglomerated data;
it is an alternative to the traditional case study method as it
derives the cases after applying a clustering approach.

Background—- Habits of Mind refer to mathematical, logical and
attitudinal modes of thinking required for students of science,
mathematics, technology and engineering to become effective
problem solvers, capable of transferring such modes to new
contexts. These are particularly relevant in a signal processing
course in which students must learn to address engineering
problems using tools and techniques previously acquired in an
abstract context (mathematics).

Research Questions— 1) What are the different Habits of Mind
patterns exhibited by the students? 2) Are some of these patterns
associated with differences in course grades?

Methodology— A qualitative method is combined with random
signal modeling and machine learning. Students’ work is first
annotated manually based on a custom-built rubric of Habits
of Mind. Data is modeled and clustered to obtain statistically
significant patterns of Habits of Mind corresponding to divisions
of the students into groups.

Findings— The data obtained suggests that the student group
is inhomogeneous in terms of their Habits of Mind, and this
inhomogeneity is associated with grade differences. In particular,
the course grade is found to be dependent on inhomogeneity
based on at least two Habits of Mind: ‘“Computation and
Estimation” and “Values and Attitudes.”

Index Terms—Clustering, communication skills, computing
skills, critical thinking, peer instruction, peer review, rubric.

I. INTRODUCTION

Educators, policymakers and engineering education re-
searchers have attempted to produce a clear understanding
of the qualities and knowledge engineering graduates should
possess [1]. For example, strong foundations in mathematics,
engineering, and technology are highly emphasized in engi-
neering programs [2]. Bodies of accreditation have identified
not only the required knowledge and skills that engineering
graduates should exhibit, but also the attitudes and behaviors
needed to confront complex problems. For instance, ABET
criteria [3] stipulate student outcomes ranging from abilities
to apply knowledge of mathematics, science and engineering,
conduct experiments, analyze and interpret data, and design
a system, component, or process to meet desired needs, to
abilities to function on multidisciplinary teams, demonstrate
professional and ethical responsibility, and communicate ef-
fectively.

Furthermore, the Engineer of 2020 proposes a set of aspi-
rations for engineering students needed to operate in societal,

geopolitical, and professional contexts within which engineer-
ing and its technologies will occur [4]. These aspirations
include traits such as strong analytical skills, creativity, inge-
nuity, professionalism, and leadership [4]. Such aspirations and
traits relate to students’ “Habits of Mind,” which are defined
in [5] as modes of thinking required for STEM students to
become effective problem solvers capable of transferring such
skills to new contexts. An example of Habit of Mind is a
willingness to make mistakes while trying to solve a problem,
an attitude that allows engineers to successfully attack complex
problems.

This work focuses on the Habits of Mind of students learn-
ing the theory and application of signals and systems. More
specifically, the work is focused on foundational concepts of
digital signal processing taught to undergraduate engineering
students. Two questions are investigated: 1) What are the
different Habits of Mind patterns exhibited by the students?,
and 2) Are some of these patterns associated with differences
in course grades?

The rationale for centering the investigation around signals
and systems is that these concepts are fundamental for electri-
cal engineers and require a strong mathematical background
[6], [7]. Furthermore, research has shown that the content of
such courses is difficult to master [6], [8]. Previous studies
of students learning signals and systems concepts have used
quantitative approaches such as concept inventories [6], as well
as qualitative approaches using textual analysis of students’
responses [8]. Both approaches have advantages and limi-
tations. The approach taken herein to characterize students’
‘Habits of Mind’ combines a qualitative method with random
signal modeling and machine learning techniques. This method
combines the advantages of qualitative approaches by first
uncovering details of student performance from qualitative
data and subsequently dividing students into groups (clusters)
based on distinguishing characteristics.

There are many ways to analyze qualitative data [9]. For
example, word clouds can be used to visualize text data. After
the data has been coded, it can also be analyzed as a whole
by visualizing histograms of the frequencies of the rubric
elements; The entire dataset can also be summarized using
global descriptors for the performance levels of the rubric
elements, such as averages, percentages and other descriptive
statistics. Correlations can be sought between the performance
levels of the rubric elements, or between these performance
levels and other course outcomes. Such methods can reveal
general trends in the data. However, when the population
studied is not homogeneous, that is to say when it is composed
of distinguished sub-groups, the results can be misleading. For



example, different subgroups may follow different trends in
ways that cancel each other in the aggregated data. Thus,
the trends of the sub-groups may not manifest themselves
when analyzing the dataset as a whole. Manually looking
for subgroup trends can be impractical, especially when there
are several different ones. This is one reason why automatic
clustering is used for analyzing non-homogeneous data.

The method proposed in this paper does not assume that
the data is homogeneous. Rather, it seeks to find distint
subgroups based on students’ Habits of Mind, and statistically
validates the existence of these subgroups to confirm the non-
homogeneity of the data. It does so automatically using a
machine learning framework.

The groups are found by first transforming the qualitative
data into quantitative data. Specifically, the qualitative data is
transformed into real-valued feature vectors by random signal
modeling so it can be automatically clustered using machine
learning approaches. The machine learning method selected
is well-suited to analyze small datasets in high-dimensions. It
also easily lends itself to statistical validation.

More specifically, the students’ work is first annotated
manually based on a custom-built rubric of Habits of Mind
and skill levels. The annotations are vectors, which are stored
in sequence for each student. The sequence of vectors of each
student is modeled as a random process whose parameters are
estimated from the observed data. The parameters of the ran-
dom process associated with all the students are later clustered
using a non-deterministic approach that yields several statis-
tically significant patterns of Habits of Mind. These patterns
correspond to binary groupings of the students, that is, dividing
them into two groups. The corresponding groups of students
are then described using their Habits of Mind histogram as
well as course grades. A more detailed statistical analysis is
then given using the cumulative distribution function of the
difference in average course grade of all the binary groupings.
A statistical test is used to determine if the grade differences
are significant. Repeating the analysis after removing certain
individual Habits of Mind provides a visualization of the
contribution of each Habit of Mind to the course grade.

The data analysis approach proposed is a new method that
can generally be used to characterize and measure different
aspects of professional formation processes in engineering ed-
ucation. The study itself provides a baseline for future efforts
in engineering education research methods and assessment.

The rest of the paper is organized as follows: The underlying
conceptual framework is presented in Section II, followed
by a description of the methods used in Section III. The
experimental results are presented in Section IV followed by
discussions of the results and the conclusion of the work in
Sections V and VI respectively.

II. CONCEPTUAL FRAMEWORK

This investigation is guided by the Scientific Habits of
Mind conceptual framework. Habits of Mind are individuals’
responses to situations and problems where the answers are
not immediately known [10]. Specifically, scientific Habits of
Mind refer to modes of mathematical, logical and attitudinal

thinking needed for students in the fields of science, mathemat-
ics, technology and engineering to become effective problem
solvers that can use these modes in new contexts. Effective use
of Habits of Mind can allow students to search for solutions
moving from highly theoretical to the entirely concrete.

The implications of the conceptual framework for the design
of this study relate to the operationalization and characteriza-
tion of different Habits of Mind in an engineering context. The
Habits of Mind explored and operationalized are described in
Table L.

III. METHODS

The methodological framework for this investigation is a
comparative case study method [11]. According to [12], a
case study is a research strategy focused on understanding
the dynamics within single settings. In [13], it is described as
an empirical inquiry that investigates a contemporary issue
in depth within its real-life context, especially when the
boundaries between phenomenon and context are not clearly
evident. A comparative case study was chosen because it
facilitates in-depth investigations of two or more instances of
groups of students exhibiting similar Habits of Mind.

According to [13], a case study should include data col-
lected from multiple data sources so as to allow the identi-
fication of individuals’ behaviors, perceptions and attitudes.
The use of multiple cases is a common strategy for identify-
ing contextual variations [14]. By comparing cases, one can
establish the range of generality of a finding or explanation,
and at the same time, pin down the conditions under which
that finding will occur [15]. The cases for this study were
groups of students exhibiting Habits of Mind in similar ways.
The groups were found using a clustering method called n-
TARP [16], [17], [18] where TARP stands for “Thresholding
After Random Projection”. This method was used in [19]
to identify clusters in MOOC data. Here, it is applied to
feature vectors containing the parameters of a random process
modeling a student’s Habits of Mind expressed in an active
learning activity. As described in the next section, the sources
of data considered included student-produced material, peer
review material and course outcome data.

The clustering method looks for a good separation of the
students into groups after a random projection of their rep-
resentation (i.e., the feature vector containing the parameters
of the student’s own random process) down to one dimension
[17], [18], [20], [21], [22]. Since the structures of concern
(i.e., separations) are found in a one-dimensional space, it
is possible to find such groupings even if the number of
points projected is fairly small. The one-dimensionality of the
data also greatly facilitates the statistical validation of these
small groups [17]. These two groups were then analyzed as
separate cases and their characteristics, including similarities
and differences, were further explored.

A. Participants, Procedures and Dataset

The study context is a course on signal processing in
which students were asked to produce learning material and
share it on a public website [23]. Specifically, the instructor



TABLE I
DEFINITION OF HABITS OF MIND AS PROPOSED BY [5] AND OPERATIONALIZATION HEREIN

Habits of Mind Definition as per [5]

Operationalization

Computation and
Estimation

Ability to judge an appropriate computation method to
be used based on specific circumstances.

Ability to choose an appropriate computation method
and carry out the mathematical procedure accurately

Mathematical Rigor . .
information.

Ability to make careful observations and handle

Ability to handle mathematical rigor and remember
details of a definition.

Communication Skills with fidelity and clarity.

Ability to communicate ideas and share information

Ability to communicate effectively, explain background
and present a good and meaningful flow of ideas.

Critical Response Skills -
assertions and arguments.

Ability to detect the symptoms of doubtful solutions,

Ability to detect the symptoms of doubtful solutions,
assertions and arguments in one’s own work and in
peers’ work.

Values and Attitudes

engineering and mathematics.

General social values and people’s attitudes toward
their own or others ability to understand science,

Student’s attitudes towards their peers’ work and their
own ability to make assessments on others’ work.

pre-defined nine topics covered in the course, and students
prepared a slecture [24] explaining the course material for a
topic of their choice in their own words. The term “slecture” is
a concatenation of the words “student” and “lecture.” Invented
by Boutin in 2010, the idea is to have students create online
learning material based on the teaching of a professor.

In addition to creating a slecture, the students were also
instructed to review and comment on the slectures prepared
by their peers (one slecture per topic for each student). Note
that online discussion comments have been previously used to
uncover students’ Habits of Mind [25].

Specifically, the unit of analysis, the major entity that
is being analyzed in a study, was each student’s individual
contribution to a public website. Two additional data sources
were the feedback provided to their peers in the form of a
review, and the final grade as a measure of performance. The
cases for this study were groups of students exhibiting Habits
of Mind in similar ways. Such cases were uncovered by the
clustering method and were further compared and analyzed
regarding their performance and observed Habits of Mind.

A total of 28 students participated: 27 of these presented the
slecture in written form, while one presented it as a video. The
27 written slectures were used in this study. There were 3.0
slectures per topic and 6.89 reviews per slecture, on average.
This is because some students did not complete the review
assignment while others provided more/less than nine reviews.
All students who completed the tasks received full credit on
the assignment, so the exercise in itself did not produce any
difference in grades among the participants.

B. Data Scoring

The data scoring was performed using a rubric, created
and validated iteratively, starting with an inductive approach,
followed by a deductive approach. For the inductive approach,
one of the authors with expertise in education research built a
Habits of Mind focused criteria, Table I, derived from the liter-
ature [5]. This author is a subject expert who is well acquainted
with the student population and the skill level expectations
within the field of studies. For the deductive approach, the
initial definitions were then further operationalized for the
context of the study. Based on the initial operationalization
of each construct or criterion, levels of performance were
identified by this subject expert, Table II. A second author,

also with expertise in signals and systems and well acquainted
with the student population and the skill level expectations
within the field of studies, then used the rubric to annotate the
slectures and the reviews. The first pass of the data scoring
was then validated and reviewed by a third author. In the
process, the rubric was modified to better capture students’
patterns, and when modified, it was tested against the data
following a deductive approach. The process and findings were
discussed among the three authors. This iterative approach was
performed three times resulting in the rubric presented in Table
II (reported in [26]).

The element “Values and Attitude” was initially focused
on perceived importance or confidence in the subject domain.
Traditionally, this habit of mind is assessed via surveys
asking students to report their perceived confidence on the
subject matter or their self-perceived abilities to understand
the concepts. Because an opportunity to survey students was
not available, “Values and Attitudes” focusing on students’
abilities to evaluate their own and their peers’ work was
indirectly characterized. Specifically, this study found that
their critical views of their own work and that of their peers’
was a good indicator of students’ confidence and abilities in
their own knowledge and skills. So the focus was shifted
to analyzing if students were able to provide a meaningful
critique of their peers’ work and how their attitude appeared
in their feedback. Below are two examples of Values and
Attitudes ratings.

o “I think specific outline is very helpful and make easy to
follow the formula and graphs. Formulas and graphs are
very clear to understand.” — Basic Level rating

e “I think an important aspect that you did not include in
your final answer is that the DTFT of a DT signal must
be periodic. Your answer must be “rep-ed” to denote it’s
periodicity. Otherwise your answer is only correct for
0 < w < 27, The DTFT of x[n] is repar (2md(w — wo))
Overall color coating was very helpful, and the slecture
was concise and clear” — Advanced Level rating

Another example is the element “Computation and Esti-
mation”, which initially focused on the ability to choose an
appropriate computation method and recognize when approx-
imations can be made. The topics covered by the students
did not involve any approximations, but rather mathematical
computations. Hence, the focus for this element was shifted



TABLE I

RUBRIC GENERATED FROM STUDENT EXHIBITED HABITS OF MIND.

Description Performance Level
Tagl Element Definition Below Basic Basic Proficient Advanced
1 2 3 4
Student selected an
appropriate method and Student selected an
Ability to choose an Student selected Student selected a the solution was correct. appropriate method,
Computation | appropriate computation an incorrect However, the student did provided correct
correct method but . L . L .
A and method and carry out method and the the solution was not provide a justification justification for the
Estimation the mathematical solution was . for the method based on method selection based on
incorrect. . -
procedure accurately. completely off. the circumstances, or the the circumstances and the
justification was solution was correct.
inadequate.
Mathemati- Ability to handle Student was not Student displayed
B cal mathematical rigor and at all rigorous in some rigor but Student was very rigorous | Student was very rigorous
Rigor remember details of a the involved there were major but made small errors. and made no errors.
& definition mathematics. eITOrS.
Ability t icat
. 1ty To commuiicate | gy geng presented | Student presented a Student presented a clear
Communica- effectively, explain Student presented a clear . .
. an unclear and somewhat clear . procedure with a detailed
C tion background and present L . procedure with a . .
- . unjustified procedure but it PP justification based on the
Skills a good and meaningful L reasonable justification. .
. procedure. was unjustified. theory or principles.
flow of ideas
Student was able to Student was able to
Student was . o . e
. . identify incorrect Student was able to identify incorrect
. unable to identify . e
Ability to detect the incorrect procedures but was identify incorrect procedures and correct
- symptoms of doubtful unable to correct procedures and corrected them properly or did not
Critical . . procedures and .
solutions, assertions and . them. Student them properly. However, demonstrate any incorrect
D Response - s provided no . . o
. arguments in one’s own . provided no student provided no procedures. In addition,
Skills . A evidence of X X
work and in peers evidence of evidence of procedures student demonstrated
procedures for . N o . . - .
work L . procedures for for validation of their evidence of applying
validation of their L . . RO
. validation of their solution. procedures for validation
solution. . . .
solution. of their solution.
Students attitude Student made Student made
towards their peers’ negative . Student made good Student made excellent
. generic comments o -
Values and work and their own comments about . comments providing comments, correcting
E R e N that do not provide .. . Ly
Attitudes ability to make others’ work or L insight and a somewhat mistakes and providing
L any insight or . S "
assessments on others was indifferent to critique reasonable critique. insightful critique.
work it. )

to appropriateness of the computational method used and
mathematical accuracy of the computation. A final example is
the element “Mathematical Rigor”, which in an earlier version
of the rubric [26] was called “Manipulation and Observation”.
Mathematical rigor in this case refers to the correctness of the
notation and attention to detail in the writing of mathematical
expressions. This element was mostly found in definitions
and mathematical statements either within a computation or
standing on its own within the text of a slecture. (See the
top of Fig. 1, tagged as (B1,D1), for an example of poor
rigor). The change in the rubric element “Manipulation and
Observation” to “Mathematical Rigor” was motivated by the
fact that mathematical rigor within arguments and explanations
was found to play a more critical role than in handling basic
mathematical manipulation and observation. In fact, manipula-
tion and observation can be bundled in with computation and
estimation. The final rubric is presented in Table II. Please note
the alphabetical labeling of the items, used in the annotation
process described below.

C. Annotating Slectures and Comments with Rubric Tags

The annotated material of each student was recorded as
a sequence of vectors representing the sequence of Habits
of Mind elements and levels of performance. For example,

one part of a slecture might have been tagged with the
vector (A4, B4,C2,D4) to denote that the student carried
out the computations effectively with the necessary rigor
and validation but the explanation was lacking in terms of
communication. The length of the text used for each labelled
block varied with the context and student communication style,
so0 as to include separate ideas and concepts. The lengths varied
from one sentence or equation for concise ideas to several
paragraphs for lengthy or redundant explanations and were
decided subjectively by the rater on a case to case basis.
Two examples are provided to illustrate how the slecture
material is tagged/annotated, with the annotations and tags
shown in red bounding boxes. The first, Fig. 1, shows a low
value tag because of errors made in the slecture. This figure
corresponds to the first half of a slecture and serves as an
example of lower score annotations. The second, Fig. 2, shows
a high value tag since the material was almost flawless.
Table III compares of two examples of identified Habits
of Mind with different levels of performance. Example 1
has a computation error under Computation and Estimation,
and incorrect mathematical statements for Mathematical Rigor
and Critical Response Skills. For Communication Skills, it
provides a basic explanation of an idea through a set of
mathematical equations without much context or explanation,
and for Values and Attitudes, has a very vague comment
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Definition of Discrete Time Fourier Transform (DTFT)

X(w) = Z x@]e_j"@

index of signal and summation do not match
shows lack of mathematical rigor and critical
el response skills (catching a mistake)

Tag : (B1, D1)

x[n] = 21—” / X(w)d™" dw

-

o
X +2kn) = Y, xlnle @

n=—co

Definition of Inverse Discrete Time Fourier Transform (iDTFT)

X(w) is seen to be periodic with a period of 2m to see this w is replaced with w + 2km where k is an integer

Using the multiplicative rule of exponential the w and 2km are split into two different exponential

X(w + 2kn) = i x[n]e*/“"

error: missed a negative sign in the exponent
small arithmetic mistake shows that rigor and
n=—o0 computation are not perfect

given that n and k are integers k and so e ~J2K™ = 1 for all k, from Euler's identity and so

©

X(w+2kn) = Y xlnle ™ = X(0)

n=—oco0 \ Overall, the communication and explanation in this section is not perfect.

Tag : (A3,B3,C3) |

50 X(w + 2km) = X(w) for all w

Fig. 1. Low value tag in a slecture

that does not really provide any insight or critique. These
justify a lower score than for Example 2, for which the
corresponding items are mostly correct, mathematically error
free, and provide greater insight, critique and context.

D. Inter-Rater Reliability

The reliability of the data scoring was estimated by hav-
ing another author annotate the slectures and reviews of 11
students in two phases. Data from 11 students was chosen at
random to avoid bias and to span at least a third of the data.
First, the rubric was consulted and discussed with the first
rater. Then the slectures and reviews of five students were rated
by the second rater. A discussion followed in which the two
raters compared their scoring and discussed the reasons behind
the differences. The second rater then rated the slectures and
reviews of six other students. The reliability of the first (five
students) and second phase (six students) were measured using
correlation coefficients (Pearson product-moment coefficients
[27], [28]) for each phase. The correlation coefficient measures
the reliability [29] of ratings by estimating how much of the
variance in the ratings is due to the true ratings (numerator of
the coefficient) versus how much is due to noise (denominator
of the coefficient.) Two correlation coefficients were computed
for each phase: one represents the reliability of the detection
of the different rubric elements present in the work; the other
represents the reliability of the accuracy of the scores for all
the rubric elements.

More specifically, the reliability of the detection of the
initial rater was estimated using the letter tags (without scale
value) for both raters: when a part of text was coded with a
given letter by a rater, a “detection”, denoted by a “1”, was
recorded for that rater; if the other rater also coded the same
text with that letter, then the other rater was considered to

have also detected that event, and a “1” was recorded for that
rater as well. Conversely, if the other rater did not code that
text with that letter, then this rater was considered to have
missed that event and a “0” was recorded. The reliability
of this detection process was measured using the correlation
coefficient [30] of the sequences of 0’s and 1’s for the two
raters. The reliability of the accuracy of the labeling (letter and
score) was only considered for those events (rubric elements)
detected by both raters. A sequence of scores for each rater
was built by collecting all the numerical scores for all the
commonly detected events of a given type (tag) into a vector;
the correlation coefficient of the two vectors for that tag was
then computed.

The reliability of the detection of the rubric elements in the
first phase of the inter-rater reliability testing was found to be
0.62 (correlation coefficient). In the second phase, that number
increased to a much higher value of 0.82. The reliability of the
accuracy of the scoring was found to be 0.94, already a very
high value, which increased modestly to 0.96 in the second
phase. Thus both the detection of rubric elements and accuracy
of the data scoring were considered to be very reliable. These
reliability estimates were computed after the two phases of
rating were completed.

E. Data Analysis

1) Class Statistics: The Habits of Mind of the class were
first summarized using a 2D histogram of tag values (in a 5 x4
grid) to analyze the distribution of the annotation tags for the
entire set of students in the study, and to look for some global
trends in the class with regard to their Habits of Mind. The
final grade distribution for the entire course is also examined
to characterize their academic performance in the course as a
whole.



Introduction

Consider a CT cosine signal (a pure frequency), and sample that signal with a rate above or below Nyquist rate. In this slecture, | will talk about how
does the discrete-time Fourier transform of the sampling of this signal look like. Suppose the cosine signal is x(f) = cos(27440t).

Sampling rate above Nyquist rate

The Nyquist sampling rate fs = 2f3; = 880,50 we pick a sample frequency 1000 which is above the Nyquist rate.

x1ln) = x(p0s)

27440n
= cos(T00 )
1 274400 —j2n440n
= —(e710 e 100 )
2
Since Zl”ﬁ is between —7 and 7, so for ® € [, 7]

1 440 440
X1(w) = 7 [278(w — 27 —=) + 278(® + 27 ———=)]

1000 1000
1000 __ 1000 1000
= —— [6(—— o — 440) + 6(—— w + 440)]
2 2 2r

For all w,

1000 __ 1000 1000
Xi(w) = rePrn—5— [5(7 o — 440) + 5(7 o + 440)]

The graph of X1(®) is

Y(w)
cepeat with

10002 10002 100012 10002 10002 period 21

|
t t
—2n ] 3 2n

-2m*440/1000 2 w*440/1000 2 Tr*440/1000 + 27

Fig. 2. High value tag in a slecture

2) Statistical Model Building: For a more in-depth analysis,
a statistical model that describes each student’s individual
Habits of Mind was built and later used to cluster the students.
The statistical model represents a random process underlying
the sequence of annotation tag vectors. The parameters of the
statistical model are estimated from the annotated data. For
simplicity, consecutive vector tags are assumed to be indepen-
dent. The different elements (A,B,C,D,E) are also assumed
to be independent. However, in other circumstances, another
perhaps more complicated model could be more appropriate.
For example, if the work was carried out over a long period
of time during which an improvement was expected, the
consecutive vector tags could be modeled by a time-dependent
process.

The statistical model consists of the likelihood of the tag
scores for each element in the proposed rubric. In other words,
it is represented by the discrete probabilities [30]: P(k) and
P(jlk), for k € {A,B,C,D,E} and j = 1,2,3,4. These
probabilities are estimated by the relative frequencies of each
tag in the scored data as follows.

Overall, the contents of this section
could be better explained.
All of the mathematics in this section is
correct.

Tag: (A4,B4,C3,D4)

A similar expression is used for the other score values 2, 3, and
4, for rubric element A. The probabilities for the other rubric
elements B, C, D and E are computed in a similar fashion,
except that the parameters NV, takes the value 26 for I (since
the students could review a maximum of 26 slectures.)

Thus five model parameters for each of the five elements
of the rubric were estimated, for a total of 25 parameters
for each student. Since the number of tags is different for
different students, the parameter N, (number of annotations
received by the student) is added to these parameters to
highlight the difference between short and long slectures.
Thus, 26 parameters are used to represent each student; these
are stacked into a vector of dimension 26.

3) Clustering: Clustering a small number of points (27)
in a high-dimensional space (26) is challenging and requires
the use of an algorithm specially designed for small data.
One such algorithm is “n-TARP” [31], [16], [17], which
seeks good separation of the data after a projection onto a
random line. The separation is obtained by projecting and
thresholding the data n times, and picking the projection with
the best separation among those n. This is a modification of

_ _ Zf\[:sl I{student s gets tag A in annotation i} the random projection approach developed in [21], [22], [18],

P(A) N

» empirically shown to work well for “real” high-dimensional

Zﬁ\fjl {student s gets tag A(1) in annotation i} data in general. TARP stands for “Thresholding After Random

P(1]4) = N, . -
> Hstudent s gets tag A in annotation i}

where N, is the number of annotations recorded for student s.

Projection.” Instead of hierarchically clustering the data using
a tree of thresholds after random projections (n-TARPs) as in
[22], the method performs a single n-TARP on a fraction of



TABLE III

EXAMPLES OF HABITS OF MIND EXHIBITED BY STUDENTS

Habits of Mind

Example 1 (Low level)

Example 2 (High level)

Computation and
Estimation (from
slectures)

K(f)* fs 202 o 6(f—Kkfs) =
fs 2he oo X(f) *(f — ﬁ)” —Basic Level

X (NH=FO _z(nT)o(t —nT)) =
S5 (D P(3(t — nT))) =
S0 x(nT)e 27 fnT” _Advanced Level

Mathematical Rigor
(from slectures)

“X(2nf) = X(f)” —Below Basic Level

e X(f)=F@O(—-1t)=
ffooo (S(t _ t0)87127rftdt — e*l?ﬂfto — e—iwtp»
—Advanced Level

Communication
Skills (from slectures)

“Comb operator is used in time domain:
combrz(t)] =+ =x(t)- Pr(t)---" —Basic Level

“...x4(t) is created by multiplying a impulse train
Pr(t) with the original signal z(t) and actually z(¢)
is comby (x(t)) where T is the sampling period - - -~

—Advanced Level

Critical Response
Skills (from slectures)

“z(t) = [°_6§(t — 7)dr” —Below Basic Level

oo

“. .. the minimum repeating period 7" has to be
> a+ b (a is the left boundary of the curve and b is
the right boundary of the curve).” —Proficient Level

Values and Attitudes
(from peer reviews)

“I think specific outline is very helpful and make easy
to follow the formula and graphs. Formulas and
graphs are very clear to understand.” —Basic Level

“I think an important aspect that you did not include
in your final answer is that the DTFT of a DT signal
must be periodic. Your answer must be“rep-ed” to
denote it’s periodicity. Otherwise your answer is only
correct for 0 < w < 27. The DTFT of z[n] is

repar (2mé(w — wp)) Overall color coating was very
helpful, and the slecture was concise and clear”
—Advanced Level

the data given, and tests the statistical validity of any clustering
identified using the remaining fraction of the data [17].

In general, clustering methods can be viewed as maps from
the feature space (in high-dimensions for the data at hand)
to one-dimensional space R, followed by some thresholdings.
Different methods have different ways of defining the “best”
projection and thresholds. Projecting the data onto a line
and thresholding corresponds to finding a linear separation
between the clusters, which is the simplest form of clustering.
Linear separations are well-suited for small data in high-
dimensions because they can be found when only a small
number of points are given. Previous work in [17], [18], [21],
[22] has shown that many good linear separations can be found
in real data by picking the line of projection at random. This
is because real data often has a lot of hidden structure in high-
dimensions that can be extracted through random projections
[21], [22]. This observation, and there only being a small
number of students considered in this study, are the reasons
for employing n-TARP to cluster the data.

In these experiments, a binary clustering was performed
using n-TARP with the parameter n set to 500 to divide the
set of students into two groups, picking the best separation
among the 500 projections performed. This was done in two
phases: a training and a validity testing phase. Half of the
data (randomly chosen every time) was used for each phase.
Because the data size is so small (27 points), one would hardly
expect to find any meaningful cluster in the original space.
Looking for clusterings in a one-dimensional space addresses
this issue because the projected points are closer together
than in the original space. The extent to which the (training)
projected points are clustered is measured using “normalized
withinss (W)”, a renormalized version of the within-class
scatter of the data [32], [21]. More specifically the within-
class scatter of [32] is divided by the number of points and the
empirical variance of the projected data. This insures that the
measure is independent of the number of points considered and

invariant under a rescaling of the dataset [21]. The definition
of “normalized withinss (W)” for a set of projected points
T1,%2,...,ZTm € R is given below [22]

W:W(zla"' 7xm):

2 2
Ziecl (zl - ﬂl) + 22‘602 (931 - ,UQ)

min =
g%-m

C1,C2

)

where C7 and C are a disjoint partition of the set of indices
{1,...,m}, uy and po are the (empirical) mean of the points
x; whose indices are in C; and Cb, respectively, and &
is the (empirical) standard deviation of the set of points
T1,  ,Tm € R.
Training Phase:

1) Fort =1 to n:

2) Generate a random vector 7; in 26 dimensional space;

3) Project the training data onto this vector r; to form 1D
projection values;

4) Use k-means (set k = 2) to find 2 clusters in the 1D
projection values;

5) Find the normalized withinss w; for this cluster assign-
ment;

6) End loop.

7) Pick lowest w; among the n measurements and store
the random vector r* associated with it and determine a
threshold ¢* that separates the classes formed in the 1D
projected space.

Validity Testing Phase

1) Import r* and t* from the training phase

2) Project the testing data onto the vector r*

3) Use the threshold t* to assign clusters to each of the
testing samples

4) Perform permutation test with Monte-Carlo simulations
[33] on the projected test data at statistical significance
level of 99%.



4) Pattern (Binary Clustering) Analysis: Since the clus-
tering is random, it can yield several different (and valid)
binary clusterings. Each of these clusterings splits the students
into two groups based on some distinctive Habits of Mind
patterns. Although the pattern is described by the coefficients
of the random projection vector r* used for the projection, it is
typically hard to make sense of the pattern directly from these
coefficients. As an alternative, the histogram of Habits of Mind
annotations for the two groups are considered and compared
(i.e., the frequency of occurrence of each rubric annotation
for both clusters). The distribution of the course grades for
the two groups are also compared.

The number of different Habits of Mind patterns exhibited
by students is quantified following the approach of [17], [21],
[22]. Specifically, the distribution of the normalized withinss
of the (random) projected data is plotted, and the area of
the distribution below the value < 0.36 (threshold value after
which no clusters exist) is computed.

To quantify the relationship between Habits of Mind pat-
terns and course grade, the empirical Cumulative Distribution
Functions (CDF) [30] of the absolute difference between the
average grades of both groups is constructed. To check the
dependence of the different elements of the rubric and course
grades, each element is removed one by one and a new CDF
of absolute difference between average grades between groups
is obtained: the resulting CDF curves are then compared.

5) Hypothesis Testing: Conceivably, randomly grouping
the students into two clusters could result in different grade
distributions for the two clusters due to chance rather than
due to the Habits of Mind of the students. In order to test
the statistical significance of the observations, independence
of the grades on the patterns (groupings) of Habits of Mind
is set as the null hypothesis, and statistical significance of
the observations is tested by comparing the CDF curves
of the previously obtained clusterings with the CDF curves
for random clusterings. In other words, the CDF of grade
differences for the binary clusterings previously obtained is
compared with the CDF of grade differences that would be
obtained with random division of the students into two groups.

IV. RESULTS

In this section, the results of the data analysis are presented.
After a brief comment on slectures, summary statistics like
frequency of occurrence of the different levels of the elements
of the rubric are presented. Following that, the results of the
n-TARP clustering algorithm, which uses the feature vector
formed through the model fitting described in the previous
section, is presented. The frequency of occurrence of the rubric
tags for the resulting groups are compared to identify the
differences that led to the formation of the groups. Next, the
results on the extent of clusterability of the data are presented.
The various different clusters formed as a result of the random
projection model underlying the n-TARP clustering algorithm
are presented. Finally, the connections between ‘Habits of
Mind’ patterns and the grades of students are examined.

A. Overall Patterns of Students’ Habits of Mind

Table IV shows the relative number of times each ele-
ment/level of the rubric was tagged in the study. The most
frequent tag is Values at a Basic level (32.2%), followed by
Values at a Proficient level (11.2%) and Computation at an
Advanced level (7.7%). No Below Basic level was found with
a frequency above 2%, and the only Habits of Mind element
noted more than 3% of the time is Values. Overall, elements
other than Values tend to be tagged more frequently at the
Proficient or Advanced level. Overall, a majority (64.8%) of
the tags were at the Proficient or Advanced level.

TABLE IV
PERCENTAGES OF EXHIBITED HABITS OF MIND AMONG ALL 27
STUDENTS
Element/Level Below Basic  Basic  Proficient ~ Advanced
Computation 0 1.06 1.32 7.71
Rigor 1.59 2.65 5.85 3.98
Communication 0.26 2.92 6.11 3.98
Critical Response 1.32 1.06 3.98 5.58
Values 1.06 32.18 11.17 6.11

The clustering method was repeated more than 1000 times
to form groupings; one such (statistically significant) grouping,
found to have a significant effect on the grades, is analyzed in
Tables V and VI. Observe that students in Cluster 2 have much
larger numbers of high level tags for all the elements of the
rubric than Cluster 1, indicative of a higher level of Habits of
Mind performance. Indeed, a majority (64.8%) of annotation
tags for Cluster 2 are at the “Proficient” or “Advanced” level.
In contrast, a majority (63.3%) of annotation tags for Cluster 1
are at the “Below Basic” and “Basic” level. Thus, the members
of Cluster 2 are identified as the “Habits Developed” students
(Case 2), and the members of Cluster 1 as “Habits Developing”
students (Case 1).

B. Case Comparison

As stated earlier, two cases were identified. Case 1 is called
the “Habits Developing” group, and Case 2 is called the
“Habits Developed” group. The groups were characterized on
the basis of the overall distribution of levels (more Advanced
level tags for Case 2 than for Case 1). As observed from the
sums of the columns of Tables V and VI for each row element
(Habit of Mind), the “Habits Developing” group (Cluster 1,
Table V) is also distinguished by a higher probability of
expressing the “Values” element, 55% vs 48% for the “Habits
Developed” group (Cluster 2, Table VI). Further, the “Habits
Developing” group also shows a slightly lower probability of
expressing the “Communication” element, 11% vs 14% for the
“Habits Developed” group. On the other hand, the likelihood
of exhibiting the “Computation” (9% versus 11%), “Rigor”
(14% versus 14%) and “Critical Response” (11% versus 12%)
elements are somewhat similar for both groups (Cluster 1,
Table V vs Cluster 2, Table VI).

C. Overall Course Performance and Performance by Case

The grade distributions for the clusters and the entire class
are shown in Table VII. The grade differences between the



TABLE V
PERCENTAGES OF EXHIBITED HABITS OF MIND FOR CASE 1: HABITS
DEVELOPING (10 STUDENTS)

Element/Level Below Basic  Basic  Proficient ~ Advanced
Computation 0 1.66 3.33 4.16
Rigor 3.33 4.16 5.00 1.66
Communication 0 5.00 4.16 1.66
Critical Response 2.50 1.66 3.33 3.33
Values 3.33 41.66 9.16 0.83
TABLE VI

PERCENTAGES OF EXHIBITED HABITS OF MIND FOR CASE 2: HABITS
DEVELOPED (17 STUDENTS)

Element/Level Below Basic  Basic  Proficient ~ Advanced
Computation 0 0.78 0.39 9.37
Rigor 0.78 1.95 6.25 5.07
Communication 0.39 1.95 7.03 5.07
Critical Response 0.78 0.78 4.29 6.64
Values 0 27.73 12.10 8.59

clusters (e.g., difference of 1.45 between mean grades) indi-
cates that having well developed Habits of Mind is associated
with good course performance. Indeed, none of the Habits
Developing students received an A in the course, whereas none
of the Habits Developed students received an F or a D in the
course, with a majority receiving As or Bs.

TABLE VII
GRADE DISTRIBUTIONS

Grade All Case 1: “Habits | Case 2: “Habits
Students Developing” Developed”
A (4.0) 5 0 5
B (3.0) 10 2 8
C (2.0 8 4 4
D (1.0) 2 2 0
F (0.0) 2 2 0
Mean Grade 2.51 1.60 3.05
Standard Deviation 1.12 1.07 0.74

However, there may be other patterns of Habits of Mind
whose association to the course grade could be different.
Fig. 3 shows the distribution of normalized withinss W for
the dataset, which shows the very high clusterability of the
dataset [21], [22], as approximately 80% of the clusters found
have a value of W < 0.36 (cluster present). In other words,
the data at hand is not homogeneous.

The connection between these patterns and the grade is
shown to be very strong in Fig. 4. Specifically, the graph shows
the CDF of the (absolute) difference in average grade between
the two groups for a total of 1000 attempted binary groupings
of which only valid statistically significant groupings are
retained (about 90%). The lower the curve at a given point
(grade value), the higher the proportion of patterns with an
average grade difference at least as large as that grade value.
For example, about 30% of the Habits of Mind patterns found
were associated with an average grade difference of at least
0.5 (since the y-axis value for a difference in grades of 0.5
is about 0.7). The x-axis intercept is about 0.02 and thus no
groups yield an average grade difference less than 0.02 (0.5%).

The elements of the rubric were removed one at a time:
each time, similar to above, a new set of 1000 clusterings was

obtained of which only valid statistically significant groups
are retained, and the CDF of the absolute value of the average
grade difference between the groups was computed. The re-
sulting curves are also shown in Fig. 4. Observe that removing
Element A shifts the CDF curve up (i.e. the new CDF curve
is above the original CDF curve), and thus the relationship
between Habits of Mind patterns not involving Computation
are less strongly associated with different grade outcomes than
Habits of Mind patterns involving Computation. This implies
that Computation (element A) is related (dependent) to the
final grade. The same is true, though to a lesser extent (less
grade difference), with Values and Attitudes (element E), but
not for Communication Skills (element C).

Note that this does not mean that there is an overall
association between the level of performance with respect to
these elements and the grade. Indeed, as shown in Figs. 5,
6 and 7, when collecting the data for all the students, no
correlation/association is observed between the grade and the
average level of performance in element E (Fig. 5) or with
element A (Fig. 6). For comparison, the association graph for
grade and level of performance for element C, Fig. 7, is also
shown.

Empirical PDF of the Withinss
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Fig. 3. Empirical probability distribution function of the normalized withinss
W. The Clusterability of the data is measured by the pdf of Withinss.

Hypothesis Testing

The CDF of grade differences for the binary clusterings was
compared with the CDF of grade differences that would be
obtained with random division of the students into two groups,
Fig. 4; three CDF curves were added to the plot, identified in
the legend as mean and + 5sigma.

To obtain these five curves, the students were randomly
grouped into two clusters 10,000 times to get 10,000 differ-
ences in average grades of the resulting random clusters. Note
that the Habits of Mind features were not utilized at any point
in this process, just random divisions of the students into two
groups. These 10,000 differences were used to generate a CDF
curve based on the null hypothesis. This process was repeated
100 times in order to get 100 CDF curves, which were used to
form the mean null hypothesis curve (in solid black in Fig. 4)
along with the null hypothesis curves shifted five standard
deviations away (in dashed black in Fig. 4).
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Fig. 5. Comparison of grade with average score for element E

The significance level estimated by the pair of curves for
mean =+ 5 sigma corresponds to a significance level of at least
96% based on Chebyshev’s inequality [34], [35]. This states
that for a random variable X with finite mean p and finite

Average Score for Element A

Fig. 6. Comparison of grade with average score for element A

non-zero variance o2 and any real number k& > 0,

1
Pr(lX —pul 2 ko) < 5

which for £ = 5 means that there is at most 4% chance of a
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Fig. 7. Comparison of grade with average score for element C

sample lying more than five standard deviations away from the
mean. This inequality does not make any assumptions on the
underlying distribution of the random variable X and so is a
conservative general bound, thereby guaranteeing a minimum
significance level of 96% if a realization lies outside the £+ 50
boundary of the mean.

In order for the null-hypothesis to be rejected (i.e., to say
that the grade differences observed are dependent on patterns
of Habits of Mind), the CDF curve obtained with a certain set
of Habits of Mind should lie above/below the + 50 curves at
a given point. More specifically, if the CDF curve for a grade
difference of at least X based on patterns of Habits of Mind
is, say, above the +50 curve or below the —50 curve at X,
then the probability that the observed grade difference of at
least X for the proportion of Habits of Mind patterns indicated
by the value of the CDF curve at X is due to chance is below
4%.

Recall that removing element A (curve with diamonds on
top in Fig. 4) not only shifted the Habits of Mind curve
up, it also shifted it higher above the null-hypothesis curve
(black curve). So in a statistically significant manner, removing
element A reduces the association of the grades with the
clusters. In other words, removing the “Computation and
Estimation” Habit of Mind from the analysis results decreases
the association of the grades with the patterns of the Habits of
Mind. On the flip side, removing element E (curve with circles
near the middle) results in the CDF curve being pushed up
and significantly overlapping with the null-hypothesis curve
(dashed curves). This implies that the grade cluster associ-
ations from this experiment are not statistically significant.
Hence, removing the element “Values and Attitudes” results
in patterns of Habits of Mind that are not associated with
a statistically valid grade difference. Thus, this element is a
pivotal component of the patterns formed by the Habits of
Mind associated with a significant grade difference, since its
removal results in statistically invalid patterns. Finally, one
observes that curves corresponding to retaining all Habits
of Mind (curve with crosses), removing element B (curve
with diamonds), removing element D (curve with stars) and
removing element C (dash-dot curve) one at a time result
in curves that are below the null hypothesis curves (dashed

curves) for a large range of grade difference values, indicating
that the grade cluster associations displayed through these ex-
periments are indeed statistically significant. Therefore, groups
formed by either including all Habits of Mind, or all Habits
of Mind except “Mathematical Rigor”, or all Habits of Mind
except “Communication Skills” or all Habits of Mind except
“Critical Response Skills” yield patterns that are associated
with significant differences in grades in a statistically valid
manner.

V. DISCUSSION AND IMPLICATIONS FOR RESEARCH,
TEACHING AND LEARNING

Results from this study suggest that the course grade was
dependent on at least two Habits of Mind: (a) Computation
and Estimation and (b) Values and Attitudes. The dependency
of course grade on computation and estimation is consistent
with previous work that suggest that students’ ability to choose
an appropriate computation method and accurately carry out
a mathematical procedure is a critical skill in engineering
professionals [1]. Similarly, as reported in previous work on
student learning of signals and systems, strong mathematical
knowledge is important to succeed in this course [6], [7].
A second dependency of course grade was on Values and
Attitudes. In this study values and attitudes were operational-
ized as students’ reactions and insights about others’ work;
that is, it was operationalized as peer-feedback. Student peer-
feedback has been identified as a required skill to function
properly in industry as well as educational settings [36].
It has also been identified as a critical form of effective
communication skills, problem-solving skills, and professional
responsibility to conduct the feedback. Although peer feedback
has been widely implemented in engineering education as part
of team performance [37], researchers have identified it as
difficult to implement when the goal is improving students’
answers to open-ended problems [36], [38], [39]. However,
when successfully integrated, peer feedback can result in better
course performance and higher level thinking skill display such
as critical thinking, planning, monitoring, and regulation [40].

Implications for research relate to the use of clustering
methods to supplement traditional approaches for data analysis
in education research. For instance, if only traditional ap-
proaches for qualitative analysis were followed for this study,
the investigators would have been limited to characterizing
the Habits of Mind as identified in Table II. Specifically,
following a traditional qualitative approach would have given
understanding and a description of how students’ Habits of
Mind were enacted in the context of a signals and systems
course. Taking this a step further by utilizing quantitative
approaches to data analysis allowed the researchers to iden-
tify overall patterns of students’ performance, Table IV. By
utilizing the clustering method the investigators were able to
identify several binary groupings (i.e. divisions of the students
into two groups) that were found to be statistically significant.
One particular grouping was highlighted. The patterns cor-
responding to the two groups (Habits Developed and Habits
Developing students) were compared and contrasted based on
their similarities and differences, both in terms of Habits of



Mind elements and levels exhibited, Tables V and VI, and
course performance, Table VII. The final step tested whether
the grade differences observed for all the different patterns
(clusterings) of Habits of Mind were statistically significant,
Fig. 4.

The implications for teaching and learning relate to the
integration of pedagogies that not only focus on emphasizing
the technical or mathematical elements of a course, but also
those that integrate critical peer-feedback. The use of slectures
appears to foster students’ application of signals and systems
knowledge along with other skills. That is, having students
explaining the course material for a topic of their choice in
their own words, as well as reviewing and commenting on
the slectures prepared by their peers, may be an appropriate
approach to help students develop Habits of Mind [24].

VI. CONCLUSIONS, LIMITATIONS AND FUTURE WORK

This paper looked at how engineering students exhibited
Habits of Mind in the context of student-generated content
for a course on signal processing. The five Habits of Mind
investigated were Computation and Estimation, Mathematical
Rigor, Communication Skills, Critical Response Skills, and
Values and Attitudes. A quantitative analysis based on random
signal modeling and clustering was performed. The model
assumed independence of the vector tags used to annotate
the student slectures, which is a simplifying assumption for
a first order model. A more complex model that relaxes this
assumption and potentially models the data better, requires a
larger number of data samples than were available.

Students were found to exhibit various different patterns of
Habits of Mind (binary groupings). One such pattern (group-
ing) that was found to affect grade was analyzed: the main
difference between these particular groups was found to be the
level of proficiency of all the Habits of Mind elements. Thus
the groups were designated as “Habits Developed” and “Habits
Developing”, respectively. Further analysis of the entire set of
patterns (groupings) found by clustering revealed that many
patterns of Habits of Mind affect grades, and that the grade
is directly dependent on Computation and Estimation and
Values and Attitudes. The main limitation of the study is the
dependency of the proposed method on qualitative approaches
to hand-scoring the data. The small sample size allows iterative
scoring of the data by hand, and validation of such scoring
by multiple raters. This step of the method will be harder to
replicate with larger samples. While this study is limited in
scope and size, it will be interesting to see if these results are
confirmed in other electrical engineering core courses. It would
also be interesting to conduct a comparative study between
students who did slectures and those who did not. The analysis
framework proposed is applicable in many other contexts and
data types (e.g., video data or think-alouds) and could be used
to study the relationship between other skills and educational
outcomes.
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