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An invariance principle for one-dimensional random
walks among dynamical random conductances
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Abstract

We study variable-speed random walks on Z driven by a family of nearest-neighbor
time-dependent random conductances {a:(z,z + 1): x € Z,t > 0} whose law is
assumed invariant and ergodic under space-time shifts. We prove a quenched in-
variance principle for the random walk under the minimal moment conditions on the
environment; namely, assuming only that the conductances possess the first positive
and negative moments. A novel ingredient is the representation of the parabolic
coordinates and the corrector via a dual random walk which is considerably eas-
ier to analyze.
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1 Introduction

The aim of this work is to describe the long-time behavior of a random walk among
dynamical random conductances. This problem has enjoyed considerable attention in
recent years; we will comment on the relevant literature as soon as the key concepts
have been introduced. Throughout this paper we will focus only on one specific instance;
namely, the nearest-neighbor random walks on Z. Our aim is to prove that this walk
scales to a non-degenerate Brownian motion assuming only minimal moment conditions
on the random environment.

Let us introduce the problem in more precise terms. The aforementioned random
“walk” is actually a continuous-time Markov chain on Z whose dynamics is best described
by the (time-dependent) generator L, that acts on f: Z — R via

(Lef) (@) =Y a(w,z+2)[f(x+2) = f(2)], z€Z (1.1)

z==1
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1D dynamical conductance model

Here {ai(z,x £ 1): x € Z,t > 0} is a family of positive (and finite) numbers that are
assumed to obey the symmetry condition

a(z,x+1)=a(z+1,2), z€Z, t>0. (1.2)

We will refer to a.(e), for e = (z,x + 1), as the conductance of edge e at time t. We will
assume that the conductances are defined for all real-valued ¢ and that they are random,
meaning that each a;(e) is a function of some w € Q in a probability space (2, F,P).
Writing B(R) for the Borel o-algebra on R, we impose:

Assumption 1.1. For each edge e, the map t,w — a:(e) on R x Q is positive, B(R) ® F-
measurable, and locally Lebesgue-integrable in t. Moreover, there is a family of space-
time shifts, 1. ,: 0 — € indexed by t € R and = € Z, such that

at(z,x+1)otsy =ars(r+y,z+y+1), t,seR, z,yecZ. (1.3)

The law P is invariant and ergodic with respect to {1, ,:t € R, x € Z}.

A natural way to interpret the random-walk dynamics is via a Poisson-clock envi-
ronment: Given a sample of {a;(z,z + 1): z € Z,t € R}, each edge e = (z,z + 1) is
endowed with an independent time-inhomogeneous Poisson point process of intensity
measure a;(e)dt. The above assumptions ensure that this process exists and that no two
arrivals, to be called “rings,” occur at the same time. The random-walk path is then
a deterministic function of the Poisson environment: the walk stays at a vertex until
an incident edge receives the next “ring” at which point it moves to the corresponding
neighbor. See Fig. 1 below.

Implementing the Poisson-clock representation rigorously requires showing that
the minimal positive solution to the Kolmogorov Backward Equation is non-explosive;
i.e., that the number of steps taken by the walk is finite a.s. in any finite time. This
follows by the assumed local-integrability, stationarity and the Ergodic Theorem. Indeed,
for each ¢t > 0 there is a (possibly random) M € (0,00) and a positive density of
edges e (in both lattice directions) where the total jump rate fot as(e)ds is bounded
by M. Consequently, there is a positive density of edges that receive no “ring” in the
time-interval [0,¢]. Up to time ¢, the walk is thus effectively confined to a finite set of
vertices where the total number of available clock “rings” is finite a.s. as well.

Throughout the rest of the paper, we will use the following notations:

(1) X ={X;:t >0} denotes a sample of the above random walk,

(2) P? denotes the law of X in a given configuration a = {a:(z,2+1): x € Z, t € R} of
the conductances subject to the initial condition P¥(X, = z) = 1, and

(3) P is the law of the environment with IE denoting the associate expectation.

Our main result is then:

Theorem 1.2 (Quenched invariance principle). Suppose that, on top of Assumption 1.1,
the conductance law obeys the moment conditions

Elag(e)] < oo and Elag(e) '] < oo (1.4)

at some (and thus every) edge e. Then there is a constant o € (0,00) such that for
any T > 0 and PP-a.e. sample a = {a:(z,z+ 1): € Z, t € R} of the conductances, the

law of L
XMW= = Xpy, 0<t<T, (1.5)

LD
induced by P? on the Skorohod space D|0,T] of cadlag paths converges, as n — o,
weakly to the law of the Brownian motion {B;: t > 0} with EB; = 0 and E(B?) = o°t.
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Figure 1: A path of the random walk X in the dynamical environment composed
of independent ON/OFF processes (i.e., the conductances taking values 1 and O,
respectively) with Poisson arrivals of constant (and equal) intensity. The time axis runs
horizontally; the shaded areas mark the space-time positions where the corresponding
edge is ON. The walk can effectively make a step only across the edges that are ON at
that moment of time.

Theorem 1.2 improves on earlier work by Deuschel and Slowik [12] where the
validity of a quenched invariance principle for the corresponding random walk on Z was
established under the following moment conditions:

Elag(e)?] < oo and Eag(e) 7] < oo
Ip,q € [1,00): 1 N 1 -1 (1.6)
p—1 " qlp-1)

The algebraic restriction on p and ¢ in (1.6) arises from the method of proof which
invokes elliptic regularity techniques to construct, and prove sublinearity of, the so
called corrector, a key object underlying many invariance principles proved so far in this
setting. The corresponding problem on Z¢ for d > 2 has been treated in Andres, Chiarini,
Deuschel and Slowik [2] albeit under a somewhat different functional relation between p
and ¢ (and d) than (1.6) might suggest (see [12, Remark 1.9]).

Although our proof is based on corrector techniques as well, we are able to utilize the
one-dimensional nature of the walk to work solely under the weaker conditions (1.4) than
(1.6). Our approach is rooted in that for two-dimensional static environments, where
a quenched invariance principle is known to hold under (1.4) in d = 1,2 (Biskup [8])
while requiring 1/p 4+ 1/¢ < 2/d in d > 3 (Andres, Deuschel and Slowik [3]). The need
for higher moments in higher dimension has a good reason: for every p, ¢ > 1 satisfying
1/p+1/q >2/(d—1), a static environment exists satisfying the moment conditions in
(1.4) where the sublinearity of the corrector fails (Biskup and Kumagai [9]). (Update in
revision: Recently, Bella and Schaffner [6] extended the range where the quenched
invariance principle holds to 1/p + 1/¢ < 2/(d — 1), thus essentially closing the gap to
the counterexamples in [9].) Notwithstanding, whether a quenched invariance principle
itself holds just under (1.4) in all d > 1 remains a subject of extensive debate among
experts.

2 Remarks and outline

We proceed with a couple of remarks. First, the reader may wonder whether the
conditions (1.4) are in fact necessary for the result to hold. This is certainly not true for
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static environments where, thanks to an explicit form of the corrector (see, e.g., Biskup
and Prescott [10, Introduction]) and the fact that we deal with the variable speed random
walk (see Barlow and Deuschel [5, Theorem 1.1] for changes in the constant-speed case),
the first condition in (1.4) can be replaced by ag(e) < oo a.s. In the absence of the second
condition in (1.4) we actually get a trivial result:

Theorem 2.1 (Role of the lower moment condition). Let IP be be the law of static
conductances {a(z,x + 1): x € Z} that are stationary and ergodic with respect to shifts
and obey

P(a(0,1) <oo) =1 and E(a(0,1)7") = ooc. (2.1)
Then for each § > 0,
E P (|X:| > 6V1) — 0 (2.2)

In particular, under the diffusive scaling the random walk tends to a vanishing limiting
process, at least in the sense of finite-dimensional distributions averaged over the
environment.

As should be intuitively clear, the main role of the upper moment condition is to
prevent blow ups. Here it suffices to consider spatially-homogeneous (dynamical) random
environments:

Theorem 2.2 (Role of the upper moment condition). Given a stationary ergodic process
{n:: t € R} on (0, 00) with law PP, define the dynamical conductances via

ar(z,x+1):=n, x€7Z. (2.3)

If Eng = oo, then for any t > 0 and for IP-a.e. sample of the conductances, the random
variables {n~'/2X,;: n > 0} are not tight under P?.

These examples show that our moment conditions (1.4) are not only sufficient, but
also necessary for a quenched invariance principle with a non-trivial limit process to
hold in all the environments satisfying Assumption 1.1. We note that Barlow, Burdzy
and Timdr [4] constructed examples (in all spatial dimensions d > 2) of static ergodic
environments with both first moment conditions just barely failing for which the annealed
invariance principle holds yet the quenched one does not.

Our second remark concerns the situation when we actually allow the conductances
to vanish over sets of times of positive Lebesgue measure. This has been addressed by
Biskup and Rodriguez [11], albeit only in d > 2, by requiring sufficiently high (namely,
4d + €) moments of the quantity

t
T, .= mf{t >0: / ds as(e) > 1}. (2.4)
0

We believe that the arguments presented here can be extended to cover the d = 1 case as
well although it is not clear what the minimal moment conditions on 7, should be. Note
that this setting includes some relevant examples; e.g., the random walk on dynamical
bond percolation (see Fig. 1).

Our third remark concerns the dual random walk, which underlies the proofs in the
rest of this paper. Leaving the introduction of this walk to Section 4, we just note that
this walk has the same diffusive constant as the main walk of concern in this paper (see
Remark 8.4 for details). It would be of interest to see if a closer — ideally, path-wise
coupling — relation between these processes could be established. Related to this is the
fact that the current proof relies also quite heavily on the assumption that the jumps are
only between the nearest neighbors.

Our final remark concerns the fact that the random walk is of variable speed. Here
we note that, unlike the case of static environments, in dynamical environments different
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ways to assign speed — i.e., normalize the generator — cannot be related by a time
change of the underlying process. At this point, all the existing studies of invariance
principles in these cases (namely, the aforementioned references [2, 11]) are restricted
to the variable speed case. It is thus of interest to see whether the present approach can
be extended to include other versions, most notably discrete-time, as well.

The remainder of this note is organized as follows. In Section 3 we present the
standard homogenization argument that gives the convergence in Theorem 1.2 subject
to two technical claims: existence and sublinearity of the corrector. The main novel
contribution of the paper is explained in Sections 4-5 where we introduce an auxiliary
random walk that drives various computation in the rest of the argument. The proof
of the technical claims is relegated to Sections 6-8. Theorems 2.1-2.2 are proved in
Section 9.

3 Homogenization argument

We are now ready to start discussing the proof of our main results. The argument
for convergence builds on well-known techniques from homogenization theory (see
Kumagai [15] and Biskup [8] for recent overviews) which we will explain next. It is
the proof of the key technical ingredients — namely, the existence and sublinearity of
the corrector — that requires a model-specific, and quite non-standard, approach. An
informed, or otherwise impatient, reader may consider skipping directly to Section 4
where the main ideas of this work are laid out in detail.
We will henceforth abbreviate

bi(z) := ar(z,x + 1) (3.1)
and note that (1.3) becomes
bs(y) O Tt = bs-‘rt(y + 1‘), Sat € Ra T,y € Z. (32)

The first point to note is that the structure of the underlying Markov chain gives us the
standard “point of view of the particle:”

Lemma 3.1 (Point of view of the particle). Suppose Assumption 1.1 holds. Given a
sample a := {b;(x): t € R,z € Z} from P, let {X,: t > 0} be a sample from P?. Then
t — T.x,(a) is a Markov process on ) with invariant distribution P. Moreover, the
process is ergodic in the sense that, for any f € L'(PP),

1 T
T, rem B (33

for P-a.e.a € 2 and PP-a.e. {X;: t > 0}.
Proof. This is standard; see, e.g., Biskup and Rodriguez [11, Lemma 4.8]. O

Next we introduce the corrector method which relies on the concept of the parabolic
coordinates. These can be thought of as a time-dependent random embedding of Z
into R that turns the random walk into a martingale; see Fig. 2. Note that, in static
environments, the corresponding object solves a Laplace equation for the generator
of the Markov chain and can thus be called a harmonic coordinate. In dynamical
environments, the Laplace equation is replaced by a parabolic problem; namely, the
(reversed-time) heat equation.

Recall our notation L; for the time dependent generator in (1.1). The existence and
relevant properties of the parabolic coordinates are then the content of:
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Theorem 3.2 (Parabolic coordinates). Under Assumption 1.1 and (1.4), for IP-a.e. sample
of the conductances there is a map v¥: R x Z — R such that the following holds:

(1) t,xz — (t,x) is a weak solution to

% (t,z) + Lip(t,2) =0, teR,z€Z, (3.4)

with the “initial” data 1)(0,0) = 0. Moreover, t — (¢, z) is continuous for each x € Z.

(2) Foreacht,s € R and each z,y € Z, the cocycle condition holds
Yt +s,x+y) —o(tz) =¢(s,y) 0 Tea (3.5)
(3) ¥(t,x) is a jointly measurable function of t and the environment with
Ey(t,x) =z, teR, z€Z, (3.6)

and
E(by(0)%(0,1)%) < oo. (3.7)

(4) Finally, the spatial gradients of 1 (t,-) are a.s. positive,

Ytz +1)—(t,x) >0, teR,z € Z (3.8)

Note that condition (3.8) ensures that under the embedding of Z using the parabolic
coordinates, the vertices do not swap their order (or, in other words, their space-time
trajectories never cross; see Fig. 2). Deferring the proof to later, we note:

Corollary 3.3. Let F; := 0(X,: 0 < s < t) and, given a sample {X;: t > 0}, let
Mt = ¢(t,Xt), t Z 0. (39)

Then {M,, F;: t > 0} is an L?-martingale with cadlag paths and the variance process

t
(M) ::/ ds ©o7sx,, (3.10)
0
where
0 := bp(0)1(0,1)% + bo(—1)1(0, —1)2. (3.11)

Proof. The continuity of ¢ — (¢, ) along with the cadlag property of ¢ — X; ensure the
cadlag property of t — M;. Recalling that X has piecewise constant paths a.s., let N ()
denote the number of jumps of X in the time interval [0, ¢]. Integrating (3.4) yields

t
M; = My + N(ds) [¢(s, Xs) — (s, Xs-)] — / ds (Lsv)(s, Xs). (3.12)
(0] 0

Since, as € | 0,

B([ M@ lvts 0 - vl x )| £) = [ ds s X +ol, @13

this shows that {M;, F;: ¢ > 0} is a local martingale. The compensator on the right-hand
side of (3.12) is of finite first variation, and so (using Helland’s [13] notation in what
follows) the quadratic variation process [M] of M,

[M], = o N(ds) [10(s, X5) — v(s, X,)], (3.14)
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Figure 2: A sample of the parabolic coordinates for the dynamical environment in
Fig. 1. The dark lines mark the “trajectories” ¢ — 1 (¢, z) of individual vertices. The
time axis runs upwards this time.

is carried entirely by the discontinuous part of M. The variance process (M) is the
compensator that makes [M] a martingale. (We use the cocycle conditions (3.5) to write
(M) using the space-time shifts.) The condition (3.7) (and the fact that © > 0) ensures
that ¢t — © o 1; x, is locally integrable and, using an elementary localization argument,
M, is thus square integrable for all £ > 0. O

As noted before, x — (¢, ) can be thought of as a time-dependent, random embed-
ding of the lattice Z into R that makes the random walk a martingale. The deformation
caused by the change of the embedding,

x(t z) =(t,z) —x (3.15)

is the aforementioned corrector. A key issue to address now is how much the deformation
affects the random walk at the diffusive space-time scales. For this we need:

Theorem 3.4 (Sublinearity in diffusive boxes). Under Assumption 1.1 and (1.4)

t
max  sup M — 0, DP-as. (3.16)

TEZ teR \/’ﬁ n—00

|lz|[<vn 0<i<n

The proof of this theorem will be given in Sections 7-8. With the help of the above
theorems, we can now give:

Proof of Theorem 1.2 from Theorems 3.2-3.4. The following argument is standard; we
include it merely for completeness of the exposition. Consider the martingale M from
(3.9) and let (M), be its variance process. Lemma 3.1 ensures that, for IP-a.e. sample of
the environment and P%-a.e. path of the Markov chain,

2 ._ _ 2
¥<M>t 0= EO = 2E(b0(0)¢(0, 1) ) (3.17)
Next recall that N (t) denotes the number of jumps of X in time interval [0, ] and consider
the truncated quadratic variation process (using again the notation of Helland [13,
formula (4.6)])

o [M](t) == o N(ds) [1(5: Xs) = 65, Xom)] > L mox)o(oxs e} (3.18)
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By the cocycle conditions (3.5), the compensator of o¢[M] is given by

t
o [M](t) = / ds ©, ;07 x, » (3.19)
0
where we set, for general r > 0,

0, := bo(0)1(0,1)% Lyjy(0,1)5ry + bo(=1)¥(0, =1)* 110, 1) [>r} - (3.20)

The Dominated Convergence ensures that E©, — 0 as r — oo. By Lemma 3.1 and the
downward monotonicity of 7 — ©,., for P-a.e. sample a of the conductances and P-a.e.
sample of X we thus get

1~6

Formulas (3.17) and (3.21) establish the conditions of the Martingale Functional CLT
from Helland [13, Theorem 5.1(a)] and so, for each T' > 0, the law of

m._ 1
M, == — M,;, t>0, 3.22
t \/ﬁ t = ( )
on D[0, T] tends weakly, as n — oo, to that of a Brownian motion {B;: ¢t > 0} with EB; =0
and E(B?) = o?t. Clearly, 02 € (0,00) by (3.7) and (3.8).
In order to prove the corresponding statement for the paths of the Markov chain
itself, it suffices to show

0
sup | X — M™% 0, P-as. (3.23)
t<T n—oo

By Theorem 3.4, for each € > 0 there is a (random) K with P(K < co) = 1 such that
Ix(t,2)] < K+e(Vt +1z]), t>0,2€Z. (3.24)

For € < 1, the triangle inequality converts this to the pointwise estimate

K €

xM™ - M™M)< b+ |M™)). 3.25
X0 = M) < e T (Vi ) (3.25)
Assuming ¢ < 1/2 this gives
sup | X" — M{™| < 2= + 2eVT + 2esup [M,"]. (3.26)
t<T vn t<T
The weak convergence of M (") to Brownian motion ensures that {sup, MM > 1)
is tight. Taking n — oo followed by ¢ | 0 then yields (3.23), as desired. O

4 Dual random walk

The proof of our main result has so far been reduced to Theorems 3.2-3.4 whose proofs
constitute the main technical contribution of this paper. In prior work (namely, [12]) the
corresponding results were proved with the help of elliptic-regularity techniques that
require the moment conditions (1.6). As we only wish to assume (1.4), we will proceed
by methods that are tailored to the underlying one-dimensional, and nearest-neighbor,
nature of the problem.

To explain the main idea, and also indicate how our approach has been discovered,
let us consider the construction of the parabolic coordinates. Our aim is to find ) that
solves (3.4). For this we note that the spatial gradients of this object,

gt,x) ==tz +1) — Pt x) 4.1)
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obey
Dyt = Lholta), teR e, (4.2)
where
LIf(x) =bi(x+1)f(x+1)+by(x—1)f(z—1) — 2bs () f (). (4.3)

Our principal observation, and the reason for using the adjoint-operator notation, is
that £ is the adjoint in ¢*(Z) of

Lif(x) :=b(x)[f(z+1)+ flx—1) —2f(x)], (4.4)

which is the generator of the (variable-speed) simple symmetric random walk Y with
jump rate 2b;(x) at « at time ¢. The minus sign on the left-hand side of (4.2) directs us to
run this random walk backwards relative to our current labeling of time; (4.2) is then
recognized to be the Kolmogorov Forward Equation associated with Y.

Motivated by these developments, we will now attempt to cast other properties of
the corrector in terms of the random walk Y. First we recall the requirement that the
gradients of ¢ be stationary under the space-time shifts. Hence we expect that

gt,x) =poTy, tER,zeZ, (4.5)

for some measurable function ¢ of the conductances only. Assuming ¢ € L!(P), our next
observation is that (4.2) is equivalent to the statement that the measure

Q(da) := p(a)P(da) (4.6)

is stationary for the evolution ¢ — 7_; y,(a) of a = {b:(z): t € R, x € Z} on Q induced by
the random walk Y. This actually suggests how we may construct ¢ in the first place:
First extract a stationary distribution Q of the environments using the usual averaging
procedure and, assuming we can somehow prove that Q < PP, simply define ¢ as the
Radon-Nikodym derivative f%g.

We note that, once constructed, ¢ is automatically non-negative; a simple argument
based on stationarity gives ¢ > 0 P-a.s. This implies equivalence of @ with IP (which
is what one needs to convert a.s. statements under @ to those under IP) as well as the
“trajectory non-crossing” condition (3.8). The next item to show is that k¢ = 1, because
that gives sublinearity of the corrector in the spatial direction. This will turn out to be
a by-product of the construction of ¢. The remaining point to prove that the corrector
is o(y/n) at times of order n which, as it turns out, will follow from the Central Limit
Theorem obeyed by Y.

In order to implement the above strategy, a number of technical hurdles have to be
overcome. The first of these is the very existence of the random walk Y which requires
care due to the dependence of the jump-rates on the (possibly highly irregular) field of
the conductances. Then comes the construction of the invariant measure Q, and the
Radon-Nikodym term ¢, which will be performed in Section 5. The proof of Theorem 3.2
comes in Section 6.

Let us start with the construction of the dual random walk Y. Proceeding along the
lines standard in the theory of continuous-time Markov chains (see, e.g., Liggett [16]),
we will first define the transition function of Y as the minimal positive solution to the
Kolmogorov Backward Equations and then, while proving non-explosivity, construct the
actual chain as well. Throughout we will regard the conductance configuration as fixed
and subject only to the explicitly stated (deterministic) requirements.

We start by defining a family of non-negative kernels K, (¢, z; s, y) indexed by integers
n > 0 and depending on reals —oco < t < s < co and vertices z,y € Z, inductively via the
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iteration scheme
Knt1(s,z;t,y) i= e~ i du2bu(@g,

+/ dr e~ [7 du 2bu(@) b (x) Z Kn(r,z + z;t,y), 4.7)
t z==%1

where we set Ko(s, z;¢,y) := 0. Notice that, compared to the usual notation for transition
kernels, the evolution runs backwards in time.

Lemma 4.1. Suppose that t — b;(z) is locally Lebesgue integrable for all x € Z. Then
forallt < s and all x,y € Z, the (Lebesgue) integrals on the right-hand side of (4.7)
converge and n — K, (s, z;t,y) is non-decreasing and taking values in [0, 1]. In particular,
K(s,z;t,y) := lim K,(s,z;t,y) (4.8)
n—oo
exists in [0,1]. Moreover, for any t and y fixed, s,x — K(s,z;t,y) is a non-negative
solution to the Kolmogorov Backward Equation

gK(s,x;t,y) = LK(s,t,y)(x), s<t,ye, (4.9)
S

where L acts on the first spatial variable on the right-hand side and the s-derivative is
in the Lebesgue sense. The kernel K is sub-stochastic in the sense that, for all s > t and
allz € 7,
> K(s,zsty) < 1. (4.10)
YEZ

Finally, K transforms canonically under the space-time shifts; namely,
K(s,z;t,y) o Ty, = K(s +u,x + z;t +u,y + 2) (4.11)

holds forall s > t, allu € R and all z,y, z € Z.

Proof. As is readily checked by induction, we have K,, > 0 with n — K,, is non-decreasing
and, thanks to the integrability of ¢ — b;(x), also EyeZ Kn(s,z;t,y) < 1. The limit in (4.8)
thus exists and obeys (4.10). Passing the limit inside the integral in (4.7) using the
Monotone Convergence Theorem and some elementary differentiation proves that K
solves the integral version of (4.9). As is checked by induction from (4.7) and (3.2),
equation (4.11) holds for K,;; the limit (4.8) then extends it to K as well. O

A standard question arising in the above context is whether equality holds in (4.10).
As usual, this will be resolved by interpreting K,, as the transition probability for a
Markov chain restricted to make at most n steps; equality in (4.10) is then equivalent to
non-explosivity of this chain in finite time. We need the following ingredients:

(1) Z := the discrete-time simple symmetric random walk on Z, and
(2) N := an independent rate-1 Poisson point process.

Let P* denote the joint law of these objects such that P*(Z, = z) = 1. Aiming to define
the desired Markov chain as a suitable time-change of the constant-speed continuous-
time simple random walk ¢ — Zx;), we first need to prove:

Lemma 4.2 (Non-explosion). Suppose that ¢t — b_,(x) is Borel-measurable and locally
Lebesgue integrable on (0, 00) for all x € Z and, in addition, that (as a function of t)

o0
b_(xz) >0 for Lebesgue a.e.t >0 and / dt b_,(z) =0, x€Z. (4.12)
0
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Then for all x € 7, and P”-a.e. realization of the processes Z and N as above, there is a
unique continuous A : [0,00) — [0, 00) satisfying

t
A(t) :/ ds 2bfs(ZN(A(S)))v t>0. (4.13)
0

Moreover, we have P*(A(t) < oo) =1 for each t > 0 and each z € Z. In particular,
Yi = Znaw) (4.14)
is well defined for allt > 0 P®-a.s. and obeys

K(0,z;—t,y) = P* (Y, =y), z,y€Z,t>0. (4.15)

Proof. The starting point is to solve (4.13) for A. We will do this by constructing its
inverse, to be denoted by W. Let 75 := 0 < 7y < 7 < ... mark the arrival times of the
Poisson process N. On [7,,, T,,+1) we have N(-) = n and so we may define W inductively
by setting W (0) = W(7p) := 0 and

W(t)
/ ds 2b_s(Z,) =t — 1, tE [Th,Tnt1] (4.16)
W(T'n)

for all n > 0. Here the second condition in (4.12) forces that W (¢) < oo for all ¢ > 0 while
the integrability and positivity of ¢t — b_,(x) assumed in (4.12) ensure that ¢t — W(¢) is
uniquely defined, strictly increasing, continuous on [0, o).

Next let W (oo) := sup;~, W (t) and define the inverse of W by

A(t) :=sup{r > 0: W(r) <t}, 0<t<W(c0). (4.17)

Set t,, := W(r,) and note that N(A(s)) = n for A(s) € [r,, Th+1) Which is equivalent to
8 € [tn,tn+1). Using this in (4.16) (and invoking the continuity of A) shows

t
/ ds 2o (Znaiey) = Alt) — Tus 1€ [tntusal. (4.18)
t

‘n

As ty = 0, this yields (4.13) for all ¢ < W (o) by elementary summation.
From (4.7) we now inductively check that, for all ¢t > 0,

Kn(0,z; —t,y) = PI(}Q =y, N(A(t)) < n), n > 0. (4.19)

To get (4.15) we have to show that Y is non-explosive meaning P*(N(A(t)) < c0) =1
for each ¢ > 0. By (4.17) this boils down to proving W (oo) = co P*-a.s. Noting that Z is
recurrent, there is P*-a.s. an infinite sequence ng = 0 < n; < ny < ... enumerating the
times with Z,,, = 2. Then Zya(s)) = « for s € [t ,tn, +1) and so, by (4.18),

W (o0) tnj+1
/ ds 2b_s(56) Z Z/ ds 2b—S(ZN(A(s))) = Z(Tnk+1 — Twzk)- (420)
k

0 k>0 tn k>0

The sum on the right diverges P”-a.s. because {7,,, +1—7n, : k > 0} are i.i.d. exponential(1)
independent of Z. The local integrability of s — b_,(z) then forces W(c0) = co P*-a.s.,
as desired. 0

As a consequence we now readily get:
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Corollary 4.3. Under the assumptions of Lemma 4.2, for each each © € Z and each
s€R,t,y— K(s,x;—t,y) is a strong solution to the Kolmogorov Forward Equation

- %K(S,LL’;LZ}) = E;LK(S,LL';L )(y)7 (421)

forallt <sandally € Z.

Proof. By a simple translation of the environment (which preserves the conditions of
Lemma 4.2) it suffices to prove this for s := 0. In this case we have the representation
(4.19). Decomposing according to the last step of the walk Y we then get

Kint1(0,@; —t,y) = P* (Y, =y, N(A(t)) =0) + P*(YV; =y, 0 < N(A(t)) <n+1)

0
—e Jldu Qb“(y)éz,y + / dre™ /7 du2buv) Z br(y + 2)Kn (0, 257,y + 2). (4.22)
—t z==*1

Taking n — oo and using (4.8) along with the Monotone Convergence Theorem we get
that K satisfies the integral from of (4.21). O

Note that the proof also yields

— %Knﬂ(s,x;t, y) = LK (s,2;t,)(y), n >0, (4.23)

which will come handy later.

5 Invariant measure for dual random walk

Moving along the strategy outlined at the beginning of Section 4, we will now construct
an invariant distribution Q for the Markov chain ¢ — 7_; y,(a) on random environments
and thus prove Theorem 3.2. Throughout we consider Assumption 1.1 and the moment
conditions (1.4) as granted. We leave it to the reader to check that this ensures the
condition (4.12) for a.e. sample of the conductances.

A standard way to extract an invariant distribution is to average the indicator of
an event A over a finite-stretch of the Markov chain path initiated from the a priori
measure, and then take a weak subsequential limit. For such an averaged measure,
Tonelli’s Theorem, the shift-invariance of IP and (4.11) yield

Qr(A): = ;/OT dt E(E2(1A or_m))

1 T
_ T/o dtE(ZlAOT,t’yK(O,O;—t,yD (5.1)

YEZ

— E(lA;/T dt Y K(t7y;070)>.

0 YyEZ

Writing @7 for the expression following 14 in (5.1) gives Qr(da) := @1 (a)P(da). Assum-
ing we can prove tightness, every subsequential weak limit of measures Q; as T — oo
will then be invariant for the induced chain ¢t — 7_; v, (a).

We will use the above derivation only as motivation; for our purposes, it will be more
convenient to work with T" averaged over an exponential distribution. We thus define
our approximate Radon-Nikodym term by

De 1= € / dte Z K(t,y;0,0). (5.2)
Jo

YyeZ
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A similar calculation as in (5.1) shows, with the help of (4.11), that
E(pe) =1, €>0, (5.3)

and, in particular, ¢, < co a.s. The main technical problem is to control the “mass” of ¢,
in the limit as € | 0. This will be done via:

Proposition 5.1 (Weighted L?-estimate). For each € > 0, we have
bo(0)p? € L*(P) (5.4)

and, in fact,
E(by(0)¢?) < E(bo(0)). (5.5)

Before we embark on a formal proof, let us note that a similar kind of weighted-L2
estimate appears in most corrector-based approaches to the random conductance model.
Disregarding various convergence issues, it is a consequence of the following argument:
Introduce the quantity

oo
X@:/ dt &= (b (0)gc 0 70— bi(~Dpe 071 ). (5.6)
0
Then ¢, — 1 is the spatial gradient of .,

Xe ©T0,1 — Xe = @e — L. (5.7)

Moreover, writing L for the operator L, lifted to the space of environments,

Lf :=bo(0)[foTo1— f] +bo(=1)[f o701~ f], (5.8)
and denoting by
V= bo(O) - bo(—l) (59)
the local drift at the space-time origin, x. satisfies the “massive” corrector equation
0
&Xs O Tt = (6 - L)Xs O Tt — Vo Tt,x - (5.10)

These two facts give x. the meaning of an approximate, stationary corrector. Multiplying
(5.10) at t = 0 and =z = 0 by ., taking expectation, using that

LXG+V:bt(o)gpeOTt,Ofbt(*l)QOeOTt,—l (511)
along with the fact that ]E% X% o070 = 0 thanks to stationarity of P produces the standard
identity

eB(x2) + E(bo(0)¢?) = E(bo(0)epe), (5.12)

which, being a direct consequence of the PDE (5.10), can be thought of as a statement
of elliptic regularity. From (5.12) we get (5.5) by dropping the first term on the left and
applying the Cauchy-Schwarz inequality on the right-hand side.

Of course, the main issue with this formal calculation is that, at this point, we have
no a priori information on the integrability of (and even convergence of the integral
defining) x.. We will therefore need to introduce an additional truncation and work with
averaging over space and time instead of the random environment.

Recall our notation K,, for the kernels defined in (4.7). We start by introducing a
truncated version of ¢, via

Pen 1= e/ dte ¢ Z K.(t,y;0,0), n>0. (5.13)
0

YEZ
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Since n — K,, is (pointwise) non-decreasing and tending to K, we have
Yen < e andso Ep., <1, n>0, (5.14)

with ¢, T ¢ as n — oo thanks to the Monotone Convergence Theorem. The key reason
for introducing the truncated objects is that they are pointwise bounded: Since the
random walk Y makes only nearest-neighbor jumps and the kernel K,, involves only
trajectories with at most n jumps, the sum in (5.13) is effectively reduced to |y| < n.
From K,, <1 we then have

Pen <2n+1, n=>0. (5.15)

Next we introduce the truncated version of (5.6),
Xem = / dte™ (bt(O)ﬁpe,n o070 — bi(—1)pen o0 Tt,—l)- (5.16)
0

Here the integral converges absolutely since ¢ — ¢, ., o 7 o is continuous, ¢ — b;(x) is
locally integrable and (5.15) thus gives

Xenl < Cnr 1) [ dt e br(0) + bi(-1)] (5.17)
0

By the first condition in (1.4) the integral has finite expectation under P; Tonelli’'s
Theorem then implies that the integral is finite P-a.s. We now claim a finite-n version
of (5.7):

Lemma 5.2. Foralle >0 and alln > 0,
Xe,n ©70,1 — Xeyn = Pen+1 — 1. (518)

Proof. The shift-covariance of the K,, kernel implies, for any ¢ > 0, that
o0
Pen ©To = eeﬁf/ du e ) " Ky (u,y;t,0). (5.19)
t YEL
The Kolmogorov Forward Equation (4.23) then yields

0
PpPent1 0T = €(Pent10T0—1) — LT penoTip, (5.20)

where the derivative on the left is in the Lebesgue sense and LV is the operator £;" lifted
to the space of environments;

LT fi=bo(1)f oro1+bo(—1)f o791 — 2bo(0)f. (5.21)

The definition (5.16) now shows
oo
Xe,n ©T0,1 — Xeyn = / dteiet‘chQDe,n O Tt,0
0

> —€ —€ 9
= / dt [e te(cpsm_H —1l)omno—e ta(p€7n+1 o Ty (5.22)
0

< 9
= —/ de¢ En [e_et(¢67n+1 -1)o Tt,O} = Pen+1 — 1,
0 t

where we also used that ¢t — (e n+1 — 1) 0 710 is bounded. O

In light of (5.18), for the integrand in (5.16) we now get
bt(o)‘pe,n—&-l O Ttax — bt(_l)we,n—&-l OTtax—1 = (LXe,n + V) O Ttx (5.23)

where L and V are as in (5.8) and (5.9). Using this we readily check:
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Lemma 5.3 (Corrector equation). For each x € Z and eachn > 0, t = X¢pn © Ty5 IS
continuous and Lebesgue differentiable with

0
&Xe,n+l OTt,x = €Xen+1 0 Ttz — (LXe,n + V) O Tta- (5.24)

Proof. It suffices to prove the claim for z = 0. Pick ¢t € R. Invoking (5.23) in (5.16), an
elementary change of variables yields

Xend1 © Te0 = eet/ ds e **(Lxen + V) 07 p0. (5.25)
¢

The claim follows by differentiation with respect to ¢t at t = 0. O

The stationarity of P and the first condition in (1.4) imply

1
t— / ds bs(x) o 1o grows sublinearly in ¢, IP-a.s. (5.26)
0

The bound (5.17) then shows that ¢ — X, © 7,0 has sublinear growth as well. Equipped
with these observations, we are ready to give:

Proof of Proposition 5.1. The proof runs parallel to the argument leading up to (5.12)
except that we average of space-time rather than the environment. We continue writing
Lx.n +V as it is concise, but the reader should replace this by the left-hand side of
(5.23) whenever convenient.

The starting point is to multiply (5.24) by X.n+1 © 7¢,0 and integrate over ¢ € [0, r], for
some r > 0. Relabeling n + 1 for n, this yields

T T
xf,n 0 Tpo — x?,n = 26/ d¢ XE,H 0T — 2/ dt [Xen(LXen—1+ V)] 0 Te0. (5.27)
0 0

The integrals are finite P-a.s. by to the fact that ¢ — x.., 0 7+ is continuous and ¢ — b;(x)
is locally integrable P-a.s. Next we multiply both sides by e "/ and integrate over
r > 0. The resulting integrals converge absolutely thanks to the P-a.s. sublinear growth
of t — Xen ©Tt,0. Neglecting the contribution of the second term on the left of (5.27) and
combining that of the first term with the corresponding term on the right-hand side then
shows

o0
(2¢eR — 1)/ dt e /% X2 © Tt
0

—2R / dt e " [Xem(Lxen1+ V)] 070 <0. (5.28)
0

For 2R > 1/e (to be assumed next) we can drop the first term. Summing the resulting
inequality over its translates by = € {0, ..., R}, the identity (5.23) along with Lemma 5.2
and integration by parts show

R—-1 00
Z / dt e /R [(Pent1 — 1)bo(0)pen] 0 Tew < fROTo,R — fRO T0,-1, (5.29)
=0 0

where fr is a “boundary term” given explicitly by

o0
fa = / dt e /" [xenbo(0)pen] © - (5.30)
0
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Since we are aiming to control the right-hand side of (5.29) in IP-probability, it suffices to
focus on the R — oo behavior of fr alone. By (5.15) and (5.17), this quantity is bounded
in absolute value by (2n + 1)? times hr(0) + hr(1) where

hr(z) ::/ dt e_t/Rbt(O)(/ du e~ bu(x)) oTro. (5.31)
0 0

In light of (5.26), the part of the integrand in the large parentheses grows sublinearly in ¢
a.s. Plugging that in, bounding te ~*/# by a constant times Re*/(2%) and noting that, by,
say, the L'-part of the Pointwise Ergodic Theorem, the integral of ¢ — e =%/ (2%)p,(0) over
all ¢ > 0 is at most order-R in probability, we get that hr and thus also (5.29) are O(RQ)
in probability. From ¢, ,, < ¢¢ n4+1 We then get

R—1 .00
Z/ dt e t/E [bO(O)apan] O Ttg
z=0 "0

R-1 ,o0
< o(R?) + Z / dt e "% [by(0)pe,n] © Tt - (5.32)
=0 0

The Cauchy-Schwarz inequality bounds the square of the second term on the right by

the left-hand side times
R—1 .00
Z/ dt e /b, (). (5.33)
z=0 70

By the Pointwise Spatial Ergodic Theorem (and our assumptions on IP), this quantity is
asymptotic to R?IE(by(0)) as R — oo and so

R-1 L0
> / dt e 7 [bo(0)2,,] © 7.0 < R2E(bo(0)) + o( R?) (5.34)
=0 0

with o(R?)/R? — 0 in probability as R — oo. One more use of the Pointwise Spatial
Ergodic Theorem on the left-hand side (which, thanks to the Monotone Convergence The-
orem, applies to non-negative random variables even without any moment assumptions)
then yields

E[bo(0)¢?,.] < E[bo(0)]. (5.35)
The claim now follows from ¢, ,, T ¢ and the Monotone Convergence Theorem. O

Remark 5.4. Once we have (5.35), the Cauchy-Schwarz inequality along with the first
condition in (1.4) show that also x. € L?(P). The argument leading up to (5.12) can then
be applied thus proving the identity (5.12) directly.

With the weighted-L2 estimate in hand, we can move to the construction of the
Radon-Nikodym term ¢. Instead of working with invariant measures, we proceed by
(equivalent) functional-analytic arguments. Consider the linear functional

¢e(f) ==E(pcf), feL>*P), (5.36)
and note that it is positive and normalized in the sense that
de(f) < de(g) if f<g and ¢ (1) =1 (5.37)

Writing L°(IP) for the set of equivalence classes of measurable functions of the environ-
ment, the main outcome of the present section is now:
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Theorem 5.5. For each ¢ > 0, the linear functional ¢. extends to a continuous linear
functional on
M= {f € L°(P): E(bo(0) "' f?) < oo} (5.38)

with norm bounded by [IE(by(0))]'/? regardless of ¢ > 0. In particular, weak sequential
limits of ¢. as € | 0 exist and take the form f + E(¢f) for some ¢ € L°(PP) satisfying

©>0, E(p)=1 and E(by(0)¢?) < E(by(0)). (5.39)
In addition, for each t > 0 we have

p= ZQDOTt’m K(t,z;0,0), P-a.s. (5.40)
TEZ

In particular, ¢ admits a version such that
Ple>0)=1 (5.41)

and that, on a set of full P-measure, t — ¢ o 1, ,, is continuous and weakly differentiable
with

0
PO Tee +LTpor, =0, teR, z€Z, (5.42)

where L7 is the operator in (5.21). The measure Q) defined from ¢ via (4.6) is stationary
and ergodic for the induced Markov chain t — T_, v, (a).

Proof. Let H* denote the space of continuous linear functionals on H. Pick f € L*>°(P)
The Cauchy-Schwarz inequality along with (5.5) yield

6c(f) = E(ocf) < [E(bo(0) "1 )] * [E(bo(0)2)]
< [B(bo(0) 71 £2)] " [E(bo(0))]*.

It follows that ¢, extends continuously to H with the norm bounded by [E(by(0))]'/2. As
bounded sequences in H* are weakly compact, sequential limits of ¢, as € | 0 exist and, by
the Riesz lemma, take the form f +— E(bo(0)~1hf) for some h € H. Writing ¢ := by(0)~*h
we get the second inequality in (5.39); the equality in (5.39) and non-negativity of ¢
follow from (5.37) and the fact that 1 € H.

Next we observe that, for any ¢ > 0, splitting the integral in (5.2) to an integral
over [0,t) and the other over [t,o0), the Chapman-Kolmogorov equations for K along with
(4.11) yield

(5.43)

t
Ve = e/ ds e > K(z,50,00 +e ") ¢ om.K(z,10,0). (5.44)
0 zEZ TE€Z

The calculation (5.1) shows that the L!(IP)-norm of the first term is 1 — e ~“* which tends
to zero as € | 0. Integrating (5.44) against f € L°°(IP), moving the shift away from ¢,
taking € | 0 along the sequence where ¢. converges and moving the shift back to ¢
proves (5.40) with the null set possibly depending on ¢.
Now define -
7= / dt e~ ( 3 pomn. Kt 0,0)). (5.45)
0 TEZ

By (5.40) and Tonelli’s Theorem, ¢ = ¢ PP-a.s. and so ¥ is a version of . As is checked
with the help of (5.13) and a change of variables, ¢t — @ o 7y , continuousint € R on a
set of full IP-measure. Plugging (5.40) for ¢ on the right-hand side of (5.45) and invoking
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the Chapman-Kolmogorov equations for K shows that (5.40) extends to » and so we can
henceforth regard ¢ to be this version.

The differential equation (5.42) now follows from the Kolmogorov Forward Equation
(4.21) while (5.41) holds because (5.40) implies

{@ZO}Q{@OTt,xZO:l‘GZ,tGR} (5.46)

due to strict positivity of K(¢, -;0, ) for ¢t > 0 and (5.40) again. The event on the right is
invariant under space-time shifts and so, by ergodicity of IP, it has probability zero or
one. The case of full measure is ruled out by E(p) = 1.

The invariance of Q for the random walk ¢ — 7_;y,(a) on  is a consequence of
(5.40). To prove ergodicity, we adapt an argument of Andres [1, Proposition 2.1]. Let A
be a measurable set of environments such that for Q-a.e. a« € A and each ¢t > 0 we
have 7_;y,(a) € A for P%-a.e. sample of Y. This implies

0= EQ(lAclA) = EQEO(lAclA OT,tyyt)

= ZE<§01A01A OT—t,mK(O,O;—t,x)) ) (5.47)
TEZ

But ¢ > 0 and, for t > 0, also K(0,0; —¢,z) > 0 P-a.s. and so we get 1414 07_¢, = 0or,
equivalently, 1407_; , <14 P-a.s. for each ¢ > 0 and each z € Z. Swapping the roles of A
and A° thengives 14 = 1407_4, P-a.s. for each t > 0 and each = € Z. By shift-ergodicity
of P, we have P(A) € {0,1}. Since Q is equivalent to P, the same applies to Q(4). O

6 Parabolic coordinates

Having established the necessary facts pertaining to the dual random walk Y we now
move to the construction of the parabolic coordinates. This proves the first of the
two technical theorems underpinning the main convergence result. We then also pre-
pare the ground for proving the second technical claim by developing an alternative
representation for the corrector.

Let ¢ be a quantity constructed in Theorem 5.5; we assume that ¢ is the version that
satisfies (5.42) for all ¢t and x on a set of full IP-measure. Set

t
x(t,0) := —/ ds (bS(O)go oTs0 —bs(—1)po Ts,_l) , t>0, (6.1)
0

where the integral converges absolutely IP-a.s. by Tonelli’s Theorem and the fact that
bo(0)p € L'(P) as implied by by(0)¢? € L'(P) and the second condition in (1.4). The
quantity x(¢,0) will serve as the corrector in time ¢; compare with its precursor in
(5.6). Remembering that ¢ should correspond to the spatial gradients of the parabolic
coordinate, the cocycle conditions (3.5) dictate that we define

r—1

G(t,x) = potor+x(t,0) 0T, «>0,1>0. (6.2)
k=0

The quantities in (6.1), resp., (6.2) are defined analogously for negative ¢, resp., x, by
swapping the limits of the integral/sum while changing the overall sign of the expression.
With this definition in hand, we are ready to give:

Proof of Theorem 3.2. A similar calculation to that in the proof of Lemma 5.2 shows,
with the help of the PDE (5.42) obeyed by ¢, that

X(t7 O) O T0,z+1 — X(f, 0) OTta =POTta —POTO,x- (63)
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This readily implies
Y,z +1) =Y, z) =poT, (6.4)
and proves the cocycle condition (3.5). The PDE (3.4) obeyed by % is then a direct

consequence of the definition (6.1). The identities (3.6-3.7) follow from (5.39) while (3.8)
is a rewrite of (5.41). O

Although the formula (6.1) serves well for the construction of the parabolic coordinate,
it appears less amenable for the purposes of proving Theorem 3.4. There we will use a
different representation which we will prove next:

Proposition 6.1. Foreacht > 0,
X(ta O) = Z Z 90 o Tt,z K(ta &€, Oa y) - Z Z 90 S Tt@ K(tv X, Oa y) ) (65)
z<0y>0 x>0y<0
where each of the double sums converges to a finite number P-a.s.

For the proof of a.s. convergence we first show:

Lemma 6.2. There is a constant ¢ > 0 such that eacht > 0,

E(@ZK(0,0; —t,z)|z\) < eVt (6.6)

2EZL

Proof. Using the stationary distribution on environments, Q(da) := ¢(a)P(da), the
quantity in question is recognized as the left-hand side of

EQE°(|Yi) < [EoE’(v?)]'"”. (6.7)
Since t — Y; is a martingale with associated variance process
(V) = / ds 2b_4(Y;) = / ds 2b9(0) o T_s.y, , (6.8)
0 0
from stationarity of Q under ¢ — 7_; v, (a) we readily get
EQE°(Y?) = EQE°((Y):) = 2tEq(bo(0)) = 2tE(by(0)p). (6.9)
As noted above, the last expectation is finite by (5.5). O

Proof of Proposition 6.1. Fix t > 0. A shift of the environment and a change of variables
show that the expectation under P of the sum of the two terms in (6.5) equals the
expectation in (6.6). Since ¢ > 0 P-a.s., the sums in (6.5) converge to a finite number
IP-a.s. Denoting, with some abuse of our earlier notation, by x,(¢) the quantity in (6.5)
with the sums over x and y additionally restricted to values in [—n,n], we in particular
have x,,(t) = x(¢,0) as n — oo a.s. by the Dominated Convergence Theorem.
We will now calculate the t-derivative of y,(t). Fix y € Z and let us temporarily
abbreviate
Y = @OoTy, by :=0b(zr) and K, :=K(t z;0,y). (6.10)

Then (5.42) reads as

0
aﬁo O Tt = —brt1Pu41 — bp—10z—1 + 2b,0, (6.11)

while the Backward Kolmogorov Equation (4.9) becomes

%K(t,m; 0,9) = by [Kypq1 + Ko1 — 2K,]. (6.12)
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The product rule for the derivative then shows

0
g (¢ o 7t K(t, 2;0,9))

= (bx@wa-f—l - bw—l@w—le) + (bx@xKa:—l - bac—&-l‘?a:-&-le)- (6.13)
Using the standard telescoping argument, we have

-1

Z (brmeaH»l - bzflgoxfle) - b*lﬁpflKO - b,n,1§0,n,1K,n7

r=—"n

. (6.14)
Z (bepeKz—1 — bog10241Kz) = b_np_nK_n_1—bopoK_1.
w=—n
Similarly we obtain
D (bepa K1 = be-192-1Kz) = buonKni1 — b1 1Ko,
w0 (6.15)
> (batpr Koot = ber10s11Ka) = bopoK 1 = bpy10n 11K,
2=0

We will now return to the full notation while still abbreviating (by);, 1= bi(x)p o Ty 4.
Summing (6.14-6.15) over y in the respective range of values (still confined to [—n,n])
and then subtracting the sums in (6.15) from those in (6.14) yields

0 _
—xXn(t) = (bp)t,—1 P°(|Yy| < n) om0 — ()0 P (|Ye] <) omip

ot
— (0, PTMO< Y, <n)omg+ (bp) o PTHO< Y, <n)orm, (6:16)
— (0©)i.m P”+1(—n <Y, <0)or+ (b)tnt1 P*(—n <Y < 0) o Tpp.

Here the first term on the right of (6.16) arose by combining the contributions from the
terms by, K_1 in (6.14-6.15). Similarly, the second term combines the contributions
from the term b_;¢_1 K. The remaining terms in (6.16) collect the contributions of the
terms b_p_19_pn_1K_p, b_no_nK_p_1, bppn K41 and b, 119,411 K, respectively.

The first two terms on the right of (6.16) dominate the expression in the limit n — oo.
Indeed, integrating over a compact interval of ¢ and taking expectation with respect to PP,
the remaining four terms on the right of (6.16) converge to zero in L' (P) as n — co. The
term P*(]Y;| < n) in turn increases to one as n — oo for both = 0, —1. The Monotone
Convergence Theorem gives

t
r.h.s. of (6.5) = / ds (bs(—l)(p oTs -1 —bs(0)po 7-5,0), P-a.s. (6.17)
0

The quantity on the right is x(¢,0), as desired. O

Remark 6.3. The reader may wonder at this point how we arrived at the above alterna-
tive expression for x(¢,0) in the first place. This was done as follows. We know that the
spatial gradients of the corrector are given by ¢ — 1. Setting

- poTy, —1
1= — — 6.18
* x>0 (1+ )=t ( :

where the sum converges because = — ¢ o 7y, has a sublinear growth, we then get

Xe©To,1 — Xe =@ — 1 — €Xe. (6.19)
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This indicates that X. o 7y, is an approximate (stationary) corrector at space time
position (¢,2). We should thus be able to approximate x(t,0) by the quantity

POTox —POTtx
(14 €)=+t

Xe ©Te0 — Xe = (6.20)

x>0

Using (5.40) for the term ¢ o 79, and invoking (4.11) along with the fact that y —
K(t,x;0,y) is a probability mass function, this is recast as

N _ K(t,z;0,y) K(t,z;0,y)
Xe O T0t — Xe = Z YO Ty {(l—l—e)y‘*‘l {y>0} — W {z>0} | - (6.21)
T,y€Z
Noting that
Liy>0r = Lazoy = Lo<oyliy>0 — Lazop Liy<oy, (6.22)

taking, at least formally, the limit ¢ | 0 in (6.21) we then discover (6.5).

7 Corrector sublinearity

To make the proof of our main result complete, it remains to establish the everywhere
sublinearity of the corrector as stated in Theorem 3.4. We will proceed by the argument
developed in Berger and Biskup [7] for the random walk on two-dimensional supercritical
bond-percolation clusters which was later extended (Biskup [8]) to random walks in
general ergodic conductance models subject to moment conditions of the type (1.4). A
key novel ingredient, stated in Proposition 7.2, is proved in Section 8.

The starting point is sublinearity in the spatial direction:

Lemma 7.1 (Sublinearity in space). For IP-a.e. sample of the environment,

IX(0,n)]

lim ———=
n—+oo n

=0, P-as. (7.1)

Proof. We follow the proof of [8, Lemma 4.8]. Fixn € IN and ¢ > 0. The cocycle conditions
give

n—1
X(0,n) = " x(0,1) o 7o (7.2)
k=0
and
X(O’n) © Tt,O = X(O,?’l) + X(Oat) o TO,n - X(O7t) (73)

Since x(0,1) = ¢ — 1, the equality in (5.39) shows
x(0,1) € L*(P) and TEx(0,1) =0. (7.4)

Birkhoff’s Pointwise Ergodic Theorem then gives

0
X := lim M exists P-a.s. and in Ll(]P). (7.5)

n—00 n

The representation (6.1) along with by(0)p € L' (P) ensure
x(t,0) € L*(P). (7.6)

From (7.3) (and Ll-convergence) we then get Y o7y o = X P-a.s. for each t > 0. The
limit definition in (7.5) ensures that, also, X o 79, = X P-a.s. for each x € Z. Hence, ¥
is shift invariant, and thus constant IP-a.s. by the assumed ergodicity of P. Using the
Ll-convergence part of (7.5) we get

X = Ex = Ex(0,1) = 0. (7.7)
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This proves the claim for n — oo limit; replacing x(0,1) by x(0,—1) extends this to
n — —oo limit as well. O

Looking at how the ranges of x and ¢ in (3.16) scale with n, for the behavior of the
corrector in time we need to actually prove a subdiffusive growth estimate:

Proposition 7.2 (Sudiffusivity in time). For IP-a.e. sample of the environment,

L x(0)

t—o00 \/i

=0. (7.8)

We remark that finding a representation of the corrector that makes subdiffusivity of
the corrector in time transparent has been the primary driving force behind the approach
developed in the present paper. Before we delve into its proof (which is deferred to the
next section), let us show how it implies the desired theorem:

Proof of Theorem 3.4 from Proposition 7.2. We follow arguments developed in Berger
and Biskup [7]; see also [8, Lemma 4.12]. First we identify a “good grid” of space-time
points where the corrector can be controlled by way of ergodic-theoretical and geometric
arguments. The oscillation of the corrector over the “holes” left out by the grid is then
controlled by methods of harmonic analysis. The proof is divided into three steps.

Step 1 (Definition of good grid): Let us call the space-time point (0,0) K, e-good if
Ix(0,2)] < K +€z|, z€7Z, (7.9)

and
|x(t,0)] < K +evt, t>0. (7.10)

Similarly, we will call (z,t) K, e-good in environment « if (0,0) is K, e-good in the environ-
ment 7 . (a). In light of (7.1) and (7.8),

P((t,x) is K, e-good) P 1 (7.11)
—00

holds for all € > 0 and all (t,z) € [0,00) X Z.

Let pk, be the density of K, e-good points in Z; this quantity exist by Birkhoff’s
Ergodic Theorem and is generally random but, since its expectation equals the probability
in (7.11), from the obvious monotonicity in K we have

pge — 1,  P-as. (7.12)

K—oo

Similarly, if 0 . is the density of {n € IN: (n,0) is K, e-good} in IN (remember that ¢ —
x(t,0) is continuous so checking only integer times will be enough) we have

Ox. — 1, P-as. (7.13)

K—oo

It follows that, for each e > 0 and PP-a.e. environment a there is K = K(a) < oo such that
1 1 .
PK.e > 3 Ok,e > 3 and (0,0) is K, e-good. (7.14)

We now fix this K and let G . denote the set of (¢,z) € [0,00) x Z such that at least one
of the following conditions holds:

(1) t=0orx =0 or both,
(2) tis integer and (t,0) is K, e-good,
(3) (0,z) is K, e-good.
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The set Gg . is the aforementioned “good grid.”

Step 2 (Estimating x on good grid): We now derive a pointwise estimate of the corrector
on the good grid. Note that each (¢,z) € Gk, can be connected to the origin by following
a pair of horizontal and vertical lines that lie entirely in Gx  — which line comes first
depends on which of the three condition above applies at (¢,z); one or both lines are
trivial when (1) is in force. Since these line segments meet at a K, e-good point, the
cocycle condition and the triangle inequality show

Ix(t,2)| < 2K + €|z| + eVt, (z,t) € Gg. (7.15)

It remains to control the corrector at points away from Gg .

Note that the “holes” left out by G . are rectangles bounded by horizontal and
vertical lines in Gg .. We will write OR for the points in Gg  bounding rectangle R
(which we think as disjoint from Gg (). Next recall that the parabolic coordinates are
defined so that v (¢, X;) is a martingale. Using the Optional Stopping Theorem (or the
PDE for ¢ directly), this implies a Maximum Principle: For any rectangle R as above and
any o € RUOR,

sup |(t,x) —xo| < sup ‘z/z(t,;v) - xo‘ . (7.16)
(t,x)eR (t,x)€OR
Since x(t,z) = 9 (t,x) — x, we thus get
sup |X(t,x)| < sup |X(t,r)| + diamz(R), (7.17)
(t,z)eR (t,z)€OR
where diamz(R) is the diameter of the projection of R U JR onto the spatial coordinate.
Since OR C Gk e, the supremum on the right can be controlled via (7.15) provided we
can control the diameter of any rectangle that intersects [0,n] x [—y/n,/n]; this then
takes care also of the second term on the right.
Step 3 (Away from good grid): Let {xy: k € Z}, with xy := 0, be the increasing sequence
enumerating K, e-good points on the line ¢ = 0; this sequence exists by the fact that px >
0 (note that the left and right densities of ¢, K-good points are equal IP-a.s.). The existence
and positivity of the density of good points implies

lim 7|xk ~ Tk =

Jam A 0. (7.18)

Similarly, letting {¢x: & > 0}, where tq := 0, enumerate the K, e-good points with integer
time coordinate and zero space coordinate, we have

tr — tp_
lim 7|k k1|:

k—o0 k

0. (7.19)

%ince xr/k as well as tx/k tend to positive numbers as k£ — oo, there is a (random)
K < oo such that, for all &,
|2k — 2p_1| < K + e(|lzp] A|ze—1]) and  |t, — tp_1| < K + etp_q. (7.20)

It follows that, once n > K + en, any rectangle R in ([0, 00) x Z) ~ G . that intersects
[0,n] x [—+/n, +/n] satisfies RUOR C [0,2n] x [—v/2n,v/2n] and

diamgz(R) < \/ K + en.. (7.21)

Combining this with (7.15) and (7.17) yields

sup  max |X(t, :v)| < 2K +evV2n +ev2n + 1/ K + en. (7.22)

0<t<n |z|<vn

Dividing by /n and taking n — oo followed by € | 0 then yields the claim. O
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8 Subdiffusivity in time

As a final point of the proof, it remains to prove the subdiffusive estimate for the corrector
in time. It is here where we will benefit from the representation in Proposition 6.1. As it
turns out, it suffices to focus on the limit of large negative times. The cocycle conditions
give x(—t,0) = —x(¢,0) o 7_; o for any ¢ > 0, and so

0) = @or. P (Y, <0) =Y por, P (Y, >0), t>0, (8.1)
x>0 <0

where Y is the dual random walk. We start by showing that the sums in (8.1) are
dominated by z-values of order v/:

Lemma 8.1. For P-a.e. environment,

1
lim limsu o070 P*(Y; <0) =0 (8.2)
M —o00 f—>oop \ﬁ %:\/{‘P > ( ' )
and
lim li P*(Y, =0. .
Jim_timsup X eomaP(iz0)=0 ®.3)

Proof. By symmetry it suffices to prove just (8.2). Recall the definition (4.13) of the
time-change process A(t) that links Y to the discrete time simple symmetric random
walk (Z,,)»>0 and an independent rate-1 Poisson process (N (t)):>o. Pick p € (0,1/2) and
note that the sum in (8.2) is bounded by the sum of the following terms

Lu(t) = Y poro.P* (A(t) > x2(1*p>tp) (8.4)
x>MAt
and
Mu(t) = Y. pom. Pr(A(t) <2207, v, <0). (8.5)
x>Myt

We will now estimate these two terms separately.

Since dA(t) = 2by(0) o 7_4,y,dt, we can analyze the behavior ¢t — A(t) by following
the evolution of the environment from the point of view of the random walk Y. To this
end, define the maximal function A* := sup;.q Ag") The Markov inequality shows, for
any g > 0, that

Iy(t) < Z p o7, P* (A* > (xz/t)(l_p))

x>Myt

1 _a_
Z © o 7-071 ﬁEy((A*) l—p).

xZM\/f

(8.6)

Since bg(0) € L'(Q) and Q is invariant for the environment observed from the walk Y,
the Maximal Ergodic Theorem gives EqFE°((A*)") < oo for all 7 € (0,1) and so

Vge (0,1-p): @E°((A")T57) e L'(P). (8.7)
Now use the fact that if f € L'(IP) is non-negative, and f* := sup,,>, LS foTois
the associated maximal function under spatial shifts, then integration by parts yields
1 , 1
> Fomoe—gm <O ymt (8.8)

z>M
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with ¢(¢g) < oo whenever 2¢ > 1. Hence, if we assume ¢ € (1/2,1 — p), applying this to
the function f := ¢ E°((A*)T7) results in

N 1
In(t) < cla)f th~ (8.9)
This shows that %I M (t) tends to zero as t — oo followed by M — oo. The convergence

occurs on {f* < oo} which is a full-measure event because f € L'(IP) by (8.7).
Concerning the expression in (8.5), abbreviate ¢(z) := 22(1=2)¢2 and note that

PT(A(t) < t(z), Y; < 0) < P*(N(t(x)) > 2t(z)) + P°( ma Z,| > ). (8.10)

Since N (t) is Poisson with parameter ¢, the first probability is at most e~ <!(#) for some
constant ¢ > 0, by a standard large-deviation estimate. The Reflection Principle in turns
bounds the second probability by 2e—cz’/t(x), Bounding the sum over z > M/t as the
sum over n > M — 1 and a sum over z € [nV/t, (n + 1)1/t) and invoking integration by
parts shows
() <" > a:(e_“z(lfp)tp + 26/
x>M+t
< <p*\/lz Z (n 4 1)(efcn2<l_p)t + 2676’“21}) 7

n>M-—1

(8.11)

where ¢* is the maximal function associated with spatial shifts of ¢. The resulting sum
tends to zero as M — oo uniformly in ¢ > 1. O

In order to handle the remaining part of the sums in (8.1), we will prove:
Lemma 8.2. There is ¢ > 0 such that, for W := N(0,52), P-a.e. environment and

any M > 0,
1 M
lim — Y pom. PY(Y; <0) :/ ds P(W < —s) (8.12)
t—o00 \/E ? 0
0<z<M+%
as well as o
1
lim — 0192 PX(Y:; >0 :/ ds P(W > s). (8.13)
t—o0 \/i Z ¥ © o, ( t ) Y ( )

—MVi<z<0
Before we give the proof, note that from here we now quickly get:

Proof of Proposition 7.2 from Lemma 8.2. Since the right-hand sides of (8.12-8.13)
coincide, Lemma 8.1 gives

—t,0
lim X(CHO1 0, P-as. (8.14)

t—o0 \/E
so we just need to turn this into a statement about the limit of times tending to positive
infinity. Let € > 0 and set

K = sup(|x(—t,0)| — eV?). (8.15)
£>0

Then K < oo P-a.s. by (8.14) and so, by the Pointwise Ergodic Theorem, for P-a.e.
environment there is a (random) R < oo such that the set =g := {n € N: Ko7, o < R} has
a positive (and well defined) density in IN. This implies that there is a (random) ng < oo
such that 2 N [n,2n] # 0 for all n > ny. Now assume that ¢ € [n/2, n| for some n > ng
and use the above observation to find ¢,, € Zg N [n,2n]. Then

1X(£,0)] < [X(tn,0) = x(t,0)| + |x(tn,0)]
= [x(t — £, 0)] 0 71, 0 + [X(—tn, 0)| 0 T, 0 (8.16)
<Kom,ote/tn—t+Kom, o+eV/ty,.
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Since t,, < 2n < 4t and K o7y, o < R, the right-hand side is at most 2R + 2¢v/4t. Dividing
by v/t and taking t — oo followed by € | 0, we get the desired result. O

It remains to prove Lemma 8.2. Here we will use:

Lemma 8.3. For P-a.e. realization of the environment, under P° we have

1 law ~92

%Yt > N(0,5%) (8.17)
where

5% :=2E(by(0)). (8.18)

Proof. Under P° we have Y; = ZN(A(t)) Where t — Zy () is the constant-speed continuous-
time simple symmetric random walk which obeys the Functional CLT with unit limit
variance. It thus suffices to show that the clock process converges to a deterministic
linear function. This follows from

At) po
Alt) P, 52, P-as. (8.19)
t t—00

which is itself proved by Birkhoff’s Pointwise Ergodic Theorem applied under the sta-
tionary and ergodic law @ and the fact that @ is equivalent to P. O

Proof of Lemma 8.2. We will again focus only on (8.12) as (8.13) is obtained analogously.
Let & be the quantity in (8.18) and denote W := N(0,5?). Given ¢ > 0, the quenched CLT
for Y in Lemma 8.3 ensures there is a IP-a.s. finite random variable T on the space of
environments such that

sup‘PO(Yt/\/i <r) —PW<r)|<e t>T. (8.20)
reR

Denote T, := Ty o 19, and observe that
P*(Y; < 0) = P°(Y; < —x) 0 To.4. (8.21)
Decomposing the sum in (8.12) according to whether {7, < ¢t} occurs or not, we get

’ Z poTys PP(Y: <0)— Z QPOTO,mP(W<_m/\/Z))

0<e<M+E 0<z<Mv/?

< Y wora(et linsy)- (8.22)
0<z<M+V%

Dividing both sides by /¢, the Pointwise Ergodic Theorem along with the Monotone
Convergence Theorem show that the right-hand side tends to zero as t — oo followed
by € | 0. In light of the fact that x(0,1) = ¢ — 1, Lemma 7.1 gives

n—1
1
lim — Z woty, =1, P-as. (8.23)
n—,oo N =0

From the monotonicity and continuity of the CDF of W we then readily get

1 M
lim — Y porn. P(W<—z/Vt) = / ds P(W < —s). (8.24)
t—o0 \/i 0
0<z<MVE
In combination with (8.22), this proves (8.12). O

The proof of Theorem 1.2 is now complete.
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Remark 8.4. Although have not quite managed to prove this, we believe that
E(by(0)¢?) = E(by(0)). (8.25)

This is because stationarity of IP under spatial shifts combined with some elementary
calculus allow us to derive

%E(X(t,O)Q) — 2IE (bo(0)(p — 1)) (8.26)

and because we expect the convergence in Lemma 8.2 to hold in L?(P)-sense as well.
(Alternatively, we expect e]E(Xf) to vanish in the limit as ¢ | 0.) If (8.25) indeed holds,
then the limiting variance of the Brownian motion arising from the walk X is the same
as the limit variance of the Brownian motion arising from Y, a fact for which we have no
intuitive explanation.

9 Necessity of the moment conditions

In this final section, we will address the situations when one of the moment condition
fails. We start by the lower moment condition in Theorem 2.1. Fix 5 > 0 and consider
the following quantity

Rs(t) == t1/2 Z / due ™" P¥ (X =y). (9.1)
T, y€Z
o], ly| <Vt

The absence of the lower moment condition manifests itself as follows:
Lemma 9.1. If P is as in the statement of Theorem 2.1, then

. 2
llgérolng(t) > E (9.2)

Proof. The proof is based on a monotonicity argument with respect to the underlying
law P of static conductances. Let L denote the generator of the random walk and let

fi(z) == \/\/]( z). Then

1
Rﬁ(t) t3/2 (fta(ﬁ L) 1ft)[2(Z) (93)

The inner product on the right-hand side is monotone decreasing with respect to the
standard partial order on individual conductances and so Rs(t) is decreasing in P. Next
observe that, whenever P is such that the moment conditions in (1.4) hold, and X thus
obeys an annealed invariance principle, we have

o 1 . )
Rs(t) —» dzd / due P —— e 37 (@Y (9.4)
s(t) —= . v o

where o2 is the variance of the limiting Brownian motion. In this case ¢? can in fact be
explicitly computed to be
0% = 2[E(a(0,1)" )] (9.5)
thanks to the explicit representation of the corrector (see, e.g., Biskup and Prescott [10]).
We will now use these facts to derive the claim. Consider P as in the statement
of Theorem 2.1 and let Rg(t) be related to P as in (9.2). Given ¢ > 0, consider the
conductance model with conductances a'9(z,y) = a(z,y) V € and let R(;) (t) be the
corresponding quantity in (9.2). The monotonicity in the conductance law gives

Rs(t) > RY(t), e>0. (9.6)
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Moreover, (9.4-9.5) apply to Rg‘)(t). It follows that, for any ¢ > 0, the limes inferior
of Rs(t) is bounded from below by the right hand side of (9.4) with o2 replaced by
02 :=[E(a9(0,1)"1)] . 9.7)

€

The Monotone Convergence Theorem shows that 02 — 0 as € | 0 in which limit the

right-hand side of (9.4) tends to 2/4, as desired. O
We are now ready to give:

Proof of Theorem 2.1. In what follows we write /7 instead of | /%] to ease notation. Let P

be as in the statement. The key point is to prove, with the help of Lemma 9.1, that Rs(t)

tends to 2/ as ¢ — oco. For this we first use the translation invariance of P to rewrite
the desired quantity as

Rs(t) = 1g > (evEt+1- |m|)/ due "* PY(X,, = ). (9.8)
0

\/E |z|<2vt+1

If we drop the term |z|, extend the sum to all z € Z and use that P)(X,;, = -) is a
probability, we readily get

R(t) < 2\/E+11.
Vi B
The right-hand side tends to 2/ as t — oc.
Lemma 9.1 now tells us that, for any P as in the statement, the bounds we used in
the upper bound become sharp in the ¢ — oo limit. In particular, we must have

(9.9)

1

NG

Markov’s inequality readily converts this into

EZ(|$|/\\/¥)/ due " P%(X;, = x) 2 0 (9.10)
T€EZ 0 *

/ du e U EP? (| X, > V) — 0. (9.11)
0 o0
Pick § > 0 and consider the event {|X;| > §v/¢}. Let U be uniform on [0, 1] independent
of a and X and decompose the said event according to which of the terms | X;y| and | X; —
Xuv| is larger. A union bound combined with the Markov property for X and the
invariance of P under the evolution ¢ — 7; x,(a) of the environment from the point of
view of the particle (cf Lemma 3.1) yield

1
EP(1X,| > 5v7) g/ du B[PO(1Xu| > 36VE) + PO Xl 2 30VE)]. 012)
0

Replacing t by 4t/ 82 now shows, via (9.11) and a routine change of variables, that the
integral on the right-hand side tends to zero as ¢ — oo. The claim follows. O

Concerning the failure of the upper moment condition, we give:

Proof of Theorem 2.2. Consider the spatially-homogeneous (dynamical) conductances
derived from process 7; as in (2.3). Since the environment is homogeneous in space,
the random walk X has the law of a time change of the simple symmetric random walk.
Explicitly,

Xe = Zyiiwy 20, (9.13)

where N is an independent rate-1 Poisson process, Z is the discrete-time simple sym-
metric random walk on Z and

t
A(t) == 2/ ds 7. (9.14)
0
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The claim follows from the Central Limit Theorem for the random walk ¢ — Zy ;) and
the fact that, under the assumption of ergodicity of ¢ — 7, and diverging expectation
of 79, we have A(t)/t — oo ast — oo P-a.s. O
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