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Abstract—A distributed and asynchronous active fault man-
agement (DA-AFM) method is developed to manage networked
microgrids’ (NMs) performance under balanced or unbalanced
grid faults. The DA-AFM aims to (1) enable NMs’ fast fault
ride-through capabilities, (2) limit the total fault contributions
by coordinating heterogeneous microgrids in the NM system,
and (3) deploy software-defined networks (SDN) to ensure highly
resilient AFM. The problem is formulated in an optimization
form that can incorporate various fault management objectives
and constraints in a programmable and flexible fashion. The
scalability and resiliency of the DA-AFM system are guaranteed
by adopting an SDN-enabled distributed and asynchronous sur-
rogate Lagrangian relaxation (DA-SLR) algorithm, which avoids
single point of failure, preserves privacy, and eliminates the idle
waiting of other subproblems. Case studies are performed on a
six-microgrid NM system to validate the effectiveness and efficacy
of DA-AFM. Testing results show that DA-AFM has excellent
convergence performance, supports plug-and-play, is resilient to
communication delay and failures, meets real-time requirements
and is scalable.

Index Terms—Networked microgrids, active fault management,
distributed optimization, Software-Defined Networking

I. INTRODUCTION

A
CTIVE Fault Management (AFM) has been proposed

in recent years [1] to promote interconnection among

networked microgrids (NMs). AFM aims to ‘systematically

support grid resiliency under grid disturbances rather than

negatively impacting the disturbed grid’ [2]. The purpose of

developing AFM for NMs is to address major hurdles in inte-

grating NMs into a distribution network. First, a minor fault in

the main grid could cause the microgrids to disconnect because

the inverter-dominant microgrids are highly sensitive to grid

anomalies. Unexpected disconnections can increase the risk of

major blackouts during large grid disturbances. For this reason,

the latest IEEE 1547 Standard [3] requires that microgrids be

able to ride through grid faults for extended time intervals.

This requirement, however, has led to the second challenge:
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when riding through faults, NMs can inject large fault currents

that exceed the fault current limits for grid equipment, causing

catastrophic damage and potential instabilities in the main

grid [2] (see Fig. 1). To resolve the aforementioned challenges,

an AFM system should achieve the following major goals: 1)

fault ride-through that accommodates evolving grid conditions;

2) distributed and asynchronous coordination to control fault

current contributions, preserve privacy, provide redundancy,

and increase computation efficiency; and 3) ultra-fast and

resilient NM communication that empowers real-time AFM

responses to grid faults [4].

A major difficulty for fault ride-through is the complex

ride-through objectives and constraints in microgrids. Current

limiters used in Ref. [5], [6] and converter controls used in

Ref. [7], [8] can effectively limit fault currents from individual

microgrids, but they lack the ability to mitigate power ripples

and cannot maintain power flow balance before and after

faults. Although some existing methods use reference-frame-

based control to manage power ripples in grid-tied convert-

ers [9], [10]in ways that may help improve power quality, they

are unable to effectively support the main grid and manage

NMs’ fault current contributions [11], [12].

During NMs’ ride-through, uncoordinated microgrids’ fault

contributions may exceed the safety limits for major equip-

ment, thus hampering the adoption of NMs. The fault con-

tributions of multiple microgrids must be coordinated in real

time to avoid monotonically increasing fault currents due to

new microgrid interconnections. Preliminary research for a

centralized AFM scheme has shown the effectiveness of AFM

in limiting fault contributions from individual microgrids [11]

and networked microgrids [12]. In reality, however, microgrid

owners/stakeholders tend to avoid disclosing their private data

to neighboring microgrids or a third party coordinator such

as a utility control center. Privacy preservation and security

concerns have made distributed methods a desirable choice

for AFM solutions. Asynchronous schemes can eliminate

the idle waiting of subproblems in distributed computing.

Despite the advantages of avoiding single point of failures and

supporting plug-and-play [13], [14], distributed methods face

significant challenges of scalability and efficiency in solving

large NM problems such as AFM. Adding to those challenges

is the fact that nearly all published distributed optimization

based solutions for microgrids are implemented on one central

processing unit (CPU) in a pseudo distributed way [15]–[17].

As a result, so far, no literature has exploited truly distributed

solutions for AFM in NMs.
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The third challenge is the need for an NM communication

network that will ensure the fast and resilient data transmis-

sion required for AFM. Mainly because of the plug-and-play

of microgrids or microgrid components, existing hardware-

dependent communication networking techniques [18] [19]

cannot cost-effectively update network configurations and poli-

cies to adapt to ever-changing NM conditions and topolo-

gies [20]. A resilient AFM requires an automatic, ultra-fast,

and reconfigurable network that can respond to communication

delays, link losses, and various attacks [18].

To address the above challenges, this paper presents a

distributed and asynchronous AFM solution (DA-AFM, illus-

trated in Fig. 1). The salient features of DA-AFM include:

• DA-AFM is formulated as a distributed optimization prob-

lem that supports customized requirements and the plug-

and-play of microgrids or microgrid components. Any AFM

objectives such as currents or powers can be added into or

removed from the formulation easily.

• A distributed and asynchronous surrogate Lagrangian re-

laxation (DA-SLR) method is devised to coordinate various

microgrids during faults. AFM for each individual microgrid

is computed on a separate core. This computation scheme

leads to a genuine distributed and asynchronous algorithm.

• A software-defined networking (SDN) architecture [4] for

enabling low-latency distributed computing is integrated to

empower DA-AFM, making it hardware-independent, fast

and programmable, and resilient to communication delay

and link loss by the ultra-fast activation of backup channels.

The remainder of this paper is organized as follows. Section

II gives the formulation of centralized AFM, based on which

the formulation and multi-core implementation of DA-AFM

are given in Section III. Section IV presents various case

studies related to different types of faults and topologies,

plug-and-play, immunity to communication delay, real-time

performance and scalability. Conclusions and future work are

discussed in Section V.

II. PROBLEM FORMULATION

AFM is formulated as a nonlinear multi-objective optimiza-

tion problem, with its objectives and constraints modifiable

on a case-by-case basis, allowing it to adapt to the evolving

conditions and operational requirements that are likely to occur

during the life cycle of an NM system [11], [12], [21].

In the formulation, voltage vectors (U) and current vec-

tors (I) are written into real and imaginary components in

rectangular coordinates. In our study, AFM minimizes the

weighted sum of two objectives: F1 and F2. F1 is the NMs’

contributions in increasing the main grid’s fault currents. F2

is the double-line-frequency ripples in output instantaneous

power that microgrids deliver to the main grid. Fault current

contributions mean how large fault currents’ amplitudes, ‖I‖,
have been increased because of the integration of NMs. Be-

cause total fault currents are vector additions of the main grid’s

fault currents and NMs’ fault currents, total fault currents and

main grid’s fault currents can have the same amplitude even

when NMs’ fault currents are not zero. This situation means

the integration of NMs has little effect on the main grid. This

Fig. 1. Schematic of distributed and asynchronous active fault management
(DA-AFM) for networked microgrids (NMs).

can be achieved by adjusting NMs currents’ amplitudes and

angles.

A centralized formulation of AFM [2] is expressed as

follows:

min αF1 + (1− α)F2, α ∈ [0, 1] (1)

s.t.

∑
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∑
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+{
∑
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(6)

(i = 1, ..., N ; j = a, b, c; f ∈ P({a, b, c}).
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Fig. 2. Schematic of SDN-enabled DA-AFM, which is implemented within
one CPU of multiple cores. Ii is microgrid i’s currents.

In the formulation provided above, N is the total number

of microgrids in the NMs. Superscripts M and m denote

variables in the main grid and NMs, respectively. The super-

script S indicates current safety ratings. Subscript i represents

microgrid i. Subscripts j and f denote all three phases (a, b, c)
and faulted phases, respectively. If only phase a encounters

ground faults, then f is a. If both phases a and b encounter

ground faults, then f are a and b. Symbol P indicates all

subsets.

The weight factor α represents the trade-off between F1 and

F2 . The complex number Si represents the change induced

by the transformer on microgrid i’s currents when they flow

to fault locations. The active power microgrid i delivers to

the main grid is denoted as Pi. Here, ISi is the current rating

for the interface between microgrid i and the main grid, and

IS,M is the current rating of the tie line between the main grid

and the NMs. Microgrid i’s six decision variables are Re(Ii,j)
and Im(Ii,j)(j = a, b, c), and the total number of decision

variables in (1)-(6) is 6N .

In F1,
√

[Re(IMf )]2 + [Im(IMf )]2,
√

[Re(Imf )]2 + [Im(Imf )]2

are fault currents to the ground from the main grid and

NMs, respectively.
√

[Re(IMf + Imf )]2 + [Im(IMf + Imf )]2 are

the total fault currents, the sum of the main grid and NMs’

fault currents. In F2,
√
Ri is the amplitude of microgrid i’s

power ripples. In AFM’s weighted sum (1), the square roots

are removed and the scaling factor D is introduced to rescale,

as an effort to improve computation speed and accuracy.

For AFM’s four constraints, (2) is the power balance before

and after faults to avoid a large increase in capacitors’ voltages

inside the microgrids and to avoid further disturbances induced

by large changes in the power flow. Constraint (3) is to null

zero-sequence currents to make AFM applicable to various

grounding systems, converters, and transformers. Constraints

(4) and (5) are current ratings for the microgrid i and the tie

line between the main grid and the NMs, respectively.

Algorithm 1: Distributed and asynchronous active

fault management (DA-AFM) for networked micro-

grids

Result: N microgrids’ output currents Ii(i = 1, ..., N)
1 initialization: N microgrids’ currents I

0
i (i = 1, ..., N),

Lagrange multipliers λ0, updating step size ε0,

termination criterion σ
2 iteration k ← 1
3 while ‖λk − λk−1‖ > σ do

4 N microgrids optimize distributedly with SQP

based on (7)-(13);

5 Microgrid i′ finishes its optimization, outputs its

currents I
k
i′ ;

6 The coordinator updates λk asynchronously with

I
k
i′ and I

k−1
i (i = 1, ..., i′ − 1, i′ + 1, ..., N) based

on (14);

7 iteration k ← k + 1
8 end

III. METHOD AND IMPLEMENTATION OF DA-AFM

This section first introduces the application of DA-SLR

in AFM, rendering AFM distributed and asynchronous. DA-

SLR is mathematically proved to converge even when the

updating sequence of subproblems is unknown a priori. Then

DA-AFM’s implementation in multiple cores and its real-time

realization are explained.

A. Application of DA-SLR

Among the constraints of centralized AFM systems, con-

straint (5) is a system-wide coupling constraint that couples

all the microgrids and is relaxed with Lagrange multipliers

λ [22], [23]. The resulting relaxed problem is decomposed

into N subproblems, with each subproblem representing the

AFM of an individual microgrid. AFM for microgrid i′ at

iteration k is formulated in (7)-(13). Variables Re(Ii′,j) and

Im(Ii′,j)(j = a, b, c) are six decision variables of microgrid

i′, i.e., microgrid i′’s output currents to the main grid.

min αFi′,1 + (1− α)Fi′,2 + λTg, α ∈ [0, 1] (7)

s.t.

∑

j [Re(Ui′,j)Re(Ii′,j) + Im(Ui′,j)Im(Ii′,j)] = Pi′ (8)

∑

j Ii′,j = 0 (9)
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2 (10)
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Fig. 3. Calculation sequence with six microgrids for one calculation of DA-
AFM. Each core solves one microgrid’s AFM.

gj ≡ [Re(
N
∑

i=1,i 6=i′
SiI

k−1
i,j + Si′Ii′,j)]

2

+ [Im(
N
∑

i=1,i 6=i′
SiI

k−1
i,j + Si′Ii′,j)]

2 − (IS,M )2 (13)

(j = a, b, c; f ∈ P({a, b, c}).
In the above, λ = [λa, λb, λc] and g = [ga, gb, gc], both

3-dimensional vectors, represent Lagrange multipliers and

violations levels of the relaxed constraint (5), respectively. All

the other letters, superscripts and subscripts have the same

meanings as in (1)-(6).

The subproblem (7) to (13) is solved with sequential

quadratic programming (SQP). Subproblem solutions are co-

ordinated by the coordinator, e.g., the distribution network

operator, through updating Lagrange multipliers based on

λk+1 = max(λk + εkgk,0) (14)

where k is the iteration number; εk is the stepsize; and gk

is penalty for constraint violations, as given by (13). The

coordinator updates λ immediately after the coordinator re-

ceives the subproblem solution of (7)-(13) from one microgrid

without waiting for other microgrids to finish, making DA-

AFM asynchronous.

DA-SLR’s convergence has been proved mathematically

[22] for separable problems where each subproblem is in-

dependent of other subproblems’ solutions. In DA-AFM,

subproblems’ solutions are not independent because of the

quadratic terms in (11) and (13) that couple currents from

all microgrids. Nevertheless, when subproblems (7)-(13)

are solved subject to the surrogate optimality condition,

L(λk, Ik) < L(λk, Ik−1) with L = αF1 + (1− α)F2 +λTg,

the resulting multiplier-updating direction also forms acute

angles with directions toward the optimum. Surrogate opti-

mality condition being satisfied together with the step sizing

formula developed in [24] guarantee convergence. DA-AFM’s

convergence is demonstrated numerically in section IV.

B. Multi-core implementation of SDN-enabled DA-AFM

Existing distributed optimization solutions are usually

pseudo distributed [15], [16]. All the subproblems are solved

in one computation core, and the subproblems’ computation

sequence is predefined. By contrast, our implementation of

DA-AFM is truly distributed and asynchronous, since each

subproblem is assigned to a different core and the calculation

sequence is determined by cores’ computation capability.

Fig.2 shows the DA-AFM’s implementation with multiple

cores within one CPU. The data transfer between microgrids

Fig. 4. DA-AFM for networked microgrids during single-phase-to-ground
fault: (a) six microgrids’ output power; (b) phase a currents at the fault
location. itotal are the total fault currents to the ground. imain and imicro

are fault currents from the main grid and NMs, respectively.

and the coordinator is managed by SDN. One breakthrough

of SDN is to decouple the control plane (SDN controllers)

from the data plane (SDN switches). For this architecture,

controllers with a global network view can quickly implement

new policies, e.g., rerouting in response to link delay and

loss. This eliminates the time-consuming process of waiting

for switches or routers, which have limited knowledge and

authority, to figure out how to respond.

Before computation, core i′ receives the newest value of λ

and
∑

i Ii (Lagrange multipliers and NMs’ output currents,

respectively) from the coordinator. After computation, core

i′ sends subproblem i′’s solutions Ii′ (microgrid i′’s output

currents) to the coordinator. The coordinator, realized by

another individual core, will update λ and
∑

i Ii immediately

after receiving microgrid i′’s updated outputs without waiting

for the other microgrids/cores’ results. Algorithm 1 shows the

computation process of DA-AFM.

As shown in Fig. 2 and Algorithm 1, each microgrid

and its computation core computes asynchronously, and the

coordinator updates without waiting for other microgrids’

computation. DA-AFM supports smooth and convenient plug-

and-play. After the connection or disconnection of certain mi-

crogrids, no change is required for each microgrids’ algorithm.

The only slight change is the computation of
∑

i Ii at the

coordinator. DA-AFM’s distributed and asynchronous nature

can better facilitate NMs’ future development, where hetero-

geneous microgrids of different owners and computational

capacities will be connected together to further microgrids’

benefits. Fig. 3 shows a calculation sequence for DA-AFM

with six microgrids.

One issue of modeling AFM as an optimization problem is

real-time realization, since optimization usually takes longer

than conventional feedback control. To enable real-time DA-

AFM, the following strategies can be taken, all at a price of

worsening of performance to an acceptable degree. The first
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Fig. 5. DA-AFM for networked microgrids during single-phase-to-ground
fault: (a) NMs’ voltages at connection point; (b) NMs’ currents to the main
grid; (c) NMs’ DC voltages; (d) microgrid 6’s currents.

strategy is to make optimization modules and feedback control

modules asynchronous so that feedback control modules use

the newest available results from the optimization modules

without waiting for the optimization modules’ current com-

putation. Second, the number of optimizations’ iterations can

be reduced by increasing the stop criteria and by providing

look-up tables for initial values.

IV. CASE STUDY

DA-AFM is verified on a six-microgrid NM system (Fig. 1),

implemented on a DELL PowerEdge R740. Single-phase and

double-phase ground faults, both occurring in the main grid,

have been studied. The weight factor α in (1) and (7) is set to

0.95, which can be chosen from the Pareto frontier based on

requirements. DA-AFM has been compared with centralized

AFM and a simple ride-through method. DA-AFM’s plug-

and-play and its immunity to communication delays are also

demonstrated.

Every microgrid in the NMs connects to the main grid

through a back-to-back converter at the same point of con-

nection. Before faults, the active power delivered to the main

Fig. 6. Centralized AFM during single-phase-to-ground fault: (a) microgrids’
output power and (b) fault currents at the fault location. The simple ride-
through method during single-phase-to-ground fault: (c) microgrids’ output
power and (d) fault currents at the fault location.

grid by microgrid 1 to microgrid 6 are 213 kW, 278 kW, 221

kW, 302 kW, 381 kW and 407 kW, respectively, without any

transfer of reactive power. Each microgrid’s delivered power

is one quarter of its capacity, and the left three quarters are

consumed by their own loads inside the microgrids.

Centralized AFM, with comprehensive access to informa-

tion from all of the microgrids, is simulated to demonstrate

DA-AFM’s accurate convergence. The formulation of central-

ized AFM, (1) to (6), is solved directly with SQP. Without it-

erative updating from individual microgrids, centralized AFM

doesn’t have divergence issues.

A simple ride-through method is simulated to demon-

strate DA-AFM’s superiority. This simple ride-through method

manages power balance, the microgrids’ DC voltages, and

the microgrids’ output currents. This method belongs to PQ

control strategy [25]–[27]. However, it doesn’t consider power

ripples or whether NMs would increase fault currents at fault

locations.

According to the following results, DA-AFM converges as
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Fig. 7. DA-AFM for networked microgrids during double-phase-to-ground
fault: (a) six microgrids’ output power; (b) phase a fault currents at fault
location; (c) phase b fault currents at fault locations. itotal is the total fault
currents to the ground. imain and imicro are fault currents from the main
grid and NMs, respectively.

accurately as centralized AFM and performs better than the

simple ride-through method. It should be noted that DA-AFM

is more compatible with the future expansion, privacy, and

cybersecurity needs of NMs.

A. Single-phase-to-ground (SPG) fault

In this case study, a SPG fault happens on phase a from

0.6s to 0.9s. The remaining voltage is 0.52 pu. The results

of DA-AFM are shown in Fig. 4 (NMs’ power and phase

a currents at the fault location) and Fig. 5 (NMs’ voltages,

currents, and DC voltages). As shown in Fig. 4, fault currents

from the main grid and the total fault currents are controlled

to be the same at 152.21 A, meaning NMs’ contribution to

fault currents is 0.00%. Power ripples of six microgrids are

0.79%, 1.00%, 0.47%, 0.95%, 1.80% and 1.63%, respectively,

averaging 1.11%.

Fig. 6 shows the results with centralized AFM and the

simple ride-through method for SPG fault. In centralized AFM

(Fig. 6 (a) and (b)), the fault current contribution is 0.00%
and six microgrids’ power ripples are 1.23%, 1.21%, 1.16%,

TABLE I
COMPARISON BETWEEN DIFFERENT FAULT MANAGEMENT METHODS FOR

SINGLE-PHASE-TO-GROUND FAULT

DA-AFM
A simple

ride-through
method

Centralized AFM

fault con-
tribution

power
ripples

fault con-
tribution

power
ripples

fault con-
tribution

power
ripples

MG 1

0.00%

0.79%

14.68%

12.21%

0.00%

1.23%

MG 2 1.00% 12.41% 1.21%

MG 3 0.47% 12.22% 1.16%

MG 4 0.95% 12.42% 1.04%

MG 5 1.80% 12.47% 0.83%

MG 6 1.63% 12.32% 2.03%

Average 0.00% 1.11% 14.68% 12.34% 0.00% 1.25%

TABLE II
COMPARISON BETWEEN DIFFERENT FAULT MANAGEMENT METHODS FOR

DOUBLE-PHASE-TO-GROUND FAULT

DA-AFM
A simple

ride-through
method

Centralized AFM

fault con-
tributions

power
ripples

fault con-
tributions

power
ripples

fault con-
tributions

power
ripples

MG 1

0.00%
(φ a);
0.00%
(φ b)

19.48%

26.82%
(φ a);

16.97%
(φ b)

27.46%

0.00%
(φ a);
0.00%
(φ b)

15.26%

MG 2 15.47% 27.16% 15.29%

MG 3 17.65% 27.38% 16.52%

MG 4 14.57% 27.32% 14.90%

MG 5 13.78% 27.17% 14.83%

MG 6 18.84% 27.22% 15.54%

Average
0.00%;
0.00%

16.63%
26.82%;
16.97%

27.29%
0.00%;
0.00%

15.54%

1.04%, 0.83% and 2.03%, respectively, with an average value

of 1.25%. In the simple ride-through method (Fig. 6 (c) and

(d)), the fault current contribution is 14.68% (174.55/152.21),
and six microgrids’ power ripples are 12.21%, 12.41%,

12.22%, 12.42% and 12.47% and 12.32%, respectively, with

an average value of 12.34%.

Table I shows the results of different fault management

methods for SPG faults. The following statements can be

achieved for this case study:

1) DA-AFM performs similarly to centralized AFM in both

indices, proving DA-AFM’s accurate convergence.

2) DA-AFM outperforms the simple ride-through method in

both indices, proving DA-AFM’s superiority.

B. Double-phase-to-ground (DPG) fault

In this case study, a DPG fault occurs on phases a and b

from 0.6s to 0.9s. The remaining voltages are 0.52 pu. The

results of DA-AFM are shown in Fig. 7 (NMs’ power, and

phase a and phase b fault currents at fault locations) and Fig.

8 (NMs’ voltages, currents, and DC voltages). As shown in

Fig. 7, fault currents from the main grid and the total fault

currents are controlled to be the same at 182.15 A for phase

a and 212.92 A for phase b, making NMs’ contributions to

fault currents 0.00% for both faulty phases. Power ripples of
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Fig. 8. DA-AFM for networked microgrids during double-phase-to-ground
fault: (a) NMs’ voltages at connection point; (b) NMs’ currents to the main
grid; (c) NMs’ DC voltages; (d) microgrid 6’s currents.

six microgrids are 19.48%, 15.47%, 17.65%, 14.57%, 13.78%

and 18.84%, respectively, with an average value of 16.63%.

Fig. 9 shows the results with centralized AFM and the

simple ride-through method for DPG fault. In centralized AFM

(Fig. 9 (a) and (b)), the fault current contributions are 0.00%
for both faulty phases, and six microgrids’ power ripples

are 16.90%, 15.29%, 16.52%, 14.90%, 14.83% and 14.78%,

respectively, with an average value of 15.54%. In the simple

ride-through method (Fig. 9 (c) and (d)), the fault current

contributions are 26.82% (231.00/182.15) for phase a and

16.97% (249.05/212.92) for phase b, and the six microgrids’

power ripples are 27.46%, 27.16%, 27.38%, 27.32%, 27.17%

and 27.22%, respectively, with an average value of 27.29%.

Table II shows the results of different fault management

methods for DPG faults. The following comparisons can be

achieved for this case study:

1) DA-AFM performs similarly to centralized AFM in both

indices, proving DA-AFM’s accurate convergence.

2) DA-AFM outperforms the simple ride-through method,

proving DA-AFM’s superiority.

TABLE III
COMPARISON BETWEEN DIFFERENT FAULT MANAGEMENT METHODS FOR

PHASE-TO-PHASE FAULT

DA-AFM
A simple

ride-through
method

Centralized AFM

fault con-
tribution

power
ripples

fault con-
tribution

power
ripples

fault con-
tribution

power
ripples

MG 1

0.00%

6.66%

25.87%

37.39%

0.00%

7.93%

MG 2 6.34% 37.35% 7.04%

MG 3 6.33% 37.38% 7.83%

MG 4 4.87% 37.35% 6.90%

MG 5 4.70% 37.37% 6.49%

MG 6 4.98% 37.38% 6.44%

Average 0.00% 5.65% 25.87% 37.37% 0.00% 7.11%

C. Phase-to-phase fault

The simulated phase-to-phase fault occurs between phases a

and b from 0.6s to 0.9s. The remaining phase-to-phase voltage

is 0.52 pu. One difference between non-ground faults and

ground faults is the expression for fault current contributions

F1. For phase-to-phase faults, F1 is expressed as,

F1 = 1
D

∣

∣

∣

[Re(IMa +I
m
a )]2+[Im(IMa +I

m
a )]2

0.25[Re(IMa −I
M
b

)]2+[Im(IMa −I
M
b

))]2
− 1

∣

∣

∣

= 1
D

∣

∣

∣

[Re(IMb +I
m
b )]2+[Im(IMb +I

m
b )]2

0.25[Re(IMa −I
M
b

)]2+[Im(IMa −I
M
b

))]2
− 1

∣

∣

∣

(15)

where superscripts M,m denote variables related to the main

grid and NMs, respectively. IMa +I
m
a = −(IMb +I

m
b ) is the fault

current flowing throwing the fault resistor between phase a and

phase b. The current 1
2 (I

M
a −IMb ) in the denominator has been

largely used in relay setting for phase-to-phase faults [28],

[29]. Minimizing fault current contributions for phase-to-phase

faults means to make amplitudes of currents flowing through

the fault as close as amplitudes of 1
2 (I

M
a − I

M
b ). When no

microgrids are connected, the current flowing through the fault

is exactly 1
2 (I

M
a − I

M
b ).

The results of DA-AFM, the simple ride-through method,

and centralized AFM are shown in Table III. Voltage vectors

and current vectors with DA-AFM are shown in Fig. 10. In

DA-AFM, both the current flowing through the resistor (If )

and the current 1
2 (I

M
a − I

M
b ) have the same amplitude 201 A

(Fig. 10 (c)), meaning fault current contributions are 0.00%.

Power ripples of six microgrids are 6.66%, 6.34%, 6.33%,

4.87%, 4.70% and 4.98%, respectively, with an average value

of 5.65%.

For centralized AFM, fault current contributions and aver-

age power ripples are 0.00% and 7.11%, respectively, both

indices similar to DA-AFM. For the simple ride-through

method, fault current contributions and average power ripples

are 25.87% (201 A to 253 A) and 37.37%, respectively, both

indices worse than DA-AFM. The following comparisons can

be achieved for the case study of phase-to-phase faults:

1) DA-AFM performs similarly to centralized AFM in both

indices, proving DA-AFM’s accurate convergence.

2) DA-AFM outperforms the simple ride-through method,

proving DA-AFM’s superiority.
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Fig. 9. Centralized AFM during double-phase-to-ground fault: (a) microgrids’ output power and (b) phase a fault currents at fault locations. The simple
ride-through method during double-phase-to-ground fault: (c) microgrids’ output power and (d) phase a fault currents at fault locations.

Fig. 10. Voltage vectors and current vectors with DA-AFM for phase-to-
phase faults: (a) NMs phase-to-phase voltages, (b) NMs phase currents and
(c) currents at fault locations, including phase a currents of NMs (Ima ), phase
a current from the main grid (IMa ) and the current flowing through the fault
(If ).

D. Plug-and-Play of DA-AFM

In this section, the plug-and-play of DA-AFM is demon-

strated. The single-phase-to-ground fault happens on phase a

at 0.6s and is cleared at 1.4s, with a remaining voltage of 0.52

pu. Microgrid 6 disconnects from the main grid at 0.9s, and

then connects back to the main grid at 1.1s.

Fig. 11 (a) and (b) shows the NM’s power to the main grid

and phase a fault currents at the fault location, respectively.

After disconnection and connection, ripples of microgrid 1,

microgrid 3 and microgrid 6 have increased, while ripples of

microgrid 2, microgrid 4 and microgrid 5 have decreased. The

average power ripples only have a negligible change, from

1.11% to 1.54%, and current contributions keep the same at

0%. The authors believe there are two main reasons for this

Fig. 11. Plug-and-play of DA-AFM during single-phase-to-ground fault: (a)
six microgrids’ output power to the main grid; (b) phase a currents at the
fault location. Microgrid 6 is tripped off at 0.9s and connected back to the
main grid at 1.1s.

little difference: 1. DA-AFM’s computation is a distributed

and asynchronous algorithm. Different runs result in different

computation sequences for the six cores and therefore different

intermediate states; 2. There may have been multiple local

minima in a small area, and which minimum to reach is

decided by initial operation points and computation sequence.

Overall, microgrids’ power ripples and fault current contri-

butions are kept at similarly low levels during disconnection

and reconnection, demonstrating DA-AFM’s excellent perfor-

mance during plug-and-play.
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Fig. 12. DA-AFM’s response to communication delay during single-phase-
to-ground fault. Microgrids’ output power to the main grid (a) without SDN
and (b) with SDN. Delays happens at 0.8s. The fault lasts from 0.6s to 1.0s.

Fig. 13. Each microgrid’s objective value at every iteration step.

TABLE IV
REAL-TIME PERFORMANCE OF DA-AFM BY ENDING OPTIMIZATION

PREMATURELY

DA-AFM with full
iteration number

DA-AFM with
50% iteration

number

DA-AFM with
30% iteration

number

fault con-
tributions

power
ripples

fault con-
tributions

power
ripples

fault con-
tributions

power
ripples

SPG
fault

0.00% 1.11% 0.00% 1.11% 0.00% 1.11%

DPG
fault

0.00%;
0.00%

16.63%
0.00%;
0.00%

17.85%
0.00%;
0.00%

24.79%

E. Networking reconfiguration of SDN-enabled DA-AFM

This section evaluates SDN-enabled DA-AFM’s resilience

to communication delays. The single-phase-to-ground fault

happens at 0.6s and is cleared at 1.0s. Phase a’s remaining

voltage is 0.52 pu. At 0.8s, there is 30 ms delay in a switch

TABLE V
REAL-TIME PERFORMANCE OF DA-AFM BY MAKING OPTIMIZATION

MODULES AND FEEDBACK CONTROL MODULES ASYNCHRONOUS

Lagging of
optimization module

(simulation steps)

Average power ripples fault current contributions

SPG fault DPG fault SPG fault DPG fault

0 1.11% 16.63% 0% 0%; 0%

10 1.17% 17.40% 0% 0%; 0%

20 1.39% 21.35% 0% 0%; 0%

30 1.56% 17.99% 0% 0%; 0%

40 1.51% 20.58% 0% 0%; 0%

which microgrid 6’s packets go through. SDN is able to detect

the delay and then reroute microgrid 6’s packet transfer to

those available and undelayed links. Fig. 12 shows the NMs’

power to the main grid without SDN and with SDN. Without

SDN, the microgrids’ overall power ripples increase after a

delay happens. This occurs because the communication delay

decreases certain microgrids’ (microgrid 6 in our case) number

of calculation iterations, leading to suboptimal results. With

SDN, the ripples’ magnitudes never deteriorate, which means

SDN provides a performance guarantee for DA-AFM.

F. Real-time performance of DA-AFM

In subsection III-B, two methods for the real-time realiza-

tion of DA-AFM are mentioned: reducing iteration number by

increasing the stop criteria, and making optimization modules

and feedback control modules asynchronous. This subsection

demonstrates these two methods’ effectiveness.

Fig. 13 shows six microgrids’ objective values at each

iteration number for single-phase-to-ground fault. Even though

the whole optimization process terminates after totally 46

iterations, NMs’ objective values don’t change too much

after iteration number 18. Based on this property, DA-AFM’s

iterations can be reduced to increase its computation speed.

Table IV shows the corresponding results. For single-phase-

to-ground-fault, the performance with respect to fault contri-

butions and power ripples remain the same even when the

number of iterations is reduced to 30%. For double-phase-

to-ground-fault, when the number of iterations is reduced to

30%, fault current contributions remain the same while average

power ripples for NMs increase from 16.63% to 24.79%.

When optimization modules and feedback control modules

are made asynchronous, feedback control modules use the

newest available results from the optimization modules with-

out waiting for their current computation. This is equivalent

to introducing delays to optimization modules. Table V shows

DA-AFM’s performance by making optimization modules and

feedback control modules asynchronous. The simulation step

size is 50 µs. As delays increase, fault current contributions

don’t increase. This is because we assign a higher weight

factor for fault current contributions in the formulation (7).

As delays increase, average power ripples increase a little

first and then fluctuate with small amplitudes. Optimization

module delays do not dramatically affect DA-AFM perfor-

mance because DA-AFM’s formulation (7)-(13) use voltages

and currents’ amplitudes and angles instead of instant values.
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TABLE VI
SCALABILITY OF DA-AFM

Number of
microgrids

Objective value
Iterations per

microgrid

6 0.0227 8.17

12 0.0323 10.50

18 0.0253 8.67

24 0.0258 10.67

30 0.0332 11.88

36 0.0312 7.90

TABLE VII
DA-AFM FOR SOLID FAULTS

Fault type Fault contributions Average power ripples

SPG fault 0.00% 1.89%

DPG fault 0.00%; 0.00% 98.56%

Phase-to-phase
fault

0.00% 95.15%

After transients of about half a 60 Hz cycle (∼ 0.008s),

amplitudes and angles of voltages and currents don’t change

much.

The real-time realization of DA-AFM is demonstrated with

results in Table IV (by reducing iteration number) and Table

V (by making feedback control modules and optimization

modules asynchronous).

G. Scalability of DA-AFM

This subsection shows that DA-AFM can be scaled up

for large numbers of microgrids. The numerical analyses in

subsection IV-A to IV-F are conducted with six microgrids.

Fig. 14 shows each microgrid’s objective value at every iter-

ation step when the networked microgrids has 36 microgrids.

As iteration increases, all the microgrids’ objective values

decrease until convergence.

Table VI shows the final objective value and iterations

per microgrid when the NMs have a different number of

microgrids. The results are achieved using the single-phase-

to-ground fault case. As the numbers in the second column

show, the final objective values of DA-AFM experience little

change. This means that as the number of microgrids increases,

DA-AFM can achieve the same level of performance with

respect to fault current contributions and power ripples. The

third column shows the average iteration number per microgrid

will not increase as the number of microgrids increases. Given

the results, the computation time should not increase.

Scalability of DA-AFM is demonstrated with results in

Fig. 14 and Table. VI. The results show when the number

of microgrids increases from 6 to 36, DA-AFM can keep

performance at the same level without increasing computation

time.

H. DA-AFM performance under miscellaneous situations

1) Results for solid ground faults. This part gives results

of DA-AFM in case of solid faults, as shown in Table VII.

Fig. 14. Each microgrid’s objective value at every iteration step when the
networked microgrids has 36 microgrids. Objective values of 36 microgrids
reach the same values as iteration increases.

Fig. 15. DA-AFM for a networked microgrids system connected to a complex
distribution network

During simulations, the ground resistors for ground faults and

the fault resistors for phase-to-phase faults are set to 0 Ω.

According to Table VII, for single-phase ground faults, DA-

AFM performs for solid faults as well as when voltage drops

to 0.52 pu with respect to fault current contributions and power

ripples. For double-phase ground faults and non-ground faults,

the fault current contributions remain the same at 0.00% while

power ripples have increased.

The reason for fault current contributions remaining the

same at 0% for all three types of faults is that in formulation

(7), fault current contributions F1 have been given a higher

weight factor. The reason for power ripples increasing for

double-phase ground solid faults and non-ground solid faults

is that asymmetry levels for these two types of faults have

increased beyond systems’ capacity. Power ripples for these

two types of faults can be reduced by increasing current

ratings, i.e., ISi in (10) and IS,M in (13).

2) Applicability to complex topology. To demonstrate DA-
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AFM’s performance under different network structures, six

microgrids are connected to different points of a modified

IEEE 34 feeder system, as shown in Fig. 15, instead of being

connected at the same point of connection. The simulation

results achieved with this 34 distribution feeder system are

very similar to the simulation results achieved with topology

shown in Fig.1. The results for single-phase-to-ground faults

are shown in Fig. 4, Fig. 5 and Table I. The results for double-

phase-to-ground faults are shown in Fig. 7, Fig. 8 and Table

II.

The reason for getting the same results with this new

topology is because this topology is radial and relatively small

in size. This means at the fault location, the total currents from

NMs is simply an addition of all microgrids’ currents, which

is also the case when all the microgrids are connected to the

same point of connection. In the future, distribution systems

with loops and of large size, or situations where microgrids are

connected to different distribution systems will be considered.

In these cases, relationships between a microgrid’s output

currents and the corresponding contribution currents at fault

locations will be represented by matrices.

V. CONCLUSION

DA-AFM for NMs is designed to enable NMs’ fault ride-

through capabilities, facilitating the deep penetration of hetero-

geneous microgrids in the future. DA-AFM is formulated as

an optimization problem, solved with the surrogate Lagrangian

relaxation method, implemented with one CPU of multiple

cores, and facilitated by software defined networking (SDN).

DA-AFM’s accurate convergence, excellence, plug-and-play,

resilient to communication delay, real-time performance and

scalability are demonstrated through case studies for NM sys-

tems of more than six microgrids. The method can be triggered

immediately and overrides microgrids’ primary control upon

the detection of faults. The next step is to extend DA-AFM

for managing both DC microgrids and hybrid microgrids and

to integrate DER operations inside microgrids.
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