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ABSTRACT

This study investigates whether the thermodynamics of supercell rear-flank outflow can be inferred from

the propagation speed and vertical structure of the rear-flank gust front. To quantify the relationship between

outflow thermodynamic deficit and gust front structure, CM1 is applied as a two-dimensional cold pool model

to assess the vertical slope of cold pools of varying strength in different configurations of ambient shear. The

model was run with both free-slip and semislip lower boundary conditions and the results were compared to

observations of severe thunderstorm outflow captured by the Texas Tech University Ka-band mobile radars.

Simulated cold pools in the free-slip model achieve the propagation speeds predicted by cold pool theory,

while cold pool speeds in the semislip model propagate slower. Density current theory is applied to the

observed cold pools and predicts the cold pool speed to within about 2m s21. Both the free-slip and semislip

model results reveal that, in the same sheared flow, the edge of a strong cold pool is less inclined than that of a

weaker cold pool. Also, a cold pool in weak ambient shear has a steeper slope than the same cold pool in

stronger ambient shear. Nonlinear regressions performed on data from both models capture the proper de-

pendence of slope on buoyancy and shear, but the free-slip model does not predict observed slopes within

acceptable error, and the semislip model overpredicts the cold pool slope for all observed cases, but with

uncertainty due to shear estimation.

1. Introduction

In prior studies of supercell structure and evolution,

the rear-flank downdraft (RFD) has emerged as an im-

portant feature with regards to tornadogenesis (e.g.,

Lemon and Doswell 1979; Rotunno and Klemp 1985;

Dowell and Bluestein 1997; Adlerman et al. 1999;

Markowski 2002; Markowski et al. 2002; Beck et al.

2006; Grzych et al. 2007; Hirth et al. 2008; Markowski

et al. 2008; Finley and Lee 2008; Markowski and

Richardson 2009; Marquis et al. 2012; Beck and Weiss

2013; Skinner et al. 2014). This mass of descending air on

the back side of a supercell updraft is theorized to play

several roles in the generation of a tornado, including

the advection of vertical vorticity toward the surface and

providing a mechanism for convergence and vortex

stretching along the leading edge of the outflow, the

rear-flank gust front (RFGF; Klemp et al. 1981; Davies-

Jones 1982; Davies-Jones and Brooks 1993; Dowell and

Bluestein 1997; Adlerman et al. 1999; Davies-Jones et al.

2001; Markowski 2002; Beck et al. 2006; Markowski

et al. 2008; Marquis et al. 2008), as well as being a source

for baroclinic vorticity generation (Klemp and Rotunno

1983; Rotunno and Klemp 1985; Markowski 2002;

Markowski et al. 2008; Beck and Weiss 2013; Skinner

et al. 2015; Weiss et al. 2015).

RFDs are also considered to influence tornadogenesis

through the modulation of buoyancy. Air parcels that

enter the low-level updraft often traverse through the

RFDnear the surface and are influenced by the buoyancy

of the RFD air, thus aiding tornadogenesis through in-

creased stretching of vertical vorticity or inhibiting tor-

nadogenesis by decreasing vertical acceleration, perhaps

prohibiting ultimate achievement of the level of free

convection altogether (Davies-Jones and Brooks 1993;
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Adlerman et al. 1999; Markowski 2002; Markowski et al.

2003; Markowski and Richardson 2009).

Past studies of tornadic and nontornadic RFDs have

revealed a tangible link between a downdraft’s char-

acteristic buoyancy and tornado likelihood and in-

tensity. Markowski et al. (2002) analyzed 30 different

supercell cases from the original Verification of

the Origin of Rotation in Tornadoes Experiment

(VORTEX; Rasmussen et al. 1994) and subsequent

campaigns. It was found that, in general, the smallest

perturbations of equivalent potential temperature (ue)

and virtual potential temperature (uy), relative to the

base inflow state, were measured within RFDs of

strongly tornadic storms (Fig. 1). Studies following the

Markowski (2002) analysis supported that conclusion

(Grzych et al. 2007; Hirth et al. 2008; Finley and Lee

2008; Skinner et al. 2014; Weiss et al. 2015). Some

studies even recorded small ue excesses within RFD

air close to tornado passage (Hirth et al. 2008; Weiss

et al. 2015).

The collection of in situ measurements within the

portion of the RFD nearest the tornado is both difficult

and dangerous, raising the question of whether the

thermodynamics of a supercell RFD can instead be

inferred using remote sensing (i.e., mobile Doppler ra-

dar). This study evaluates the feasibility of such an ap-

proach, whereby observed RFGF shape and evolution

can be related to the intrinsic buoyancy through density

current theory.

The strength of a cold pool has been shown to influ-

ence both its propagation speed and its structure. The

speed of a cold pool can be expressed using the following

equation:

c5k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gh

r
1
2 r

0

r
0

r
, (1)

where c is the propagation speed of the cold pool, g is

the acceleration due to gravity, h is the depth of the

cold pool, r0 is the air density of the environment,

r1 is the air density within the cold pool, and k

is a variable often ranging between 0.7 and 1.3 that

accounts for finite channel depth effects and vis-

cous dissipation (Benjamin 1968; Bluestein 2013,

137–152; Markowski and Richardson 2014). The

presence of environmental shear has been shown to

affect the propagation speed of a cold pool (Simpson

and Britter 1980; Xu 1992; Chen 1995; Xu et al. 1996;

Liu and Moncrieff 1996). One way to include shear

into the speed equation is
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where Du is the shear vector magnitude (vector differ-

ence between the wind at height h and the wind at the

surface).

Defining cold pool structure (specifically, the shape of

the leading edge) and how it is affected by cold pool

strength is more complex. Environmental shear is the

biggest factor affecting the structure of a cold pool (e.g.,

Rotunno et al. 1988; Xu 1992; Chen 1995; Liu and

Moncrieff 1996; Bryan and Rotunno 2014b). Rotunno

et al. (1988, hereafter RKW88) determined that cold

pools in a sheared environment can have an ‘‘optimal

state’’—a state in which air is forced upward into a

vertically oriented jet (Fig. 2). This vertical jet manifests

itself in the shape of the cold pool edge—a cold pool in

the optimal state has nearly a 908 slope.1

RKW88 determined the necessary conditions for the

optimal state using a vorticity budget within a control

volume (CV) around the cold pool edge:
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FIG. 1. A scatterplot of maximum uy vs minimum uy values

recorded within RFDs of tornadic and nontornadic supercells in

the original VORTEX project. Black (gray) symbols refer to cases

in which analyses were (were not) obtained within 5min of tor-

nadogenesis or tornadogenesis failure. [From Markowski (2002).]

1While the schematic in Fig. 2d does show a vertical jet, RKW88

did not determine the slope of the cold pool to reflect what it would

look like in the optimal state. This shape was later determined by

Bryan and Rotunno (2014b), Fig. 2.
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where R and L indicate the right and left edges of the

CV, respectively; d refers to the domain depth; u is the

horizontal wind; w is the vertical wind; Bx is buoyancy;

and h is the total vorticity perpendicular to the CV

plane. The first integral gives the net tendency of vor-

ticity within the CV, the second, third, and fourth in-

tegrals give the vorticity flux at the left, right, and top

boundaries, respectively; and the last integral in the

equation gives the net buoyant generation of baroclinic

vorticity in the CV. The buoyant generation of vorticity

is determined by the density excess within the cold pool.

RKW88 hypothesized that the net buoyant generation

of negative vorticity is balanced by the import of positive

vorticity from the low-level shear for a cold pool in the

optimal state.

Bryan and Rotunno (2014b) used a numerical model

to study the optimal state and verified the RKW88 hy-

pothesis that environmental vorticity balances the baro-

clinic vorticity generated by the cold pool. In addition,

Bryan and Rotunno (2014b) simulated cold pools in

nonoptimal conditions by adjusting the cold pool deficit

and the ambient shear independently. The results

revealed that, in sheared flow, a decrease in cold pool

temperature deficit produces a steeper slope while an

increase in this deficit produces a shallower slope.

The purpose of this study is to determine how the speed

and slope of a gust front is dependent on cold pool

strength (defined by its potential temperature deficit)

and whether that dependence can be observed. In

principle, a gust front’s structure, by virtue of its tie

to outflow buoyancy, might be used to infer supercell

tornadic potential. We expect that a cold pool with a

stronger (weaker) buoyancy deficit will have more

shallow (steep) leading edge vertical slope. A two-

dimensional model is used to simulate and analyze

various cold pool–environment interactions to test this

hypothesis, the results of which are then compared to

the observed speed and slope of cold pools sampled

using Doppler radar.

2. Methods

a. Cold pool model

Themodel used in this study is a two-dimensional cold

pool model developed and used by Bryan and Rotunno

(2014a,b). It is a modified, two-dimensional version of

Cloud Model, version 1 (CM1; Bryan and Fritsch 2002),

with an x–z grid characterized with a 31.25m grid

spacing. The lateral boundaries have open boundary

conditions while the upper and lower boundaries are flat

and rigid. The upper boundary is free slip and is located

eight times the initial cold pool height.

Both free-slip and semislip lower boundary conditions

are used to study cold pool shape and propagation.

FIG. 2. A visual representation of RKW theory. (a) A convective updraft in uniform flow. (b) A convective

updraft in uniform flow is tilted due to baroclinic vorticity generated by a cold pool. (c) A convective updraft in

sheared flow tilts due to environmental horizontal vorticity. (d) A convective updraft is upright as baroclinic

vorticity balances environmental horizontal vorticity produced by sheared flow. This is often referred to as the

‘‘optimal state’’ for long-lived convection. [From Rotunno et al. (1988).]
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Friction is implemented on the lower boundary of the

cold pool model through the use of a surface drag co-

efficient (Cd). For all simulations, Cd was set to 0.01, a

value typical of cropland and tall grass fields. To main-

tain the near-surface flow and keep the environmental

shear vector intact throughout the simulation, a force-

restore term was added to the u-momentum equation

(see Markowski 2016).

The cold pool is initialized as a rectangular block of

relatively cold air over the left half of the domain with a

depthH. On the right side of the domain, ambient flow is

defined using wind speeds at three different heights. The

wind at the top of the shear layer (at depth h) is held

constant in the vertical throughout the rest of the do-

main (Fig. 3). While the overall domain was fixed, all

analysis was conducted in a moving CV centered around

the leading edge of the cold pool as it propagated toward

the right side of the domain.

Different cold pools were modeled by varying the

initial potential temperature deficit, Du. The shape of

these cold pools was then analyzed for different am-

bient shear profiles by changing the values for the

wind at three different heights, u0, u1, and u2. The

wind in between the three designated levels was lin-

early interpolated to complete the shear profile. In

total, 60 different combinations of Du, shear strength
(DU; the difference between u2 and u0), and shear

depth (h/H; the height of the shear layer relative to the

depth of the cold pool) were simulated using the free-

slip model and 44 combinations were simulated using

the semislip model. The detailed configurations of

cold pool deficit, shear, and shear depth used to ini-

tialize the free-slip and semislip models can be found

in Table 1.

To ensure limited temporal evolution of the envi-

ronmental shear profile due to frictional drag, all semi-

slip simulations were initiated with a shear profile in

which the u component of the wind is 0m s21 at the

lowest level and increases with height. This is in contrast

to all free-slip simulations in which shear was modeled

with a strong negative u-component wind (pointed to-

ward the cold pool) at the lowest level that increased

with height.

Cold pool speed and cold pool slope were the two

dependent variables of interest after the model reached

steady state. In a majority of cold pool studies (e.g.,

Benjamin 1968; Xue et al. 1997; Bryan and Rotunno

2014b; RKW88), calculations are performed using cold

pool–relative flow, where the cold pool has no CV-

relativemotion and propagation speed is instead defined

as the wind speed directly opposing the cold pool along

the surface, or camb 1 Du, where camb is the ambient

wind speed above the shear layer andDu is the change in
ambient wind speed within the shear layer [see Fig. 3.43

in Bluestein (2013, 137–152)]. In the cold pool model

used in this study, the cold air does have ground-relative

propagation, so cold pool speed was found by calculat-

ing the grid-relative propagation of the leading edge of

cold air at the lowest model level, and then subtracting

the grid-relative wind speed at the lowest model level

(u0). This ensured that any change in the ambient wind

profile did not affect cold pool speed as long as the shear

vector remained the same.

Cold pool slope is defined as the angle formed be-

tween the ground and the leading edge of the cold pool

(on the cold side of the boundary), represented by the

linear slope of the gust front between 250 and 750m

AGL. For cases in which the cold pool depth is less than

750m, the cold pool slope is calculated between 0 and

500m AGL. The averages of cold pool speed and slope

between 30 and 45min of simulation time were used

to define the final values for the dependent variables

to ensure that transient eddies did not affect the

calculations.

FIG. 3. A conceptual schematic showing the initialized state of the modified CM1 cold pool

model. The shaded region indicates cold air with a potential temperature deficit Du and depth

H. Ambient two-dimensional shear is defined with three specified wind speeds (ux) at three

different heights. The wind speed at the highest altitude indicated (u2) is held constant through

the upper depth of the domain;H and h, the depth of the sheared layer, do not need to be equal.
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b. Observational platforms

Cold pool model results are compared to five dif-

ferent cold pools observed using various sampling

platforms. Of the five cold pools, two are outflow as-

sociated with upscale, multicell thunderstorms (re-

ferred to as the Idalou and the Slaton multicell cases)

and three are RFGFs from tornadic and nontornadic

supercells (referred to as the OKV2, Hedley, and

Tipton supercell cases).

The vertical structure of each cold pool was sampled

using the Texas TechUniversity (TTU)Ka-bandmobile

Doppler radars (Gunter et al. 2015). Range–height in-

dicator (RHI) scans were conducted to create a cross

section of the gust front as it propagated forward. Dur-

ing each deployment, RHI azimuths were chosen by the

radar operator to best intersect the gust front along a

perpendicular plane. Radial velocity data—specifically,

the location of the strongest radial velocity gradient in-

dicating the boundary of the approaching cold air (as

visible in the RHI)—were used for the slope and speed

analysis of each cold pool. While the strongest radial

velocity gradient was often associated with the zero

isodop, there were instances in which the zero isodop

was ambiguous below the lowest 1000m, so using the

strongest velocity gradient provedmore consistent. Cold

pool speed was estimated by tracking the distance

traveled by the strongest velocity gradient along the

surface in between scans and dividing that distance by

the amount of time passed between scans. The speed

calculations for each scan were then averaged over the

entire deployment period to find one speed value for

each case. To calculate cold pool slope, a linear gust

front slope was calculated between 250 and 750m AGL

along the strongest velocity gradient across all cases.

The results from each RHI scan during the deployment

period (usually spaced about 1–2min apart) were aver-

aged to ensure that no transient eddies were affecting

the slope calculation. While some cases involved longer

deployments and different scan strategies than others,

the amount of time over which RHIs were averaged

was about 5min, comprising of about 5–6 scans of the

outflow. The actual slope of the cold pool was then de-

fined as the angle between the ground and the linear

slope of the inside edge of the cold pool.

Surface buoyancy deficits within each cold pool were

measured using data from one of three different surface

observing networks—the TTU StickNets (Schroeder

and Weiss 2008; Weiss and Schroeder 2008), the West

TexasMesonet (Schroeder et al. 2005), and theOklahoma

Mesonet (Brock et al. 1995). All three networks mea-

sure temperature, relative humidity, and station pres-

sure, all of which are used to calculate u, uy, and ue [as

shown by Bolton (1980)]. TheWest TexasMesonet and

the Oklahoma Mesonet record observations every five

minutes; StickNets have a sampling frequency of 1Hz.

A time series from a single station was used to de-

termine the thermodynamic deficit of the outflow in

each of the observed cases. The base state is defined

using the average potential temperature over 15min, at

least 5min before the passage of the gust front. The

cold pool deficit is defined as the greatest decrease of

potential temperature during the first 15min after gust

front passage.

Two different methods are used to quantify the am-

bient shear opposing a cold pool. Wind speeds at dif-

ferent elevations are measured using velocity–azimuth

displays (VADs) from the nearest WSR-88D,2 and wind

data from the North American Regional Reanalysis

(NARR) are gathered over the grid point closest

to the location of deployment. It is inherently assumed

that the vertical wind profile at the VAD sites is the

same as the vertical wind profile near the storm for all

cases. There are clearly instances (e.g., the initiating

boundary exists between the radar and the storm) where

this assumption can be restrictive. To better represent

the low-level shear with this technique, the average 10-m

AGL wind speed from the nearest surface observing

TABLE 1. A table giving all of the combinations of cold pool deficit, shear, and shear depth used to initiate both the free-slip and semislip

simulations; ‘‘F’’ indicates that combination of cold pool deficit and shear was used in the free-slip model with a shear depth of 1h/H, and

‘‘S’’ indicates it was used in the same way for the semislip model. A boldface letter indicates that same combination was used with a shear

depth of 2h/H as well as 1h/H, and an italic letter indicates that same combination was also used with shear depths of 0.5h/H and 0.75h/H.

Shear 0m s21 1m s21 2m s21 3m s21 5m s21 8m s21 10m s21 15m s21

Cold pool deficit

1.5K F S F S F F S F S F S F S F S
3.0K F S F S F F S F S F S F S F S

6.0K F S F S F F S F S F S F S F S

8.0K F S F S F F S F S F S F S F S

2 Estimating environmental shear from TTU Ka-band radar

volume scans was also considered, but most deployments did not

conduct a full 3608 scan at an angle high enough to find the wind

speed and direction at the correct altitudes.
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platform in each case was substituted into the base of the

NEXRAD VAD profile. The shear value used in each

case is an average of the shear vectors produced from

the VAD and the NARR. The difference between the

(adjusted) VAD and NARR is used to estimate the er-

ror in the shear profile (the average value of the differ-

enceNARR–VAD for the five cases is 1.123m s21 with a

standard deviation of 3.683ms21).

Since radar RHIs and two-dimensional cold pool simu-

lations have been employed for this study, it is important to

identify the ambient shear in this same two-dimensional

plane. To find this two-dimensional vertical shear, the

speed of the cold pool in the opposite direction of the

scanning (north-relative) azimuth is considered the ‘‘cold

pool motion vector,’’ and the wind speeds from both the

VAD and the NARR are projected into this plane. The

ground-relative cold pool motion is then subtracted to

create the cold pool–relative wind profile.

3. Results

a. Cold pool propagation speed

Using both the free-slip and semislip lower boundary

conditions, cold pool propagation speeds produced by

the two-dimensional cold pool model followed the ex-

pected trend: cold pools with greater buoyancy deficits

moved faster than those with weaker buoyancy deficits.

It is also evident that cold pools in stronger shear (10–

15ms21) moved faster than their counterparts in

weaker shear (0–3ms21, Fig. 4).

To find an empirical equation for true ground-relative

cold pool propagation speed, we develop the following

relation:

c1Du5aDu1b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gH

r
1
2 r

0

r
0

r
(4)

based on the theoretical equation (2) formulated by

Simpson and Britter (1980), where c 1 Du is the cold

pool propagation speed at the surface. The results from

the free-slip cold pool model fit best when a 5 0.5 and

b5
ffiffiffi
2

p
/2, with a root-mean-square error (RMSE) of

0.58m s21 (Fig. 4a). As expected, cold pools produced

by the semislip model propagate slower than those

simulated with free-slip lower boundary conditions

(Fig. 4b). Comparing the cold pool speeds predicted by

(4) to the cold pool speeds from the semislip model re-

sults in an RMSE of 2.26m s21. Semislip cold pools

move an average of 2m s21 slower regardless of shear

strength or magnitude of cold pool deficit.

To compare observed cold pool speeds with what is

produced in the model, ambient shear, cold pool depth,

and cold pool buoyancy deficit from each case is input

into (4) using the empirical values for a and b calculated

from the free-slip model results. It is clear that both the

free-slip model and (4) produced very similar cold pool

speeds given the same low-level environmental shear

(Fig. 4). It was then tested if (4) could predict the cold

pool speed that was observed in each of the five field

cases (Fig. 5). Observed cold pool speed was calculated

with the same method used to find the modeled free-slip

FIG. 4. Cold pool speed from the two-dimensional cold pool model with (a) free-slip and (b) semislip lower boundary conditions vs

theoretical cold pool speed calculated from (4) (with DU scaled by a factor of 0.5, as discussed in the text). Each point is colored based on the

shear used to initialize each simulation. The size of each point represents the thermodynamic deficit initializedwithin each cold pool (smallest

points represent cold pools with u0 5 1.5Kwhile the largest points represent cold pools with u0 5 8.0K). The solid line is a 1-to-1 relationship.

If theory perfectly predicts the propagation speed of a cold pool in the model, then all the points would fall upon the 1-to-1 line.
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cold pool speed (cfree), adding the ground-relative ob-

served cold pool propagation (cradar, via Doppler radar

velocity plots) to the environmental wind vector mea-

sured at the surface out ahead of the cold pool (uground).

With these variables, (4) can be rewritten as

c
radar

2 u
ground

5
1

2
Du1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
gH

r
1
2 r

0

r
0

s
. (5)

For each case, cradar is adjusted to account for the pro-

jection of the gust front motion on to the RHI plane.3

Cold pool speed was predicted from (5) using a shear

value averaged between VAD-observed winds and

those produced in the NARR over the depth of the

observed cold pool (typically over the lowest 1–2km).

An error of 2.37m s21 was also applied to the speed

calculated by (5) to account for the RMSE between

modeled and theoretical speed. The model did not show

any significant fast or slow bias, so RMSE error bars are

centered on each data point.

The observed cold pool speeds are predicted by (5)

with an RMSE of 2.53m s21. Neither the supercell out-

flow nor the multicell outflow appear to have either a

fast or slow bias (Fig. 5).

To attempt to retrieve the thermodynamic perturba-

tion from cold pool speed, (5) is rearranged to solve for

the density excess:

u1y 2 u0y
u0y

5
2
h
(c

radar
2u

ground
)2

1

2
Du

i2
gH

. (6)

When this equation is applied to observed thunder-

storm outflow (Fig. 6), buoyancy deficits from only two

of the five cases are predicted within estimated error.

The RMSE is 2.77K, and the results show that (6) has

FIG. 5. Scatterplot of cobs vs cold pool speed predicted by (5). Each point is labeled with a

name referring to each deployment in which a cold pool was observed alongwith the distinction

between supercell outflow (RFGF) and outflow from upscale multicell storms. The solid line

gives a 1-to-1 relationship. Error bars are included along the y axis to indicate the range in speed

predicted using both VAD and NARR estimated shear, in addition to the RMSE between

modeled speed and speed predicted from (5) (Fig. 4).

3 In some cases, the radar beam was not scanning directly par-

allel to the cold poolmotion vector. If the scanning angle isf degrees

off parallel, only a fraction of the true speed can be observed.

The true speed is estimated using c 5 cradar/cos(f).
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neither a fast nor a slow bias. It is apparent that pre-

dicting buoyancy deficit from cold pool speed is highly

sensitive to shear error, with the variance in our shear

estimates leading to an average of about 1.6K in uy
perturbations.

In this analysis, it is assumed that the cold pool speed

and the in situ thermodynamic measurement were

observed simultaneously. However, as in situ samples

required fortuitous passage of the storm over fixed-site

instrumentation, there was often a 20–30min time

difference between the thermodynamic measurement

and the cold pool speed and slope measurements (in

the Tipton supercell case, the time delay was near

60min). Unsteady evolution could well have contrib-

uted to the buoyancy deficit in the period between

when the two measurements were taken. Surges in the

RFD, for example, have been shown to be thermody-

namically independent of the existing RFD [Marquis et

al. (2012) observed such RFD surges in different tor-

nadic supercells]. These surges can be difficult to

identify, and by altering the thermodynamic properties

of the RFD they can affect the propagation speed of

the RFGF.

In spite of some of these challenges, we believe this

is a good first step in using radar observations of cold

pool speed to estimate cold pool deficit. Due to the es-

timation’s high sensitivity to errors in shear, in situ storm

proximity soundings may lead to a greatly improved

cold pool deficit estimate. In one case, the VAD/NARR

shear approximation was compared to a radiosonde

launched in the field an hour before the storm to capture

environmental characteristics. The shear vector was

found to be very similar across platforms; however,

storm proximity soundings can be more sensitive to

small increases of shear in near storm environments.

Future work is planned to test the utility of improved

shear characterization.

b. Cold pool slope

1) FREE-SLIP SIMULATION RESULTS

The structure of a cold pool has been shown to

largely depend on ambient shear and the depth of the

shear layer relative to that of the cold pool (Xu 1992;

Chen 1995; Xu et al. 1996; Liu and Moncrieff 1996;

Bryan andRotunno 2014b), and this study aims to show

FIG. 6. A scatterplot comparing the derived uy perturbations (calculated from observed

speed) to the actual observed uy perturbations. The error bars along the y axis are calculated

using the same method described in Fig. 5.
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that the magnitude of the buoyancy deficit is also rel-

evant. In an effort to diagnose a cold pool slope given

shear (DU), shear depth (h/H), and cold pool buoyancy

deficit (u0), a multivariate stepwise regression analysis

was conducted on the results from each of the 60 free-

slip cold pool model runs to form a linear empirical

equation:

slope5 101:481 3:64(DU)24:26(u0)252:43

�
h

H

�
. (7)

This equation has an r2 statistic of 0.830 and an

RMSE of 11.258 (a visual representation of how well

the linear equation fits the cold pool results can be

seen in Fig. 7a). While the ambient shear vector

controls a majority of the variance for cold pool

slope, it is evident that buoyancy deficit also plays a

significant role. The negative coefficient for u0 in-

dicates that weaker (greater) u deficits are associated

with steeper (shallower) slopes. For cold pools in

moderate positive shear (5–10m s21), the linear re-

gression equation appears to be a relatively good fit

for cold pool slope. However, the linear equation

does a poor job predicting cold pool slopes in un-

sheared environments and it does not capture the

steep change in slope for weaker cold pools in strong

positive shear (e.g., the 1.5 K cold pool slope in-

creases by 508 between the 10m s21 and 15m s21 en-

vironments, but it only increases by 258 between the 5

and 10m s21 environments). Due to these limitations

of the linear equation, a multivariate nonlinear re-

gression analysis was conducted producing the poly-

nomial equation:

slope5 36:252 5:47

�
h

H

�
29:43(u0)1 9:03

�
u0
h

H

�

1 13:67(DU)27:42

�
DU

h

H

�
2 0:28(DUu0)

1 0:108(u02) . (8)

This equation has an r2 statistic of 0.931 and anRMSE of

7.468 (Fig. 7b). The second-order terms for u0 and DU in

the equation are integral to capture the nonlinearity of

the model. While the nonlinear regression is a great fit

for a majority of the data, and certainly improves cold

pool slope prediction in strong positive shear (DU .
10ms21) when compared to the linear regression, it

appears to have a slight steep bias, although the bias is

no greater than 58.
For cold pools modeled in strong positive shear, the

slopes vary by at least 408 over the expanse of u0 values
tested, while the cold pools modeled in weak positive

shear have slopes that vary over a much smaller range

(,208; Fig. 7b). Those modeled in no shear do not vary

at all [which agrees with the theoretical studies for cold

pools in the absence of shear, e.g., Benjamin (1968)]. It is

clear that the nonlinear equation is more suited to pre-

dict cold pool slope given ambient shear and u0 due to

the inherent nonlinearity of the results.

2) SEMISLIP SIMULATION RESULTS

Cold pools modeled with the semislip lower boundary

condition have steeper slopes to their leading edge than

those modeled with a free-slip lower boundary (Fig. 8).

The greatest differences in vertical slope occur be-

tween cold pools modeled in 15m s21 ambient shear.

FIG. 7. Scatterplot of cold pool slope from the free-slip model vs the slope predicted from (a) the linear equation (7) and (b) the

polynomial equation (8) produced by the multivariate regression analysis on the model data. Each point is colored and sized in the same

way as points in Fig. 4. The 1-to-1 relationship is given by the black solid line.
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However, the difference in slopes between the free-slip

and semislip cold pools are apparent in cold pools mod-

eled with and without shear (Fig. 9). Comparing snap-

shots of cold pools in 10ms 21 shear with different lower

boundary conditions, we see that the cold air above the

surface (z . 100m) bulges ahead of the leading edge at

the lowestmodel level (Figs. 9c,d).While the bulging cold

air is not as visible for cold pools modeled in 0ms21 shear,

the semislip cold pool still has a visibly steeper slope than

the free-slip cold pool (Figs. 9a,b). The bulging cold air

has been referred to as an ‘‘elevated nose’’ (Simpson 1969;

Charba 1974), and its appearance in observed cold pools is

discussed in a later section.

Semislip cold pool results were analyzed with the same

methods used to analyze the free-slip cold pool results. A

multivariate stepwise regression analysis was conducted

on the results from each of the 44 semislip cold pool

model runs to form the linear empirical equation:

slope5 64:101 4:24(DU)23:14(u0)28:85

�
h

H

�
. (9)

This equation has an r2 statistic of 0.860 and an RMSE

of 8.548 (Fig. 10a). While the coefficients in (7) and (9)

have different magnitudes, the free-slip and semislip

cold pools clearly follow the same trend with respect to

shear and cold pool deficit. A multivariate nonlinear

regression analysis was also conducted to produce the

polynomial equation:

slope5 48:442 0:03

�
h

H

�
27:70(u0)1 1:27

�
u0
h

H

�

1 8:80(DU)21:70

�
DU

h

H

�
20:53(DUu0)

1 0:704(u02) . (10)

This equation has an r2 statistic of 0.971 and an RMSE

of 3.848 (Fig. 10b). Both nonlinear polynomials are used

to determine how well observed cold pools match the

two-dimensional cold pool model.

3) OBSERVED SLOPE VERSUS MODELED SLOPE

Observed cold pool slopes were compared to slopes

produced by the model by inputting observed buoyancy

deficits and shear from each of the five cases into both

the free-slip nonlinear regression in (8) (Fig. 7b) and the

semislip nonlinear regression (10) (Fig. 10b). The shear

used to predict the slope for each case is averaged be-

tween the (adjusted) value observed from the nearest

WSR-88D VAD and that analyzed in the NARR, with

error bars covering the range between the two sources.

FIG. 8. A bar graph giving the difference in vertical slope between semislip cold pools and free-

slip cold pools when simulated with the same potential temperature deficit in the same environ-

mental shear. Results are only given for cold pools inwhich the shear depth is equal to the cold pool

depth (i.e., h/H 5 1). All differences are positive, indicating that cold pools with a semislip lower

boundary condition have a steeper slope than those with a free-slip lower boundary condition.
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Neither the free-slip model nor the semislip model ac-

curately predicts the cold pool slopes in our small sam-

ple of observed cases (Fig. 11). The free-slip nonlinear

regression (Fig. 11a) underpredicts the three supercell

cold pools and overpredicts the two multicell cold pools,

and no slope is predicted within the estimated error. The

semislip nonlinear regression (Fig. 11b) mainly under-

predicts all cold pool slopes, but does capture the Slaton

Multicell cold pool slope within estimated error. More

observed cold pool cases are necessary–particularly with

representative proximity soundings immediately ahead

of the gust front–to properly assess how well the model

predicts the slope of observed gust fronts.

4) OTHER STRUCTURAL SIMILARITIES

To directly compare the structure of modeled cold

pools to those observed with mobile radars, simulated

Doppler radar RHIs were produced from the model

data. While the vertical slope of observed cold pools did

not exactly match with what was predicted by themodel,

the two-dimensional simulations did produce cold pools

with characteristics similar to those seen in observed

FIG. 9. Cross-sectional plots of potential temperature deficit for 3 K cold pools modeled with (a) the free-slip lower boundary and

0m s21 shear, (b) the semislip lower boundary and 0m s21 shear, (c) the free-slip lower boundary condition and 10m s21 shear, and (d) the

semislip lower boundary and 10m s21 shear. All wind vectors are relative to cold pool motion.

FIG. 10. As in Fig. 7, but for semislip lower boundary conditions.
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cold pools. One such feature is an internal rotor near the

surface and about 1 km behind the leading edge of the

cold pool (Figs. 12a,c). The rotor is visible as a small

patch of outbound velocities at the surface embedded

within the inbound velocities that signify the cold pool.

While the rotor appears in only one observed cold pool

(behind the Hedley RFGF; Fig. 12a, although the out-

flow from the Idaloumulticell system exhibits a decrease

in inbound velocities along the surface in the same lo-

cation; Fig. 12b), it can be seen in several of the modeled

cold pools (e.g., Fig. 12c). This near-surface rotor is the

result of two larger eddies on the upper boundary of the

cold pool penetrating at least halfway into the body of

the cold pool (visible through the wind vectors plotted in

Fig. 12d). The two eddies then cause the cold air near the

surface to overturn and rotate in the opposite direction,

with a jet of enhanced wind speeds in the region between

upper eddies and the eddy near the surface. Bryan and

Rotunno (2014a) show that such eddies are especially ex-

aggerated in two-dimensional simulations, which may ex-

plain why the surface rotors are more common in our

simulations than in the observations. However, further re-

search is needed to understand under what circumstances

this rotor forms in our observations and if it can reveal any

information about the cold pool or ambient environment.

Another result from the two-dimensional simulated

Doppler velocity plots is that all of the cold pools visibly

lack an elevated nose. A number of prior studies (e.g.,

Simpson 1969; Charba 1974) that involve observations

and laboratory experiments often refer to an elevated

(500–750m AGL) region of the cold pool that juts out

past the cold air at the surface. None of the cold pools

observed by the authors using the TTUKa-band mobile

Doppler radar in this study have a visible elevated nose

(e.g., Figs. 12a,b). In the semislip simulation, cold pools

are characterized by a small, very shallow (200m AGL)

elevated nose (e.g., Fig. 12d). However, the nose is not

visible in the simulated two-dimensional wind field

(Fig. 12c), which may be the result of a small area of

nonhydrostatic high pressure extends out ahead of the

gust front, consistent with the decceleration of outbound

environmental flow ahead of the gust front passage

(Bryan and Rotunno 2014b). Therefore, the zero isodop

extends farther ahead of the edge of cold air along the

surface in the simulated two-dimensional wind field

(Fig. 12c).

5) VORTICITY BUDGET ANALYSIS

In an effort to more deeply understand the mecha-

nisms driving the change in cold pool slope with varying

shear and cold pool strength, the vorticity budget near

the leading edge of the cold pool is analyzed. Following

the vorticity budget analysis (3) conducted by Bryan and

Rotunno (2014b), the vorticity flux is measured at the

FIG. 11. Scatterplots comparing observed slopes to the slopes predicted by (a) the nonlinear free-slip regression (8) and (b) the nonlinear

semislip regression (10). The slopes are plotted relative to a gray line that provides the 1-to-1 relationship between observed slope and

model predicted slope. Model slopes are predicted using the average shear value between observed VAD winds and analyzed NARR

winds. Error bars cover the difference between the two shear estimates.
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top, left, and right boundaries of a CV centered on

the leading edge of the cold pool. Each boundary is

located 2 km from the cold pool edge. The net gen-

eration of vorticity is also measured within the CV, as

well as the overall tendency (i.e., the total change in

vorticity) within the CV.4 The vorticity analysis is

conducted only for free-slip cold pools, in order to

follow the analysis of Bryan and Rotunno (2014b) as

well as to gain an understanding of vorticity ten-

dencies without the added influence of a semislip

lower boundary.

First, the vorticity budget is analyzed over several cold

pools with different initial potential temperature deficits

in 15m s21 ambient shear (Fig. 13). The cold pool with a

1.5K u-deficit has an average slope of about 988 (past
vertical), the cold pool with a 3K deficit has an average

slope of about 848 (near vertical), and the cold pool

with a 6K deficit has an average slope of about 728
(under vertical; Fig. 13). We first look at the vorticity

budget of the cold pool closest to RKW88’s optimal

state: the 3K cold pool.

Throughout the lifetime of the 3K cold pool, the

largest terms in the vorticity budget equation are the

flux-at-right and net-generation terms (Figs. 14c,d).

These results match nearly identically with Bryan and

Rotunno (2014b) optimal state vorticity budget. The

ambient shear creates a positive flux of vorticity on the

right side of the CV, while the baroclinic generation

of negative vorticity by the cold pool (i.e., the net-

generation term) is nearly equal but opposite of the

flux-at-right term, resulting in a nearly vertical gust front

slope (as shown in Fig. 13b).

The flux-at-top and tendency terms for the 3.0K cold

pool are constantly fluctuating within the CV, but their

average values are relatively low (Fig. 14d). RKW88

assume these terms to be zero in the optimal state, while

Bryan and Rotunno (2014b) show that these terms do

average out to be nearly zero. The results shown in this

paper match the results presented by Bryan and

Rotunno (2014b), so we can make conclusions from the

vorticity budget analysis with confidence as we move

forward.

The 1.5K cold pool and 6K cold pool are both in

‘‘nonoptimal’’ states, where the net-generation of baro-

clinic vorticity and the horizontal vorticity due to am-

bient shear are out of balance (Figs. 13a,c). Because the

1.5K cold pool has a slope past vertical, we can assume

that the shear vorticity (i.e., the flux at right term) is

stronger than the generation of baroclinic vorticity.

However, Fig. 14a implies that the flux-at-right term

is actually weaker than the baroclinic vorticity (and

weaker thanwhat is expected to be produced by 15m s21

FIG. 12. Doppler base velocity RHIs from the Ka-band mobile radar revealing the vertical structure of (a) the RFGF from a tornadic

supercell in Hedley, TX, on 15May 2015 and (b) the outflow of a severe mesoscale convective system in Idalou, TX, on 15 Jun 2016. (c) A

simulatedDoppler velocity plot of a 5K deficit cold pool from the two-dimensional model (only horizontal wind is color filled). (d) A plot

of the same cold pool at the same time as shown in (c), but potential temperature deficit is contoured and color filled along with two-

dimensional ground-relative wind barbs.

4While specific residuals can be somewhat large, the average

residual is negligibly small. Bryan and Rotunno (2014b) attribute

these fluctuations to viscous terms that have not been considered in

this analysis.
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shear). Looking at a snapshot of the simulated cold pool

(Fig. 13a), it is clear that the reason for the weak flux-at-

right term is because the positive vorticity injected into

the CV by the ambient shear is negated by the advection

of negative baroclinic vorticity out the right side of the

CV, therefore decreasing the net value of the term.

The 6K cold pool has a slope that is under vertical,

consistent with baroclinic generation of vorticity that is

greater that the ambient shear vorticity (Figs. 13c and

14e). The turbulent eddies produced along the cold pool

interface cause large fluctuations of both the flux-at-left

and net-generation terms within the CV over time, but

FIG. 13. Free-slip cold pool model output for a (a) 1.5 K cold pool deficit, (b) 3.0 K cold pool

deficit, and (c) 6.0K cold pool deficit in 15m s21 ambient shear at the model time of 30min.

Potential temperature deficit is contoured and color filled and wind vectors represent cold

pool–relative flow.
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the average values of the flux-at-right and net-generation

terms reveal that the stronger cold pool in 15ms21 shear

produces greater vorticity than the ambient shear.

Next, the vorticity budget is analyzed over different

cold pools in an environment with no ambient shear. As

hypothesized by RKW88, all cold pools in an unsheared

environment have the same vertical slope, regardless of

cold pool deficit (Fig. 15). It is apparent from the vorticity

budget analysis (Fig. 16) that the average baroclinic

vorticity generated by the cold pool is nearly equal (but

opposite to) the flux of vorticity out the left side of the

domain (while the remaining terms are zero or negligi-

ble). These results support the claim made by RKW88

(p. 478), that without the injection of vorticity over the

right boundary due to shear, ‘‘the net buoyant generation

of negative vorticity is just balanced by the export of

negative vorticity’’ out the left side of the CV. This

statement suggests that any baroclinic vorticity generated

by a cold pool of any strength does not remain resident in

the domain. In the 2D cold pool simulations conducted in

this study, every cold pool simulated in a no-shear envi-

ronment ended up having the same slope (about 328).
Since the CV follows the leading edge of the cold pool,

the faster propagation for stronger cold pools in the no-

shear environment leads to a greater flux of vorticity

over the left side of the domain, balancing the greater

baroclinic tendency. Without any ambient shear inject-

ing vorticity into the CV, the vorticity budget remains

balanced and the potential temperature deficit of the

cold pool does not affect its slope. When ambient

shear is introduced into the domain, the positive shear

combats the downwind advection of the baroclinic vor-

ticity and advects it instead in a more upward trajectory.

This in turn allows the cold pool to retain a greater

depth, increasing the generation of baroclinic vorticity

(e.g., Fig. 14), all while retaining positive vorticity pre-

viously generatedwithin the domain. The crucial point is

that cold pools with varying buoyancy deficits generate

FIG. 14. Time evolution of the horizontal vorticity budget for a (a),(b) 1.5 K cold pool deficit, (c),(d) 3.0 K cold

pool deficit, and (e),(f) 6.0K cold pool deficit in 15m s21 ambient shear. Each line (as indicated by the legend)

corresponds to a term in (3). The average value of each term over the time period is given in parentheses in

the legend.
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different amounts of baroclinic vorticity that, when in-

teracting with positive vorticity injected by ambient

shear, affect the cold pool slope.

4. Summary and conclusions

Previous studies have shown that stronger tornadic

storms are associated with warmer outflow, while strong

buoyancy deficits were measured within the RFDs of

weakly tornadic or nontornadic supercells (Markowski

2002; Markowski et al. 2002; Grzych et al. 2007; Hirth

et al. 2008; Finley and Lee 2008; Markowski and

Richardson 2009; Weiss et al. 2015). With this motiva-

tion in mind, the purpose of this study is to determine

how internal buoyancy deficits affect the vertical struc-

ture and propagation of thunderstorm outflow (like the

RFGF) and if those differences can be observed using a

Ka-band mobile Doppler radar.

FIG. 15. As in Fig. 13, but for cold pools in an environment with no ambient shear.
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A two-dimensional cold pool model introduced in

Bryan and Rotunno (2014b) was used to analyze how

the vertical structure and propagation of a cold pool

evolves with changing potential temperature deficit,

ambient shear, and shear depth. While the original

model only operated with a free-slip lower boundary, a

semislip lower boundary was also introduced in the

current study. The resultant propagation speed and

leading edge slope of each simulated cold pool were

then compared to speeds and slopes of five different gust

fronts observed using the Texas Tech Ka-band mobile

Doppler radar.

In both the free-slip and semislip models, as expected,

cold pools initialized with greater potential temperature

deficits propagated faster. For cold pools with the same

thermodynamic characteristics, the model showed that

stronger ambient shear increased cold pool propagation

speed. It was found that the cold pool propagation

speeds from the free-slip model correlate strongly with

the relation shown in (4) based off of the original em-

pirical equation from Simpson and Britter (1980).

The propagation speed for cold pools simulated with a

semislip lower boundary follow the same trend as (4),

but, as expected, the average propagation speed

was about 3–5m s21 slower than those in the free-

slip model.

Three out of the five observed cold pool propagation

speeds were predicted within error by (5). However, the

method of quantifying ambient shear caused uncertainty

in predicted speed up to 5ms21, which leads to a max-

imum error in estimated cold pool uy deficit of about 3K.

Only two of the five observed cold pool buoyancy defi-

cits were estimated within acceptable error. It seems

likely that a more accurate measurement of ambient

shear would have better predicted the cold pool buoy-

ancy deficit in our cases.

The dependence of the gust front slope on the buoy-

ancy deficit and ambient low-level shear was similarly

tested. Unlike cold pool propagation speed, to the au-

thors’ knowledge, there is no analytical equation for the

slope that relates these parameters. Using the results

from 58 different cold pool simulations with a free-slip

lower boundary we developed linear and nonlinear em-

pirical relationships for cold pool slope given ambient

FIG. 16. As in Fig. 14, but for cold pools in an environment with no ambient shear.
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shear, shear depth, and potential temperature deficit

[see (7) and (8)]. We also used results from 43 different

simulations with a semislip lower boundary to develop

similar equations for cold pool slopes in an environment

with surface friction [see (9) and (10)].

Both linear multivariate regression equations were a

good fit for cold pools in moderate positive shear (i.e.,

5,DU, 10m s21). The greatest factor in determining

cold pool slope is ambient low-level shear, which cor-

responds with previous studies (e.g., RKW88; Xu et al.

1996). It is also evident that cold pool buoyancy deficit

explains much of the remaining slope variance for both

the free-slip and semislip models, whereby warmer

(colder) cold pools have greater (shallower) slopes

when shear is positive. Cold pools with strong buoy-

ancy deficits generate a large amount of baroclinic

vorticity that is greater in magnitude than the envi-

ronmental vorticity from ambient shear, leading to a

shallower slope. However, buoyancy deficit has no ef-

fect on cold pool slope when in unsheared flow, and it is

apparent that the linear equations could not capture

the trend of cold pool slopes in no shear or strong

positive shear. For this reason, a nonlinear multivariate

regression equation was produced from both the free-

slip and semislip data. For both models, the nonlinear

regressions had the highest correlations with the model

slope data when buoyancy deficit was treated as

second-order variable, and shear depth as a first-order

variable. Both nonlinear equations improved over their

linear counterparts, especially for cold pools in un-

sheared flow and strong positive shear.

Cold pools simulated with the semislip model had

steeper slopes than the same cold pools simulated with

the free-slip lower boundary condition. Neither the free-

slip model nor the semislip model were very accurate in

producing the cold pool slopes observed in the five

mobile radar intercepts, though there may be some in-

dication that the trend of the slope is captured in our

small sample size.

It is apparent that cold pool slope is sensitive to small

variations in shear. Though these estimates were the

best available for the identified cases, it is known that

thunderstorms, especially supercells, feature strong

local dynamic accelerations that create significant

spatial heterogeneity and temporal evolution of the

low-level vertical wind shear. Relatively distant VADs

from WSR-88Ds cannot measure such short-term

changes, and NARR soundings do not resolve low-

level inflow details as well as desired. For future work,

it will be important to measure the near-storm shear

with either VADs from a mobile radar or in situ

soundings to better validate the methods described in

this paper.
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