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Abstract

Using a suite of radiation hydrodynamic simulations of star cluster formation in turbulent clouds, we study the
escape fraction of ionizing (Lyman continuum) and non-ionizing (FUV) radiation for a wide range of cloud masses
and sizes. The escape fraction increases as H IIregions evolve and reaches unity within a few dynamical times. The
cumulative escape fraction before the onset of the first supernova explosion is in the range 0.05–0.58; this is lower
for higher initial cloud surface density, and higher for less massive and more compact clouds due to rapid
destruction. Once H IIregions break out of their local environment, both ionizing and non-ionizing photons escape
from clouds through fully ionized, low-density sight lines. Consequently, dust becomes the dominant absorber of
ionizing radiation at late times, and the escape fraction of non-ionizing radiation is only slightly larger than that of
ionizing radiation. The escape fraction is determined primarily by the mean tá ñ and width σ of the optical-depth
distribution in the large-scale cloud, increasing for smaller tá ñ and/or larger σ. The escape fraction exceeds
(sometimes by three orders of magnitude) the naive estimate t-á ñe due to the nonzero σ induced by turbulence. We
present two simple methods to estimate, within ∼20%, the escape fraction of non-ionizing radiation using the
observed dust optical depth in clouds projected on the plane of sky. We discuss implications of our results for
observations, including inference of star formation rates in individual molecular clouds and accounting for diffuse
ionized gas on galactic scales.

Unified Astronomy Thesaurus concepts: Astrophysical fluid dynamics (101); Giant molecular clouds (653); H II
regions (694); Star clusters (1567); Interstellar medium (847); Interstellar radiation field (852)

1. Introduction

Intense ultraviolet (UV) radiation produced by massive
OB stars regulates heating, ionization, and chemistry in the
interstellar medium (ISM), both within and beyond star-forming
clouds. Lyman continuum (LyC) photons capable of ionizing
hydrogen (with energy hν>13.6 eV) create H IIregions around
massive stars or clusters in giant molecular clouds (GMCs). Due
to elevated local pressure, H IIregions dynamically expand and
strongly affect GMC evolution and star formation within them
(McKee & Ostriker 2007; Krumholz et al. 2014; Dale 2015;
Krumholz et al. 2018, and references therein). Far-UV (FUV)
photons (with energies 6.0 eV<hν<13.6 eV) can penetrate
deep into GMCs to ionize and dissociate numerous atomic and
molecular species, forming photodissociation regions. Emission
lines from these photodissociation regions are crucial probes of
the physical conditions in star-forming GMCs (Hollenbach &
Tielens 1999).

Some fraction of UV photons emitted by massive stars can
escape from GMCs without being absorbed by gas and dust. The
leakage of ionizing photons from “classical” H IIregions
embedded in GMCs is the most likely source of photoionization
of warm ionized gas in the diffuse ISM (the diffuse ionized gas
(DIG) or warm ionized medium (WIM); e.g., Reynolds 1984;
Haffner et al. 2009). The further escape of stellar ionizing
photons from galaxies into the intergalactic medium is crucial to
the reionization history of the early universe (e.g., Loeb &
Barkana 2001; Robertson et al. 2010; Bromm & Yoshida
2011; Wise 2019). It is estimated that an escape fraction of
least 10%–30% is required for typical stellar populations in

star-forming galaxies to induce significant reionization at a
redshift 7z9 (e.g., Bouwens et al. 2011; Finkelstein et al.
2012; Robertson et al. 2015; but see Finkelstein et al. 2019),
placing demanding requirements on the cloud-scale escape
fraction.
Equally important to the escape of ionizing photons, FUV

photons escaping into the diffuse ISM determine the strength
of the interstellar background radiation field (Parravano et al.
2003). Via the photoelectric effect on dust, this FUV radiation
provides the dominant form of heating for the diffuse atomic
ISM (e.g., Wolfire et al. 1995, 2003), amounting to most of the
gas mass in galaxies. Diffuse FUV heating controls the thermal
pressure in the diffuse ISM (Pth∝JFUV), providing partial
support against gravity and contributing to the self-regulation
of star formation on galactic scales (e.g., Ostriker et al. 2010;
Kim et al. 2013).
Despite the importance of escaping LyC and FUV radiation

from star-forming regions, direct observational constraints on the
escape fraction from GMCs have been scarce and remain
uncertain (e.g., Smith & Brooks 2007; Voges et al. 2008;
Pellegrini et al. 2012; Doran et al. 2013; Binder & Povich 2018;
McLeod et al. 2019). Smith & Brooks (2007) estimated the escape
fraction of ionizing radiation, fesc,i, from the Carina Nebula, using
spectral classifications of individual massive stars to establish the
baseline for the total ionizing photon production rate (Smith 2006).
By comparing to the observed free–free emission, they estimated
that ∼25% of ionizing photons escape through holes in the
nebula. They also estimated the escape fraction of non-ionizing
radiation, fesc,n∼20%, by comparing the total FUV output of
known OB stars with the infrared (IR) emission from the cool dust
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component. Doran et al. (2013) took a similar approach to
estimate fesc,i∼6% for the 30 Doradus region. Voges et al.
(2008) compared the observed (extinction-corrected) Hα lumin-
osity of H IIregions in the Large Magellanic Cloud with the
expected Hα luminosity from the observed stellar content, finding
that ∼20%–30% of H IIregions are density bounded. Pellegrini
et al. (2012) investigated the fesc,iof individual H IIregions in the
Large and Small Magellanic Clouds based on the optical depth of
H IIregions from the map of emission-line ratios such as [S II]/
[O III]. They found that the luminosity-weighted escape fractions
amount to ∼0.4, dominated by the most luminous H IIregions.

An additional but more indirect constraint on fesc,iis
obtained by measuring the contribution of diffuse Hα emission
relative to the total (diffuse + classical H IIregions) Hα
emission in external galaxies. Provided that photons from
massive stars in young clusters dominate in ionizing the diffuse
gas and that the galaxy-scale escape fraction is low, the diffuse
Hα fraction probes the (globally averaged) cloud-scale escape
fraction. Deep Hα images of nearby galaxies show significant
(∼20%–60%) diffuse emission across their disks (e.g.,
Ferguson et al. 1996; Hoopes et al. 1996; Zurita et al. 2000;
Oey et al. 2007; Kreckel et al. 2016; Lacerda et al. 2018;
Poetrodjojo et al. 2019). For a sample of 109 H I-selected
nearby galaxies, Oey et al. (2007) found that the mean fraction
of diffuse Hα emission is 0.59, with a systematically lower
diffuse fraction in starburst galaxies. Weilbacher et al. (2018)
found that 60% of the Hα emission comes from the DIG in the
central regions of the interacting Antennae galaxy. Weilbacher
et al. (2018) also estimated the fesc,iof individual H IIregions
by comparing their Hα luminosity with the LyC production
rate estimated from the catalog of young star clusters inside
H IIregions, and found that the overall cloud-scale escape
fraction is consistent with the diffuse fraction.

For a complete accounting, it is necessary to allow for dust
absorption of ionizing radiation, and the Hα emission must be
corrected for extinction, for both star-forming regions and
diffuse gas. These adjustments can be quite important, and “raw”
Hα fractions may be misleading subject to the relative roles of
dust in the diffuse and dense ISM. For example, the relative
probability of losing LyC photons to ionization versus dust
absorption depends inversely on the ionization parameter (e.g.,
Dopita et al. 2003), which is higher in H IIregions than the
diffuse ISM; Hα from dense star-forming regions is strongly
extincted compared to Hα from the diffuse ISM.

While there are some (albeit uncertain) empirical estimates
regarding escape fractions of photons from star-forming regions,
on the theory side, current understanding is more limited.
Theoretical models of the internal structure of H IIregions are
mostly limited to spherical, ionization-bounded H IIregions with
fesc,i=0 (e.g., Petrosian et al. 1972; Inoue 2002; Dopita et al.
2003; Draine 2011), so they are not useful for studying escape
fractions (but see Rahner et al. 2017). Massive stars form in
clusters deeply embedded within dense cores of GMCs (Tan
et al. 2014), so that nascent H IIregions are highly compact and
ionization bounded (Hoare et al. 2007). However, expansion
with evolution leads to a situation where H IIregions become
density bounded and exhibit extended envelopes (e.g., Kim &
Koo 2001, 2003), because turbulence and stellar feedback create
low-density, optically thin holes through which radiation can
escape. As the processes involved are highly nonlinear, time
dependent, and lacking in any simplifying symmetry, radiation

hydrodynamic (RHD) simulations are essential for quantifying
photon escape fractions.
In recent years, several numerical studies have investigated

the UV escape fraction on cloud scales using simulations of star
cluster formation with self-consistent radiation feedback (Dale
et al. 2012, 2013; Walch et al. 2012; Howard et al. 2017;
Raskutti et al. 2017; Kimm et al. 2019). For instance, Dale
et al. (2012, 2013) performed simulations of cloud disruption
with the effects of photoionization feedback included. Using
cloud models with the initial virial parameter of αvir,0=1.4 or
4.6, they found that fesc,iincreases with time as clouds are
dispersed by feedback. For clouds with low escape velocities
and large virial ratios, fesc,ireaches 50% before the onset of
the first supernovae (3Myrafter massive star formation).
Howard et al. (2017, 2018) simulated cluster formation in
initially unbound GMCs with αvir,0=3 and masses 104–
106 M under the influence of both photoionization and
radiation pressure feedback. They studied the temporal changes
of fesc,iin these models during the first ∼5Myrof the cloud
evolution after massive star formation. They found that fesc,iis
highly variable with time because the surrounding gas is highly
turbulent and that the highest escape fraction ( fesc,i>0.9) is
achieved only in intermediate cloud masses (∼5×104 M ).
More recently, Kimm et al. (2019) performed RHD simulations
of cloud destruction by the combined action of photoionization,
radiation pressure, and supernova explosions, also following
the evolution of several chemical species. They found a strong
positive relationship between the star formation efficiency
(SFE) and the time-averaged LyC escape fraction, as stronger
feedback clears away the gas and lowers the neutral gas-
covering fraction more rapidly.
Although the previous numerical studies mentioned above

have greatly improved our understanding of the cloud-scale
escape fraction, they are not without limitations. One limitation
has been in the radiation model and cloud parameter space. For
example, the simulations of Dale et al. (2012, 2013) did not
incorporate the effects of dust absorption on fesc,i. Howard et al.
(2017, 2018) considered clouds with fixed mean density, so
that they covered only a narrow range of the parameter space.
Kimm et al. (2019) mostly focused on two basic cloud models
while considering low and high SFE and low and high
metallicity. In addition, most of these previous studies focused
only on fesc,i, but did not study fesc,n, which is crucial for
understanding emission from star-forming clouds as well as the
interstellar radiation field. Raskutti et al. (2017), on the other
hand, studied the escape of non-ionization radiation but did not
include ionizing photons.
In a series of numerical RHD studies, we investigated star

cluster formation in turbulent GMCs with diverse properties, as
well as the impact of stellar radiation feedback on cloud
disruption. In Kim et al. (2017, hereafter Paper I), we presented
the implementation and tests of our numerical RHD method,
which adopts the adaptive ray-tracing algorithm of Abel &
Wandelt (2002) for point-source radiative transfer. In Kim et al.
(2018, hereafter Paper II), we presented results from models
with a range of GMC size and mass, assessing the dependence
of SFE and cloud lifetime on the cloud surface density,
quantifying mass loss due to photoevaporation, and analyzing
momentum injection and disruption driven by gas and radiation
pressure forces.
In this paper, we reanalyze the simulations presented in

Paper II, focusing on the escape fractions of both ionizing and
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non-ionizing radiation. Our main objectives are as follows.
First, we explore how fesc,iand fesc,nfrom star-forming GMCs
vary with time and calculate the cumulative escape fractions
before the epoch of the first supernova. Second, we compare
the fraction of ionizing radiation absorbed by gas and dust with
the prediction from analytic solutions for static, spherical,
ionization-bounded H IIregions. Third, we investigate how
closely fesc,iis related to fesc,n. Fourth, we investigate how
escape fractions can be estimated from the angular distribution
of the optical depth seen from the sources. Lastly, we propose
methods to estimate the escape fractions from the mean optical
depth or the area distribution of the optical depth projected
along the line of sight of an external observer.

The rest of this paper is organized as follows. In Section 2,
we briefly describe our numerical methods and initial
conditions of the simulations. In Section 3, we present results
on the overall evolution of the simulated clouds. This includes
quantifying the fractions of photons that are absorbed by gas,
by dust, and that escape from the clouds. In Section 4, we
calculate optical depth distributions as seen from the luminosity
center or by an external observer, and we relate these
distributions to the measured escape fractions. In Section 5,
we summarize and discuss our main results. In Appendix A, we
develop and apply a subgrid model to explore how radiation
absorbed in the immediate vicinity of sources (which we do not
numerically resolve) may affect SFE estimates. In Appendix B,
we explore the potential effect of dust destruction in ionized
gas on the escape fraction of radiation.

2. Numerical Methods

We study the escape fractions of ionizing and non-ionizing
radiation from star-forming, turbulent GMCs based on a suite
of RHD simulations presented in Paper II. These simulations
were performed using the grid-based magnetohydrodynamics
code Athena(Stone et al. 2008), equipped with modules for
self-gravity, sink particles, and point-source radiative transfer.
In this section, we briefly summarize the numerical methods
and cloud models. The reader is referred to Papers I and II for
technical details as well as more quantitative results.

2.1. Radiation Hydrodynamics Scheme

We solve the equations of hydrodynamics in conservation
form using the van-Leer-type time integrator (Stone &
Gardiner 2009), HLLC (Harten-Lax-van Leer contact) Riemann
solver, and piecewise linear spatial reconstruction method. We
employ the sink particle method of Gong & Ostriker (2013)
to handle cluster formation and ensuing mass accretion. A
Lagrangian sink particle (representing a subcluster of young
stars) is created if a gas cell (1) has density above a threshold
value set by the Larson–Penston self-gravitating collapse
solution imposed at the grid scale, (2) has a converging
velocity field around it, and (3) is at the local minimum of the
gravitational potential. The gas mass that is accreted onto a
sink particle is calculated based on the fluxes returned by the
Riemann solver at the boundary faces of a 33 cell control
volume surrounding it. The gravitational potential from gas and
stars is computed using the fast Fourier transform Poisson
solver with the vacuum boundary conditions (Skinner &
Ostriker 2015).

The UV radiative output of a star cluster is calculated based
on the mass–luminosity relation obtained from Monte Carlo

simulations for the spectra of a zero-age main-sequence
population with a Chabrier initial mass function (IMF; Kim
et al. 2016). For a given total cluster mass M*,tot, we compute
the total UV luminosity L=Li+Ln≡ΨM*,tot and the total
ionizing photon rate Qi=Li/(hνi)≡ΞM*,tot, where Li and Ln
refer to the luminosity of ionizing and non-ionizing radiation,
respectively, and hνi=18 eVis the mean energy of ionizing
photons. The light-to-mass ratios Ψ and Ξ are in general
functions of M*,tot. To allow for the effects of incomplete
sampling of the IMF at the high-mass end, we fit Ψ and Ξ to the
median values of multiple realizations of the IMF. It turns out
that  Y  -L M912 1 and X  ´ - -M5.05 10 s46 1 1 in the
limit of a fully sampled IMF (M*,tot104 M ), while they
sharply decline with decreasing M*,tot103 M . We treat the
instantaneous set of star particles as a single cluster to
determine the total luminosity, and the luminosity of each
sink particle is assigned in proportion to its mass. We do not
consider temporal evolution of Ψ and Ξ in the present work.
We adopt the adaptive ray-tracing method (Abel &

Wandelt 2002) to track the radiation field emitted from
multiple sources. Photon packets injected at the position of
each source particle propagate along the rays whose directions
are determined by the HEALPix scheme of Górski et al.
(2005), which divides the unit sphere into equal-area pixels.
Rays are split adaptively to ensure that each cell is crossed by
at least four rays per source. The length of a line segment
passing through the cell is used to calculate the optical depth
that is required to evaluate the volume-averaged radiation
energy densities  ,i n and fluxes Fi, Fn in the ionizing and
non-ionizing frequency bins at every cell.
As sources of UV opacity, we consider absorption of

ionizing photons by neutral hydrogen and that of both ionizing
and non-ionizing photons by dust. We adopt constant values of
σph=6.3×10−18 cm2 H−1 for the photoionization cross
section (Krumholz et al. 2007)4 and s s= = ´1.17d,i n d

- -10 cm H21 2 1 for the dust absorption cross section per
hydrogen (or cross section per unit gas mass kd=σd/
μH=500 cm2 g−1, with μH=1.4mH being the mean mole-
cular weight; Draine 2011).5 We discuss the potential impact of
dust destruction in ionized regions on the escape fraction in
Section 5.2.4. The resulting radiation energy and flux densities
are used to calculate the local photoionization rate =

( )s nn c hH ph i i0 and radiation pressure force
s

+F
n

c
H ph

i

0

( )+s F Fn

c i n
H d on dusty gas, where nH and nH0 are the number
density of total and neutral hydrogen, respectively.
We solve the continuity equation for neutral hydrogen including

source and sink terms due to recombination and photoionization,
adopting the case B recombination rate coefficient aB=
3.03×10−13 cm3 s−1(T/8000K)−0.7 (Krumholz et al. 2007).
The source and sink terms are explicitly updated every substep
in an operator split fashion. The gas temperature is set to vary
smoothly as a function of the neutral gas fraction between
20Kand 8000K, corresponding to the temperature of fully

4 The adopted cross section is the value at the Lyman edge (hν=13.6 eV).
We have verified that the use of a more realistic photoionization cross section
averaged over the stellar spectrum (a factor of ∼2 smaller) increases the neutral
fraction within the primarily ionized regions (see Equation (5)), but does not
affect other simulation outcomes.
5 We ignore dust scattering altogether. It should be noted that in dust models
for the diffuse ISM, the scattering is strongest in the forward direction with
albedo ∼0.2–0.4 in the UV wavelengths, so that ignoring scattering may be a
reasonably good approximation (e.g., Glatzle et al. 2019).
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neutral and fully ionized gas, respectively. The use of a constant
equilibrium temperature is a good approximation if the gas cooling
time is short compared to the dynamical timescale (e.g., Lefloch &
Lazareff 1994). Although our model cannot represent the detailed
thermal structure of H IIregions because we ignore the ionization
of helium and do not follow specific heating/cooling processes, it
still captures the essential physics needed to follow the dynamics
of H IIregions with self-consistent star formation, which is crucial
for modeling the escape of radiation.

2.2. Initial and Boundary Conditions

We establish initial conditions of our model clouds following
Skinner & Ostriker (2015). We start with a uniform-density gas
sphere with mass M0and radius R0placed at the center of a
computational box, surrounded by a tenuous medium with
density 103 times lower than the cloud. The box is a cube with
each side Lbox=4 R0. Our standard resolution is N=256 cells
in one direction, although we also run simulations with N=128
or 512 to test convergence for the fiducial model. Initially, the
cloud is completely neutral and seeded by a (decaying) turbulent
velocity field with a power spectrum ∣ ∣d µ -v kk

2 4 over the
wavenumber range [ ] pÎ ´k L2, 64 2 box. The initial cloud is
set to be marginally bound, with the initial virial parameter
αvir,0≡ s R5 v,0

2
0/(3G M0)=2, where σv,0 is the turbulent

velocity dispersion (e.g., Bertoldi & McKee 1992).
We adopt strict outflow (diode-like) boundary conditions

both at the outer boundaries of the computational domain and
at the boundary faces of the control volume surrounding each
sink particle. The 33 control-volume cells serve as internal
ghost zones within the simulation domain. Because of the
presence of a point mass which is also a source of radiation,
gravity and hydrodynamic variables are unresolved within
control volumes, and we do not attempt to model photon–gas
interactions. Instead, we simply allow all of the photons
emitted by a sink particle to emerge from the control volume

without absorption, corresponding to fesc,*=1, where fesc,*
denotes the escape fraction of radiation from the control
volume (i.e., “subgrid” scale). In reality, photon–gas interac-
tions inside the control volume would lower fesc,* below unity
and thus reduce the overall efficiency of radiation feedback on
cloud scales. In Appendix A, we explore the effect of varying
fesc,* on the cloud-scale SFE, using simulations with only non-
ionizing radiation. There, we discuss the plausible range of
fesc,* and show that the final stellar mass in our fiducial cloud is
increased only modestly (∼0.1 M0) if fesc,* is allowed to drop
below unity.

2.3. Cloud Model

We consider 14 models that span two orders of magnitude
in mass (104 M <M0<106 M ) and surface density
(  < S < ´- -M M12.7 pc 1.27 10 pc2

0
3 2) to explore a

range of star-forming environments. For example, low surface
density ( S ~ -M10 pc0

2 2) and massive (M0∼105–106 M )
clouds are representative of typical GMCs in the Milky Way
and normal spiral galaxies, whereas high surface density
(S0500 

-M pc 2) and low-mass (M0105 M ) clouds
correspond to individual cluster-forming clumps within GMCs
(e.g., Tan et al. 2014).6 Columns 1–6 of Table 1 list,
respectively, the model names, mass M0, radius R0, surface
density S0 = M0/(pR0

2), number density of hydrogen nH,0,

and free-fall time ( )= pt R GM2ff,0 2 0
3

0 of the initial model
clouds. Given the initial virial parameter αvir,0=2 in all our
simulations, the initial turbulent Mach number varies from

s= = cv0 ,0 s 6 to 33 for the sound speed of neutral gas
cs=0.26 -km s 1. We take the “Orion-like” model M1E5R20

Table 1
Model Parameters and Simulation Results

Model M0 R0 Σ0 nH,0 tff,0 tdest Qi,max fesc,i
cum fphot,i

cum fdust,i
cum fesc,n

cum fdust,n
cum

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

M1E5R50 105 50.0 12.7 5.5 18.5 10.4 1050.2 0.58 0.28 0.14 0.72 0.28
M1E5R40 105 40.0 19.9 10.8 13.2 10.4 1050.4 0.48 0.34 0.18 0.61 0.39
M1E5R30 105 30.0 35.4 25.5 8.6 8.2 1050.6 0.45 0.36 0.20 0.56 0.44
M1E4R08 104 8.0 49.7 134.7 3.7 3.9 1049.0 0.47 0.38 0.15 0.58 0.42
M1E6R80 106 80.0 49.7 13.5 11.8 8.2 1051.7 0.12 0.56 0.33 0.23 0.77
M5E4R15 5×104 15.0 70.7 102.2 4.3 6.3 1050.5 0.37 0.39 0.24 0.46 0.54
M1E5R20 105 20.0 79.6 86.2 4.7 6.5 1050.8 0.30 0.38 0.32 0.39 0.61
M1E4R05 104 5.0 127.3 551.8 1.9 3.8 1049.7 0.35 0.40 0.26 0.42 0.58
M1E6R45 106 45.0 157.2 75.7 5.0 6.9 1052.0 0.10 0.54 0.36 0.14 0.86
M1E5R10 105 10.0 318.3 689.7 1.7 3.7 1051.1 0.12 0.50 0.38 0.16 0.84
M1E4R03 104 3.0 353.7 2554.6 0.9 2.7 1049.9 0.49 0.28 0.23 0.52 0.48
M1E6R25 106 25.0 509.3 441.4 2.1 5.0 1052.3 0.05 0.62 0.32 0.07 0.93
M1E4R02 104 2.0 795.8 8621.6 0.5 1.9 1050.3 0.45 0.38 0.17 0.47 0.53
M1E5R05 105 5.0 1273.2 5517.8 0.6 2.1 1051.4 0.38 0.38 0.24 0.39 0.61
M1E5R20_N128 105 20.0 79.6 86.2 4.7 5.3 1050.9 0.25 0.40 0.35 0.35 0.65
M1E5R20_N512 105 20.0 79.6 86.2 4.7 7.2 1050.8 0.28 0.44 0.28 0.36 0.64

Notes.Column 1: model name indicating initial cloud mass and radius. Column 2: initial gas mass (Me). Column 3: initial radius (pc). Column 4: initial gas surface
density (Me pc−2). Column 5: initial number density of H (cm−3). Column 6: initial free-fall time (Myr). Column 7: cloud destruction timescale (Myr). Column 8:
maximum ionizing photon production rate (s−1). Column 9: cumulative escape fraction of ionizing photons at t*,0+3 Myr. Column 10: cumulative hydrogen
absorption fraction of ionizing photons at t*,0+3 Myr. Column 11: cumulative dust absorption fraction of ionizing photons at t*,0+3 Myr. Column 12: cumulative
dust absorption fraction of non-ionizing photons at t*,0+3 Myr. The fiducial model M1E5R20 is shown in bold.

6 These clouds are optically thick to UV radiation ( kS ~- - M10 pc0 d,UV
1 2)

but optically thin to dust-reprocessed IR radiation ( kS ~- - M10 pc0 d,IR
1 3 2).

The pressure from trapped IR radiation is likely to play a dominant role only for
clouds in extremely high surface density environments (e.g., Skinner &
Ostriker 2015; Tsang & Milosavljević 2018).
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with M0=105 M and R0=20 pcas our fiducial case.
Models M1E5R20_N128 and M1E5R20_N512 correspond
to the fiducial cloud at different resolutions with N=128 and
512, respectively.

2.4. Absorption and Escape Fractions of Radiation

The escape of ionizing radiation is hindered by absorption by
dust and neutral hydrogen. Let ò= Q dVgas,i denote the total

photoionization rate and ( )ò s n= Q n c h dVdust,i H d i i the total
dust absorption rate. Then, the rate of ionizing photons
escaping from the computational domain is given by Qesc,i=
Qi−Qgas,i−Qdust,i. The adaptive ray tracing calculates i at
every cell and keeps track of Qesc,i explicitly, allowing us to
calculate the hydrogen absorption fraction, dust absorption
fraction, and escape fraction defined as

( )ºf
Q

Q
, 1gas,i

gas,i

i

( )ºf
Q

Q
, 2dust,i

dust,i

i

( )º = - -f
Q

Q
f f1 , 3esc,i

esc,i

i
gas,i dust,i

respectively. These instantaneous quantities are luminosity-
weighted averages over individual sources. We also calculate
the cumulative escape fraction defined as

( ) ( )
ò

ò
¢ ºf t

Q dt

Q dt
, 4

t

t

t

tesc,i
cum

i,esc

i

,0

,0

*

*

and similarly for the cumulative absorption fractions, fgas,i
cumand

fdust,i
cum . Here, t*,0 is the time at which the first sink particle is

created and radiative feedback is turned on, and t′=t − t*,0.
We similarly monitor the dust absorption fraction fdust,nand the
escape fraction fesc,n=1− fdust,nof non-ionizing photons.

3. Time Evolution

We begin by presenting the temporal evolution of our
fiducial model, with a focus on the absorption and escape
fractions of radiation. Figure 1 displays snapshots of the
fiducial model (M0=105 M and R0=20 pc, with S0=
80 

-M pc 2and nH,0=86 cm−3) at times t′=0.5, 1.5, 3,
and 5Myr, from left to right, after the first star formation event
occurring at t*,0=1.87Myr. From top to bottom, the rows
show gas surface density projected along the y-axis, slices of
the neutral (blue) and ionized (orange) gas density through the
most massive sink particle in the x–z plane, and the Hammer
projections of the angular distributions of the escape prob-
abilities, exp( t- i

c) and exp( t- n
c), of the ionizing and non-

ionizing radiation, respectively, as seen from the most massive
sink particle. Here, the superscripts “c” indicate the optical
depth calculated outward from a point within the cloud to the
edge of the simulation domain. In the top row, the dotted
circles draw the projected regions enclosing half the total gas
mass in the simulation domain, while the star symbols mark the
projected center of mass of the star particles represented by
small circles in the top and second rows.

Cloud evolution is initially driven by supersonic turbulence
that readily produces shock-compressed filaments and clumps.

The densest parts of these structures become gravitationally
unstable and soon spawn sink particles. The ensuing radiation
feedback from the sink particles form small H IIregions around
them. The H IIregions expand outward and break out of the
natal clumps, eventually merging with each other. In this
process, the low-density gas becomes rather quickly ionized by
the passage of R-type ionization fronts, increasing its volume
fraction from 27% at t′=0.2 Myrto 78% at t′=1.5 Myrin
the fiducial model. The gas that acquires sufficient radial
momentum via thermal and radiation pressures leaves the
simulation domain, which in turn destroys the cloud and limits
the SFE. We measure the cloud destruction timescale as the
time taken to photoevaporate and/or eject 95% of the initial
cloud mass after the onset of radiation feedback (so that only
5% of the initial cloud mass is left over as the neutral phase in
the simulation domain), i.e., tdest≡tneu,5%−t*,0, and the net
SFE as the fraction of the initial cloud mass that turned into
stars over the cloud lifetime, i.e., e*≡M*,final/M0.

7 For the
fiducial model, we find tdest=6.5 Myr=1.39 tff,0and e*≡
M*,final/M0=0.13. As discussed in Paper II, the dominant
feedback mechanism is photoionization rather than radiation
pressure: 81% of the initial cloud mass is lost by photo-
evaporation; the radial momentum injected by thermal pressure
in this model is ∼5 times higher than that from radiation
pressure.
As the Hammer projections in Figure 1 show, an appreciable

fraction of radiation can escape from the H IIregions even
before the complete destruction of the natal clumps. For
instance, the instantaneous escape fractions amount to fesc,i=
15% and fesc,n=31% at t′=0.5 Myrwhen about 98% of the
gas mass is in the neutral phase. This is because turbulence
naturally creates sight lines with low optical depth along which
the H IIregions are density bounded, permitting easy escape of
radiation. As star formation continues and gas photoevaporates,
the fraction of solid angle with optically thick, ionization-
bounded sight lines steadily decreases. This lowers the
hydrogen absorption fraction, while increasing the escape
fraction more or less monotonically with time (see Figure 2 of
Paper II). The dust absorption fraction reaches fdust,i∼37% at
t′=1Myrand is then maintained at ∼30%–35% for about
3.5Myrbefore starting to decline gradually.
While the overall dynamical evolution of other models is

qualitatively similar, we find that the evolution of the
absorption and escape fractions depend on the initial surface
density. Figure 2 plots snapshots of gas surface density, slices
of neutral and ionized volume density, and angular distribu-
tions of the radiation escape probabilities for model M1E5R05
(M0=105 M0, R0=5 pc,S0=1.3×103 

-M pc 2, and n0=
5.5×103 cm−3). Compared to the fiducial run with S0=
80 

-M pc 2, the denser recombination layers and deeper
gravitational potential in model M1E5R05 make radiation
feedback less effective in photoevaporating the neutral gas and
ejecting gas by radiation and thermal pressures, yielding a
higher SFE of e*=0.51 (Paper II; see also Geen et al. 2017;
Grudić et al. 2018). The cloud destruction time is only tdest=
2.1Myrbecause all dynamical processes are rapid at high
density; the free-fall time for this model is just tff,0=0.6 Myr.
Due to the high dust column, trapped H IIregions barely break

7 It is important to stress that the net SFE is a quantity based on the original
gas mass and final stellar mass, which cannot be directly measured for
individual molecular clouds; the observed “instantaneous” SFE is based on the
gas mass and stellar mass at the current epoch.
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out, and both fesc,iand fesc,nremain very small during most of
the cloud evolution, as evidenced by the angular distributions
of the escape probabilities shown in Figure 2. For example, at
t′=1.0 Myr, fesc,i=0.02 even though the ionized gas fills
∼80% of the entire volume. At t′=2Myr,when star
formation is completed and the ionized-gas volume-filling
factor is 97%, fesc,iand fesc,nincrease only to 0.26 and 0.28,
respectively. The cumulative escape and absorption fractions
at t′=2Myrare fesc,i

cum=0.08, fgas,i
cum=0.63, fdust,i

cum =0.29,
fesc,n
cum =0.10, and fdust,n

cum =0.90 in this model.
Figure 3 plots the ionizing radiation history of fesc,i(top),

fgas,i(middle), and fdust,i(bottom) as functions of the time for
all models. The line thickness and color indicate M0and S0,
respectively. For all models, time is measured since the first star
formation and shown in units of tff,0and Myr in the left and right
panels, respectively. Overall, fesc,iincreases as H IIregions
evolve,8 consistent with expectations and with results from
previous simulations (Walch et al. 2012; Dale et al. 2013;

Kimm et al. 2019). The escape of ionizing radiation is limited
primarily by photoionization in early evolutionary stages and by
dust absorption in late stages. The dust absorption fraction peaks
slightly before cloud destruction and vanishes as the remaining
gas is cleared out. Although higher-S0clouds appear to live
longer in terms of tff,0, they are actually destroyed earlier in
real time. Note that clouds with S0300 

-M pc 2and M0�
105 M (M1E4R03, M1E4R02, M1E5R05) are destroyed in
less than 3Myrafter the onset of star formation (Column 7 in
Table 1), resulting in substantial escape of radiation before the
advent of supernova explosions (Section 3.3).

3.1. Comparison with Spherical Models

It is interesting to compare the hydrogen and dust absorption
fractions calculated in our simulations with the analytic predictions
for static, spherical, ionization-bounded ( fesc,i=0) H IIregions.
For this purpose, Figure 4 plots as various lines (a) the escape
fraction ( fesc,i), (b) the hydrogen absorption fraction ( fgas,i), and (c)
the dust absorption fraction ( fdust,i) of ionizing radiation for all
models. The abscissa is the product of the effective ionizing photon

Figure 1. Snapshots of the fiducial model M1E5R20 (M0=105 M and R0=20 pc) at 0.5, 1.5, 3.0, and 5.0 Myr(left to right) after the first star formation. (Top
row) Gas surface density projected along the y-direction. In each panel, the projected positions of star particles are indicated by small circles, with age indicated by
color. The star particle center of mass is indicated with a star symbol. The plus signs and the dotted circles mark the center of mass and the half-mass radius of the gas
in projection, respectively. (Middle row) Slices through the most massive star particle (marked with ×symbol) of the number density of neutral (blue) and ionized
(orange) hydrogen in the x–z plane. Only the star particles within Δy=±R0/2 of the slice are shown. (Bottom row) Hammer projection maps of the angular
distributions of the escape probabilities exp(−τci ) and exp(−τcn) for ionizing and non-ionizing radiation as seen from the position of the most massive sink particle. At
the times shown (left to right), the instantaneous escape fraction is fesc,i=(15, 31, 37, 59)% for ionizing radiation and fesc,n=(31, 39, 45, 65)% for non-ionizing
radiation.

8 The precipitous drops in fesc,i(or jumps in fgas,i) in low-S0clouds occur due
to the birth of deeply embedded cluster particles.
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rate Qgas,i = fgas,i Qiand the rms number density of the ionized

gas ( )ò ò=
 

n n dV dVi,rms i
2 1 2

, which are often accessible to

observers via free–free radio continuum and/or nebular emission
lines. We take the integration volume  as a sphere around the
cluster center that encloses 99% of ò n dVi

2 over the whole
domain.9 In each model, Qgas,i ni,rmsincreases with time in the
early phase of evolution, but decreases as gas is removed by
feedback in the late phase. Thus, individual model tracks
start at the left, evolve to the right, and then return toward
the left. Meanwhile, fesc,itends to secularly increase and
fgas,ito decrease with time, while fdust,istarts small, reaches a
maximum, and then decreases again.

Petrosian et al. (1972) derived an analytic expression for the
dust absorption fraction for a uniform-density, embedded,
spherical H IIregion with a constant dust-to-gas ratio (see also
Inoue 2002). Their predictions for fgas,iand fdust,i(=1− fgas,ias
fesc,i≡0), both as functions ofQgas,i ni,rms, are plotted as orange
solid lines in Figures 4(b) and (c). This model predicts that the
photon absorption is dominated by dust whenQgas,i ni,rmsis very
large. Also considering a spherical H IIregion but including
radiation pressure on dust and solving for the dynamical

equilibrium radial profiles, Draine (2011) found that strong
radiation pressure acting on dusty gas creates a central cavity and
an outer high-density shell. The resulting absorption fractions are
plotted as dashed lines in Figure 4. Because of the enhanced
density in the outer radiation-compressed shell in the Draine
(2011) model, recombination raises the neutral fraction, and
hydrogen can absorb a larger fraction of ionizing photons,
raising fgas,iand lowering fdust,irelative to the uniform model of
Petrosian et al. (1972). In the limit of  ¥Q ni i,rms , the Draine
(2011) model predicts f 0.31gas,i and f 0.69dust,i for the
parameters we adopt (β=1.41, γ=7.58; see Equations (6) and
(7) in Kim et al. 2016). Although the Draine (2011) solutions
were calculated under the assumption of static equilibrium, we
previously showed (Kim et al. 2016) that the interior structure of
spherical H IIregions that are undergoing pressure-driven expan-
sion (with both radiation and gas pressure) are in good agreement
with the profiles predicted by Draine (2011). For fixed Qi,
ni,rmsdecreases over time; following the Draine (2011) solution
for a spherical, embedded H IIregion, this would correspond to a
decrease in fdust,iand increase in fgas,iover time.
Our numerical results show that both fgas,iand fdust,idepend

on the evolutionary state and generally do not follow the trends
expected for spherical H IIregions. This is, of course, because
(1) H IIregions in our simulations have highly nonuniform,
nonspherical distributions of gas and dust, and (2) a significant

Figure 2. Same as Figure 1 but for model M1E5R05 with M0=105 M and R0=5 pcat times t′=0.3, 1.0, 2.0, and 2.5 Myrafter the first star formation. From left
to right, the instantaneous escape fraction radiation is fesc,i=(2.3, 3.1, 26, 88)% for ionizing radiation and fesc,n=(3.8, 4.5, 28, 88)% for non-ionizing radiation.

9 The value of ni,rmscan vary by a factor of ∼2 if we choose the integration
volume that encloses 90% or 99.9% of the value over the whole domain.
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fraction of photons can escape without being caught by the dusty
gas. Even in the embedded phase with fesc,i=1, H IIregions in
high-S0clouds have fgas,ihigher than the theoretical predictions
for a givenQgas,i ni,rms. This is likely caused by turbulent mixing
that transports neutral gas to the interiors of H IIregions, making
them nonsteady and out of ionization–recombination equili-
brium. We also note that in a system containing multiple sources
with similar individual values of ni,rms, fgas,i, and fdust,i, the
numerical curves would appear to the right of the analytic curves
because the total Qgas,iwould be a multiple of the individual
values. However, this cannot account for the orders of
magnitude shift to the right relative to the single-source analytic
fgas,icurve. Moreover, whereas fgas,iwould increase in time for
an expanding spherical H IIregion, in fact fgas,idecreases in time
for the simulations (because of escaping radiation).

Although the spherical analytic predictions for fgas,iappear
uncorrelated with results from simulations, there is some
resemblance between the analytic prediction and the numerical
results for fdust,i, in that the former marks the upper envelope of
the latter’s distribution. One possible reason that this may not
be entirely a coincidence is that fdust,iis greatest at a late stage
when the H IIregion most resembles an idealized shell-
bounded Strömgren sphere with a central source.

The hydrogen absorption fraction fgas,iof Galactic H IIregions
has been estimated by Inoue et al. (2001), Inoue (2002), and
Binder & Povich (2018). Inoue et al. (2001) estimated the fgas,iof
Galactic H IIregions using the model of Petrosian et al. (1972) for
dusty H IIregions. For Galctic ultracompact and compact
H IIregions, Inoue (2002) derived a relation between fgas,iand
the ratio between the total IR and unobscured Hα (or free–free)
fluxes assuming that UV photons absorbed by dust grains are re-
emitted in IR. Binder & Povich (2018) estimated the fgas,iof
massive star-forming regions by taking the ratio between the
ionizing photon rate obtained from the Planck free–free emission
and the total ionizing photon rate estimated from known massive
stellar content. Their estimated values of fgas,iare plotted as open
diamonds (Inoue et al. 2001), squares (Inoue 2002), and circles
(Binder & Povich 2018) in Figure 4(b). We note that Inoue et al.
(2001) and Inoue (2002) did not account for radiation escape, so
that the observed fgas,icorresponds to an upper limit on the real
hydrogen absorption fraction. Draine (2011) attributed the range
of observed fgas,ito the variations in the dust-to-gas ratio. Because
fgas,ivaries during the evolution of a star-forming GMC in our
simulations, the observed diversity of fgas,imay also reflect that
the observed H IIregions are at a different evolutionary stage.

Figure 3. Evolution of the instantaneous escape fraction fesc,i(top), the hydrogen absorption fraction fgas,i(middle), and the dust absorption fraction fdust,i(bottom) for
ionizing radiation. Time is measured from the creation of the first star particle (t′=t − t*,0), in units of tff,0(left) or Myr (right). All models are shown, with the
thickness and color of each line indicating the initial cloud mass M0and surface density S0, respectively. With small tff,0, high-S0clouds evolve rapidly: most gas is
cleared away, and fesc,ireaches unity in a few megayears, before massive stars explode as supernovae.
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3.2. Similarity between fesc,n and fesc,i

Figure 5 plots the evolution of the escape fraction of ionizing
(orange) and non-ionizing (blue) radiation for selected models.
Notably, the difference between fesc,iand fesc,nis small or only
modest. This is also clear from the comparison of the angular
distributions of exp( t- i

c) and exp( t- n
c), shown in the bottom

row of Figures 1 and 2. Although the covering fraction of
optically thick clumps/filaments to ionizing radiation is slightly
enhanced relative to the non-ionizing counterpart owing to the
presence of the recombining gas in photoevaporation flows,

overall they appear quite similar. The reason that fesc,nand
fesc,iappear so similar is that both ionizing and non-ionizing
photons escape through low-density channels in which the gas is
almost fully ionized and the H IIregion is density bounded.
For our models, the difference between the escape probabil-

ities for a single line of sight is ( )- = -t t t t- - - -e e e e1n i n ph ,
where òt t s= = n dℓn d H d is the dust optical depth (assumed to

be the same for FUV and EUV) and òt s= =n dℓph H ph0

tá ñ s
s

xn n
ph

d
is the optical depth due to photoionization of neutral

hydrogen, for the mean neutral fraction á ñxn . Note that the
difference is bounded above by t-e n and also bounded above by
τph. Both of these upper limits can help to explain why fesc,nand
fesc,iare similar, in different circumstances.
If an H IIregion is ionization bounded ( t-e ph=1) along most

sight lines (high covering fraction of neutral gas), the difference
between the escape fractions of ionizing and non-ionizing
radiation is determined by the dust optical depth. In this case,
the escape fractions of ionizing and non-ionizing radiation are
small and almost equal as long as τd?1 along most sight lines.
This explains why fesc,nand fesc,iare nearly identical in the
highest-S0clouds at early times (models M1E4R02, M1E5R05,
and M1E6R25). However, in low-S0clouds at early times, a non-
negligible fraction of non-ionizing photons can escape through
sight lines along which the H IIregion is ionization bounded
(τph?1) but has τd1. This can explain noticeable differences
between fesc,iand fesc,nat early times in low-S0clouds (models
M1E4R08, M1E4R05, M1E5R20, M1E5R40, and M1E6R80).
At late stages of evolution for all models, the H IIregion

breaks out and becomes density bounded along most sight lines
(high covering fraction of ionized gas), i.e., τph1. In this
circumstance, because t-e n− t-e i<τph, the difference between
fesc,nand fesc,iwill depend on the value of τph, which depends in
turn on the ionization fraction.
Quantitatively, for low-density gas exposed to ionizing

radiation, á ñxn is close to the equilibrium value xn,eq determined
by the photoionization–recombination balance » , where

( )a a= » - n n x n1eB i B n
2

H
2 is the local recombination

rate, with aB=3.03×10−13 cm3 s−1 being the case B recombi-
nation coefficient. Solving for xn,eq (=1) gives

( ) ( )
( )a

s n
»

-
=


x

x

x

n

c h1
. 5n,eq

n,eq

n,eq
2

B H

ph i i

Note that xn,eq is inversely proportional to the local ionization
parameter ( )n n hi H i . On directions that are density bounded,
the radius R is less than the Strömgren radius so that nH<
[(3Qgas,i)/(4πaBR

3)]1/2. Taking ( )n p~ h Q cR4i i i
2 along

ionized directions, one can obtain

( )
⎛
⎝⎜

⎞
⎠⎟

/

/ /

s
pa

~ ´ - -x
R

Q
Q R

1 12
3.0 10 , 6n,eq

ph

B

gas,i

1 2

4
gas,i,49
1 2

2
1 2

with Qgas,i,49=Qgas,i/(10
49 s−1) and R2=R/(102 pc). We

then have

⟨ ⟩ ( )/ /t t t» ´ -x Q R5.4 10 1.6 . 7ph
3

n,eq d gas,i,49
1 2

2
1 2

d

Equations (6) and (7) suggest that optically observed H IIregions
(τd1), which are bright and compact ( / /-Q R 1gas,i,49

1 2
2
1 2 ),

would have a very low neutral fraction xn=1 along density-
bounded directions and also τph=1, and thus would have

Figure 4. Dependence of (a) the instantaneous escape fraction fesc,i, (b) the
hydrogen absorption fraction fgas,i, and (c) the dust absorption fraction fdust,iof
ionizing radiation on the product of the total photoionization rate Qgas,iand the
rms number density of the ionized gas ni,rms. The thickness and color of each
line indicate the initial gas mass M0and surface density S0in the model. The
orange dashed and solid lines in panels (b) and (c) draw the predictions of the
theoretical models for embedded ( fesc,i=0), spherical, static H IIregions with
(Draine 2011) and without (Petrosian et al. 1972) the effects of radiation
pressure, respectively. The open symbols in panel (b) are the observational
estimates for fgas,ifrom the Galactic H IIregions by Inoue et al. (2001,
diamonds), Inoue (2002, squares), and Binder & Povich (2018, circles).
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» = á ñt-f f eesc,i esc,n
d . This explains our result that fesc,i≈

fesc,nat late times in all models.

3.3. Cumulative Escape Fraction before First Supernovae

Although our simulations do not account for the time
variation of UV luminosity due to stellar evolution, it is worth
examining the cumulative fraction of UV photons that escape
from the natal cloud up to the time when the first supernova
explosions would occur. After this time, impact of supernova
blasts would affect the cloud structure, and the ionizing photon
production rate would drop considerably. Figure 6 plots the
cumulative escape fraction of ionizing (orange) and non-
ionizing (blue) photons at t′=t − t*,0=3Myras a function

of S0. These values together with the cumulative dust
absorption fractions are also listed in Columns 9–13 of
Table 1.
In general, both fesc,i

cum and fesc,i
cum tend to decrease with increasing

S0, except for models M1E4R02, M1E4R03, and M1E5R05,
which have f f,esc,i

cum
esc,n
cum ∼0.4–0.5. These dense clouds have a

short evolutionary timescale, with tdest<3Myr(see Column 7 of
Table 1). In contrast, massive clouds (M0=106 M ) have a
relatively long evolutionary time, and only a tiny fraction of the
initial gas mass has been ejected by radiation feedback at
t′=3Myr(see Figure 15 in Paper II), leading to very low
cumulative escape fractions. Supernova feedback is expected
to play a greater role than radiation feedback in destroying

Figure 5. Evolution of the instantaneous escape fraction of ionizing ( fesc,i, orange) and non-ionizing ( fesc,n, blue) radiation for selected models whose mass and radius
are specified in each panel. The dotted and dashed lines in black draw the escape fraction of ionizing radiation ( )tá - ñWexp i

c and non-ionizing radiation ( )tá - ñWexp n
c ,

respectively, measured from the center of the stellar luminosity (see Section 4.1).
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these massive clouds. Destruction of these massive clouds by
supernovae at early times would also increase fesc

cum above what is
shown in Figure 6 and listed in Table 1.

4. Escape Fraction versus Optical Depth Distribution

The escape fraction is intrinsically linked to the distribution
of optical depth around the sources that emit radiation. In this
section, we will first calculate the solid-angle probability
distribution function (PDF) of the optical depth as seen from
the luminosity center of the sources, and show that its mean
and dispersion can be used to predict the escape fraction. Next,
we calculate the area PDF of the optical depth projected
through the whole cloud as seen by an external observer, and
explore ways to estimate the escape fraction using this area
PDF. We focus mainly on the escape fraction of non-ionizing
radiation because this is determined by the dust optical depth
distribution, which can be traced observationally using far-IR
thermal dust emission or near-IR extinction mapping (e.g.,
Lombardi et al. 2014). As demonstrated in Section 3.2, fesc,iis
expected to be similar to fesc,n.

4.1. Solid-angle-weighted PDF of the Optical Depth

We first provide a general framework to consider the escape
of radiation from an inhomogeneous cloud, and then we turn to
results from our simulations.

For an isotropically emitting point source, the escape fraction
of radiation is determined by the solid angle distribution of the
optical depth measured from the source. Consider a point
source embedded in an isolated dusty cloud with mass M and
constant dust opacity per unit mass kd=σd/μH. The dust
optical depth averaged over the solid angle Ω is

∬ ( )
( )

ò
t

r k
ká ñ =

W W

W
º áS ñW W

r drd

d

,
, 8c d

d
c

where ρ(r, Ω) is the gas density, and ( ¯ )páS ñ =W M r4c 2 is the
characteristic surface density of the circumsource material with

( )¯ ò òº - -
r r dM dM2 1 2

. Here, the superscripts “c” again

indicate measurements of circumsource material relative to the
cluster center. Let PΩ(ln tc)d ln tc=dΩ/(4π) denote the
fraction of the whole solid angle covered by sight lines with
the logarithm of the dust optical depth in the range between
ln tcand ln tc+d ln tc. The escape fraction of non-ionizing
radiation is then given by

( ) ( )ò t tá ñ =t t t-
W

-
W

-á ñWe e P d eln ln , 9c cc c c

where the inequality follows from á ñ = á ñt t t t-
W

-á ñ - +á ñW We e e
c c c c

and ( t tá ñ á - + á ñ ñ =t t- +á ñ
W WW e 1 1c cc c

. Note that this
inequality holds independent of the functional form for the
PDF of tc. Equation (9) states that the true escape fraction
á ñt-

We
c

is always greater than or equal to the naive estimate
t-á ñWe
c

based on the mean optical depth.
A broad distribution of the optical depth can make á ñt-

We
c

much larger than the naive estimate. To demonstrate this, we
consider an idealized situation in which PΩ follows a lognormal
distribution

( ) ( )
( )

( )
⎡
⎣⎢

⎤
⎦⎥t m s

ps
t m

s
º -

-
WP ln ; ,

1

2
exp

ln

2
, 10,LN

c c c
c

c c 2

c 2

with mean m t= á ñWlnc c and standard deviation s =c

( )t má - ñWln c c 2 1 2. The mean optical depth is then given by
tá ñWc = me

c
+(sc)2/2.

In Figure 7(a), we plot as solid lines the escape fraction
á ñt-

We
c

as a function of tá ñWc . All curves are based on lognormal
distributions, and each line is colored by its value of sc, given by
sc=0, 0.5, L, 2.5 from left to right. For s  0c , PΩ(ln tc)
becomes a delta function and á ñ t t-

W
-á ñWe e

c c
, plotted as the

red solid line. Note that the escape fraction is close to unity
regardless of scwhen tá ñWc =1. For tá ñWc 1, however,
nonzero sccan boost the escape fraction by a large factor
relative to the sc=0 case. For example, when tá ñWc =10, the
escape fraction is 0.18 when sc=1.5, which is 4000 times
higher than the value e−10≈4.5×10−5 that applies when
sc=0, because a significant fraction of the sky has tc1
when the cloud is nonuniform.
The boost of the escape fraction due to inhomogeneous gas

distributions around sources corresponds to a reduction in the
effective optical depth, ( )- á ñt-

Weln
c

. We define the reduction
factor

( ) ( )
t

º -
á ñ
á ñ

t-
W

W
 eln

1, 11
c

c

which quantifies how much the effective optical depth is
reduced relative to the mean optical depth. In Figure 7(b), we
plot with solid lines  as a function of scfor a lognormal PDF
with several different values of tá ñWc . Curves are colored to
indicate the value of tá ñWc =0, 0.1, 1, 10, and 50, from top to
bottom. Again, the reduction factor is close to unity regardless
of the scfor tá ñWc =1, but  can be as small as 0.1 when
tá ñWc ∼10 and sc∼2.
We now turn our attention to PΩ(ln τn

c) for our simulation
data. For the purpose of measuring a characteristic escape
fraction from the cloud in each simulation snapshot, we assume
that all radiation is emitted from a single point source located at
the stellar center of luminosity å= år rL L

k k k k kCL . We use a
trilinear interpolation to remap the density fields nHand

Figure 6. Cumulative escape fractions of ionizing (orange) and non-ionizing
(blue) radiation up to time t′=3 Myrafter the first star formation, plotted
against the initial cloud surface density S0. Although the cumulative escape
fraction tends to decrease with increasing S0, dense clouds with
tdest<3 Myrhave relatively high cumulative escape fractions because of
rapid destruction.
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nH0from Cartesian onto a spherical grid with (Nr, Nθ, Nf)=
(128, 128, 256) zones centered at rCL. We set the radial grid
spacing to ( ∣ ∣)D = - rr R N2 r0 CL and calculate the optical
depth measured from rCL.

In Figure 7, for all model snapshots, we overlay as filled
circles (a) the escape fraction of non-ionizing radiation as seen
from the center of luminosity against the solid-angle-averaged
dust optical depth, and (b) the optical-depth reduction factor as
a function of the standard deviation of the raw PDFs. As
expected, all the data for the escape fraction measurements lie
above the red line in (a), corresponding to á ñ =t t-

W
-á ñWe e

c c
,

due to the finite width of the PDFs. The reduction factor
becomes smaller with increasing tá ñWc and sc, which is also
qualitatively consistent with the lognormal PDF prediction.

The top row of Figure 8 plots the solid-angle PDFs of the
optical depth for non-ionizing (blue) and ionizing (orange)
radiation, as measured from the center of luminosity for the
fiducial model at the four different times shown in Figure 1.
The PDFs, in general, do not look like lognormal distributions,

with multiple peaks and shoulders associated with low-density
holes and dense neutral clumps. Except at very late times, the
solid-angle PDF for ionizing radiation is typically bimodal,
while for non-ionizing radiation, the solid-angle PDFs are
unimodal.
For each simulation snapshot in all models, we measure the

mean μc and standard deviation σc from the raw PDFs, for both
ionizing and non-ionizing radiation. We then calculate what the
escape fraction would be using Equation (9) with a lognormal
(Equation (10)) for PΩ(ln tc), using the measured μc and σc

values. We also directly evaluate Equation (9) using the raw PDF
for PΩ(ln tc) to obtain the true escape fraction á ñt-

We
c

from the
luminosity center. Figure 9 compares the true escape fractions
with the estimated escape fractions based on lognormals with the
same μc and σc, for all simulation snapshots. We show results for
both (a) non-ionizing and (b) ionizing radiation. The lognormal
estimate agrees with the raw escape fraction within 7% for non-
ionizing and within 20% for ionizing radiation. This suggests that
quite a good estimate of the escape fraction can be obtained given
knowledge of the mean and variance in ln tc. The superiority of
the estimated escape fraction for non-ionizing radiation compared
to ionizing radiation is not surprising, given that the former is
typically closer to a lognormal (as the example in Figure 8 shows),
but our results demonstrate that the escape fraction is insensitive to
the detailed functional form of the PDF.
The temporal evolution of á ñt-

We i
c

and á ñt-
We n

c
for some

selected models are plotted as dotted and dashed lines in
Figure 5. Overall, these agree quite well with the luminosity-
weighted escape fractions fesc,nand fesc,i, suggesting that
distributed sources can be regarded as if they were gathered
at the luminosity center for the purpose of calculating the
photon escape fractions. We note that the predicted escape
fraction from a single source is somewhat larger than the actual
escape fraction in the early phase of evolution. This is because
at early time, sources are clustered in a few widely separated
regions (e.g., leftmost column of Figure 1) and the luminosity
center is located in a low-density void created by turbulence, in
which case the gas distribution around the luminosity center
does not properly represent the actual gas distributions
surrounding individual sources.

4.2. Area-weighted PDF of the Optical Depth

While the solid-angle PDF of the optical depth, PΩ(tc),
determines the escape fraction, it is not directly available to an
external observer. At best, several individual line-of-sight
values of tccould be obtained from spectral observations of
stars within a cloud. If the H IIregion is well resolved,
sampling of multiwavelength nebular spectra in sufficiently
many locations could also be used to estimate the distribution
of optical depths, e.g., using the Balmer decrement method.
Alternatively, given sufficient resolving power, an external
observer could use IR dust extinction or emission maps to
measure the area distribution, PA(τn

ext), of the dust optical depth
τn
ext projected on the plane of the sky. Can the observer use
( )tPA n

ext to obtain an estimate of the escape fraction close to the
real value? We explore this possibility below.
Because the area PDF defined over the entire domain depends

on the box size, we consider the gas only within the half-mass
radius of the cloud as follows. We first calculate the column-
density-weighted mean position of a gas cloud with total mass
Mgas and take it as the cloud center in the projected plane of the
sky (cross symbols in the top row of Figures 1 and 2). Next, we

Figure 7. (a) Escape fraction of non-ionizing radiation as a function of the
solid-angle-averaged optical depth tá ñWc seen from the source. With solid lines
we show expectations based on lognormal distributions of the optical depth,
with standard deviation sc=0, 0.5,L, 2.5 from left to right. (b) The reduction
factor  defined as the ratio of the effective optical depth t = - á ñt-

Welneff
c

to
tá ñWc as a function of sc. The solid lines indicate the reduction factor expected
for lognormal distributions with tá ñWc =0, 0.1, 1, 10, and 50, from top to
bottom. Small circles in panel (a) show the characteristic escape fraction and in
panel (b) show the characteristic reduction factor as measured from each
simulation snapshot, where for this purpose we assume that all of the sources
are gathered at the center of luminosity. Colors correspond to measured values
of scin (a) and tá ñWc in (b).

12

The Astrophysical Journal, 883:102 (23pp), 2019 September 20 Kim, Kim, & Ostriker



draw a circle with the half-mass radius Rhabout the center that
encloses 50% of the total gas mass (dotted circles in the top row
of Figures 1 and 2). This allows us to define the area-averaged
surface density ( )páS ñ º M RA

ext 1

2 gas h
2 and the area-averaged

non-ionizing (dust) optical depth t ká ñ = áS ñA An
ext

d
ext within the

half-mass radius.10 We post-process all snapshots in the time
range (t*,0, tej,99%) at 0.05 tff,0interval, where tej,99% denotes
the time at which 99% of initial gas mass has been ejected from
the simulation domain.
The bottom row of Figure 8 plots as blue lines the area-

weighted PDFs of the dust optical depth within the half-mass
radius in the fiducial model, at four different times shown in
Figure 1. The PDFs along the three principal (x, y, and z) axes
are combined. At t′=0.5 Myr, the area PDF is approximately
lognormal as the density distribution is dominated by super-
sonic turbulence (e.g., McKee & Ostriker 2007). The fraction
of area with low tn

ext grows over time due to photoevaporation.
At t′=5Myr, the area PDF exhibits a narrow width and a
pronounced peak at t ~ 1n

ext .
In the bottom row of Figure 8, we also plot as orange lines the

area-weighted PDFs of the projected optical depth for ionizing
radiation ( )òt s s= +n n dzℓi

ext
H d H ph0 . At early times, the area

PDF of ti
ext is largely similar in shape to the PDF of tn

ext with a
shift to the right by a factor σph/σd because only a tiny fraction
of sight lines are optically thin and ti∼td(σph/σd) along most
sight lines. At intermediate times, the area-weighted PDFs of ti

ext

have two peaks and shoulders associated with neutral clumps
and ionized interclump gas. Later, the PDFs for tiand τn

Figure 8. (Top) Solid-angle-weighted PDFs of the optical depth for non-ionizing (td
c , blue) and ionizing (t i

c, orange) radiation measured from the stellar center of
luminosity for the fiducial model at 0.5, 1.5, 3, and 5 Myrafter the first epoch of star formation. (Bottom) Area-weighted PDFs of the optical depth projected along the
three principal axes for non-ionizing (td

ext, blue) and ionizing (t i
ext, orange) radiation within the half-mass radius Rh.

Figure 9. Comparison of the true escape fraction as seen from the cluster center
with an estimated escape fraction for (a) non-ionizing and (b) ionizing radiation
for all simulation snapshots. The true escape fraction á ñt-

We
c

on the ordinate is
calculated from Equation (9) using the raw PDF for PΩ. The estimated escape
fraction on the abscissa uses Equation (10) for PΩ, with the mean (μc) and
width (σc) as measured from the raw solid-angle PDF.

10 Because we adopt a constant dust opacity per unit mass, the dust optical
depth PDF is equivalent to the gas column-density PDF. With
κd=500 cm2 g−1=0.105 pc2 M

−1, the unit dust optical depth corresponds
to the gas column density of 9.59 

-M pc 2or column density of hydrogen
nuclei NH=8.54×1020 cm−2.
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become similar as neutral gas covers only a tiny fraction of the
total area within Rh,and most sight lines have xnσd/σph.

4.2.1. Estimation of fesc,n

Marginally resolved cloud case—The simplest estimate of
the escape fraction would make use of the mean column of dust
in a cloud, averaged over the aperture. This would be useful for
a cloud that is distant and not well resolved. Figure 10 plots the
instantaneous escape fractions fesc,nof non-ionizing radiation
as a function of the area-averaged optical depth tá ñAn

ext for all
models, with the color representing the initial cloud surface
density. The circles show the median value of tá ñAn

ext measured
along the three principal axes, while the horizontal bars indicate
the sample standard deviation, which is typically ∼20%–30%
of tá ñAn

ext . Note that all clouds start from áS ñ ~ SA
ext

0 and
evolve toward a state with áS ñ  0A

ext and f 1esc,n . For
comparison, we plot as red dashed lines the simple predictions
assuming that the optical depth is equal to the mean value
within the half-mass radius, or is reduced by a factor of 10 or
100, i.e., t-á ñe An

ext
, t- á ñe 0.1 An

ext
, and t- á ñe 0.01 An

ext
from left to right.

Figure 10 shows that the actual escape fraction is significantly
higher than the naive estimate t-á ñe An

ext
. The reason is twofold.

First, using just a single mean optical depth does not account for
the variance associated with turbulence-driven structure and leads
to an underestimate of the escape fraction for the reasons
explained in Section 4.1. Second, even the area-averaged optical
depth measured by an external observer would be higher than the
solid angle-averaged optical depth measured by an internal
observer located at the luminosity center. For example, a uniform-
density sphere with radius R and density ρ has a half-mass radius
Rh=(1–2−2/3)1/2R so that t r ká ñ = R1.8An

ext
d, nearly a factor of

2 larger than tn
c . While not as extreme in turbulent clouds,

Figure 8 shows that the mean tá ñAn
ext of the area PDF is larger than

the mean tá ñWn
c of the solid angle PDF.

The results in Figure 10 suggest that an approximate estimate
of the escape fraction may be obtained by applying an
appropriate reduction factor to tá ñAn

ext . Similar to Equation (11),
we define the reduction factor ( ) tº - á ñ fln A

ext
esc,n n

ext for
an external observer. It tells us what the reduction in the
effective optical depth is relative to the area-averaged optical
depth tá ñAn

ext and depends both on the geometric distribution of
gas and stars and (weakly) on the viewing angle of the
observer. Figure 11 plots as circles  ext as a function of tá ñAn

ext

with error bars indicating the standard deviation of the values
measured along three principal axes. The reduction tends to be
more significant for snapshots with larger tá ñAn

ext , similar to the
trend we found for  in Figure 7 (see also Figure 14 in
Appendix A).11 In the limit tá ñ 1An

ext , the reduction factor
tends to the geometric correction factor ∼1/1.8 for a uniform-
density sphere.
Based on the above findings, we estimate the escape fraction

as

( ) ( )h t= - á ñf exp . 12Aesc,n
est,1

1 n
ext

As an estimate of a correction factor  ext based only on
information that would be available for a marginally resolved
cloud, we adopt a functional form

h =
t+ á ñ

,
a1

1 1.8

1 A
b

n
ext

with constants a and b to be determined.12 The estimate in
Equation (12) depends only on tá ñAn

ext and approaches

Figure 10. Instantaneous escape fraction fesc,nof non-ionizing radiation
against the area-averaged dust optical depth tá ñAn

ext within the half-mass radius
for all models. The color of each dot indicates the initial surface density of the
cloud. The horizontal bars represent the 1σ uncertainty based on tá ñAn

ext

measured along three different orientations. Red dashed lines provided for
comparison correspond to = t-á ñf eesc,n

An
ext

, t- á ñe 0.1 An
ext

, and t- á ñe 0.01 An
ext

from
left to right. This shows that the effective optical depth for the escape of
photons is much lower than the value implied by the mean column of gas in the
cloud. The estimate of the escape fraction fesc,n

est,1 is shown with a solid red curve
(see Equation (12)).

Figure 11. Area-averaged dust optical depth tá ñAn
ext within the half-mass radius

vs. the reduction factor ( ) tº - á ñ fln A
ext

esc,n n
ext for an external observer for

all models. The error bars show the standard deviation of measurements along
three projection directions. The effective optical depth for photons escaping
from embedded clusters is reduced by a factor of ∼0.5 (at low tá ñAn

ext ) to ∼0.02
(at high tá ñAn

ext ) compared to the mean cloud optical depth tá ñAn
ext seen by an

external observer.

11 For dense and compact clouds (M1E4R02, M1E4R03, M1E4R05,
M1E5R05),  ext is small (0.1) at late evolutionary stage even when
tá ñ ~ 1An
ext and the density distribution is relatively smooth. This is because the

gas cloud is offset significantly from the stellar center of luminosity; the escape
fraction is close to unity due to the small covering fraction.
12 We find that this functional form approximates the reduction factor  for
the lognormal solid-angle PDF with a given σc very well, giving results within
a few percent for t< á ñ < ´-

W10 3 102 c 2 and 0.5<sc<3.0.
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h  1 1.81 for tá ñ  0An
ext . We perform a least-squares fit to

find the parameters a=1.25, b=0.48 that minimize the sum of
squared errors (( fesc,n− fesc,n

est,1)2) compared to our simulation
results. Figure 12(a) compares the actual escape fraction fesc,nof

non-ionizing radiation and ( )= t
t

- á ñ
+ á ñ

f expesc,n
est,1 0.56

1 1.25
A

A

n
ext

n
ext 0.48 for all

models, with color corresponding to the initial cloud surface
density. This estimator predicts fesc,nwithin ∼20%. The
estimator of Equation (12) is also shown as a red solid line in
Figure 10).

Resolved cloud case—We have also tested a second method
to estimate the escape fraction assuming that the area PDF of
τn
ext is available. In this approach, one may estimate the escape
fraction by taking the direct area average

( ) ( )h t= á - ñf exp , 13Aesc,n
est,2

2 n
ext

where η2 is a constant correction factor. To find the optimal
value of η2, we calculate the individual correction factor η that
gives ( )htá - ñ = fexp An

ext
esc,n for each snapshot of all simula-

tions. The resulting η values range between 0.1 and 0.5, with an
average value of 0.30 and standard deviation of 0.14. We also
adopt the constant value of η2 for all snapshots and find that
η2=0.30 minimizes the sum of the square of the differences
( fesc,n

est,2− fesc,n)
2. Figure 12(b) compares fesc,n

est,2 with the actual
escape fraction, again showing that this method predicts
fesc,nwithin 20%.
These results indicate that the two methods based on

externally observed mean dust optical depth or optical depth
distribution around a young star cluster can be reliably used to
infer the actual escape fraction from the cluster. Although the
largest errors are comparable for the two methods, the mean
errors are smaller using the second method. This implies that
more accurate estimates of the escape fraction may be
obtained when the resolved dust distribution (or gas
distribution, with an assumed dust-to-gas value) can be
measured.

5. Summary and Discussion

5.1. Summary

Stellar UV photons escaping from star-forming regions have a
profound influence on the ISM, especially on its thermal and
chemical state, together with the resulting dynamical evolution
including star formation. Despite this importance, the escape
fraction has not previously been well characterized in observa-
tions, and theoretical predictions are also lacking. In this work,
we used a suite of radiation hydrodynamic simulations to study
the evolution of the escape fractions fesc,nand fesc,ifor both non-
ionizing and ionizing radiation, and to analyze in detail how the
escape fraction depends on the dust optical depth distribution.
Our simulations span a range of physical conditions and include
the effects of photoionization and radiation pressure from UV
radiation, but do not consider stellar evolution and other forms of
stellar feedback such as stellar winds or supernovae.
Utilizing the adaptive ray-tracing module, we accurately

follow the propagation of ionizing and non-ionizing radiation
from multiple sources and monitor the temporal evolution of
the escape fraction, the dust absorption fraction, and the
hydrogen absorption fraction. We also explore how the escape
fraction is related to the solid-angle-weighted distribution of the
optical depth as seen from the center of sources and to the area-
weighted distribution of the optical depth as seen from outside
the cloud. Based on our results, we propose two methods to
estimate the escape fraction from the observed optical depth in
the plane of the sky.
Our key findings are summarized below.

1. Temporal evolution. In all of our simulations, the escape
fraction increases with time and becomes unity within a few
free-fall times after the onset of feedback (Figures 3 and 5).
While clouds with low surface density are dispersed by
radiation feedback rather quickly in a single free-fall time
(Figures 1 and 3), H IIregions formed in clouds with high
surface density spend a long embedded phase (∼2–3 tff,0)
during which the escape fraction of ionizing radiation is
small ( fesc,i0.1), while the hydrogen absorption fraction

Figure 12. Actual escape fraction fesc,nof non-ionizing radiation vs. estimated escape fraction (a) based on the area-averaged optical depth ( )h t= - á ñf exp Aesc,n
est,1

1 n
ext

with ( )h t= + á ñ0.56 1 1.25 A1 n
ext 0.48 and (b) the area-averaged escape fraction ( )h t= á - ñf exp Aesc,n

est,2
2 n

ext with η2=0.30. The dashed lines draw f fesc,n esc,n
est =1.
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( fgas,i) remains high (Figures 2 and 3). Overall, fgas,i
decreases more or less monotonically with time, while the
dust absorption fraction of ionizing photons ( fdust,i) reaches
a peak slightly before the cloud destruction and decreases
in the late evolutionary phase (Figure 3). The escape of
both ionizing and non-ionizing radiation occurs mainly
through low-density regions, along directions for which the
H IIregion is density bounded (Figures 1 and 2). As a result,
the difference between the escape fraction of non-ionizing
( fesc,n) and ionizing radiation is quite small or only modest
(Figure 5), with the dust absorption controlling the escape of
UV radiation in the late phase.

2. Comparison to semianalytic models for spherical, embedded
H IIregions. Previous theoretical models for spherical, static,
and embedded H IIregions with fesc,i=0 have predicted
that fgas,i = Qgas,i/Qiincreases (and fdust,idecreases) with
increasing Qgas,i ni,rms, where Qgas,iis the absorption rate
of ionizing photons by hydrogen and ni,rmsis the rms
number density of ionized gas inside an H IIregion. In our
simulations, however, the relationship between fgas,i(or
fdust,i) andQgas,i ni,rmsdepends on the evolutionary phase of
an H IIregion, and deviates considerably from theoretical
predictions (Figure 4). The discrepancy between the
spherical model prediction and our numerical results is
caused by the fact that H IIregions in our simulations are
highly nonuniform and subject to loss of ionizing radiation
through optically thin holes, and that in time-dependent
flows, ionization rates can be enhanced by “fresh” neutral
gas. The range of fgas,iin our simulations is consistent with
observed estimates in galactic H IIregions.

3. Cumulative escape fraction before first supernovae. The
cumulative escape fraction of ionizing photons ( fesc,i

cum)
before the time of the first supernovae (3Myrafter the
onset of radiation feedback) ranges from 5% to 58%
(Table 1). The range of fesc,n

cum for non-ionizing photons is
7% to 72%. For fixed cloud mass, and both EUV and
FUV, fesc

cum (3Myr) tends to decrease with increasing S0
(Figure 6). At a given S0, large, massive clouds have
smaller ( )f 3 Myresc

cum than compact, less massive clouds
owing to longer evolutionary timescales. Dense, cluster-
forming clumps that are destroyed within 3Myr (M1E4R03,
M1E4R02, and M1E5R05) have relatively high values of
fesc
cum(3Myr)∼40%–50%.

4. Solid-angle-weighted optical depth PDF. For an isotropic
point source of radiation, the escape fraction is determined
by the solid-angle-weighted PDF PΩ of the optical depth as
seen from the point source through Equation (9). Assuming
that PΩ is lognormal, we demonstrate that the point-source
escape fraction á ñt-

We
c

is much higher than would be
estimated based on the solid-angle-averaged optical depth,
( t-á ñWe

c ), if the PDF has a large dispersion sc(Figure 7). We
calculate PΩ in our simulations by assuming that all radiation
is emitted from the luminosity center of source particles. The
shape of PΩ is in general not lognormal, with peaks and dips
associated with dense, star-forming clumps and photoeva-
porated, outflowing gas (top row of Figure 8). Nevertheless,
the lognormal estimates based on the mean and standard
deviation of PΩ are quite close to the true escape fraction
á ñt-

We
c

from the luminosity center (Figure 9). We define the
reduction factor ( ) t= - á ñ á ñt-

W W eln cc
that measures

the effective optical depth relative to the mean value for

non-ionizing radiation. We show that  decreases as
tá ñWc and/or scincreases (Figure 7).

5. Area-weighted optical depth PDF. We calculate the area-
weighted PDF PA of the optical depth within the half-mass
radius of gas, as would be measured by an external
observer, finding that the shape and temporal change of PA
are similar to those of the solid-angle PDF PΩ (Figure 8).
Consistent with results from the solid-angle PDF, a simple
estimate of the escape fraction ( t-á ñe An

ext
) based on the area-

averaged optical depth tá ñAext significantly underestimates
the real escape fraction (Figure 10). This is because tá ñAext

is higher than tá ñWc measured from the luminosity center
(due to path length differences) and does not properly
account for the variance in optical depth; the latter is more
important at high optical depth. The reduction in the
effective optical depth tends to be quite dramatic for larger
tá ñAn
ext (Figure 11), such that the effective optical depth is

∼1 when tá ñ ~ 10A
ext .

We present two simple methods for estimating
fesc,nfor observed star-forming regions. In the first
method, we assume a marginally resolved cloud for which
only the area-averaged dust optical depth tá ñAext is
observationally available. We show that our results agree
with the estimate of the escape fraction = h t- á ñf eesc,n

est,1 A1
ext

,

where the correction factor ( )h t= + á ñ0.56 1 1.25 A1
ext 0.48

depends only on tá ñAext . In the second method, we assume
that the area distribution PA of the dust optical depth tn

ext

surrounding sources is observationally available. We show
that our results agree well with the estimate based on an
area average, = á ñh t-f e Aesc,n

est,2 2 n
ext

with a constant correction
factor η2=0.3. The two methods both yield estimates
within ∼20% of the actual luminosity-weighted escape
fraction obtained from adaptive ray tracing in our
simulations (Figure 12).

5.2. Discussion

5.2.1. Comparison with Other Simulations

In previous works, we compared radiation fields computed
from a two-moment radiation scheme with an M1 closure
relation with those computed with adaptive ray tracing (ART)
for identical distributions of sources and gas density, and found
that the two methods are in good agreement with each other in
terms of large-scale radiation field and escape fraction
(Paper I). One would therefore expect results for fesc,n similar
to the findings reported in Raskutti et al. (2017), who used the
M1 scheme to study the interaction between non-ionizing
radiation and gas using the same basic cloud model we adopt
here (see Raskutti et al. 2016, but note that specific model
parameters differ). In practice, however, it is not meaningful to
make a detailed comparison because the evolution of SFE with
time diverges between simulations that use ART and those that
use M1. Paper II compared our ART simulations with the
results of Raskutti et al. (2016) and showed that use of the M1

method can overestimate the SFE, because radiation forces are
underestimated in the vicinity of star particles.13 Thus, while
trends of cumulative fesc,n with cloud properties are quite

13 Although this may be ameliorated by specialized local treatment (Rosdahl
et al. 2015) when there is a single point source, the accuracy of the M1 solution
is necessarily limited in regions with multiple radiation sources.
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similar here to those reported in Raskutti et al. (2017), specific
models cannot be directly compared.

It is even more difficult to make comparisons of escape
fractions with other simulations in which not just the radiative
transfer scheme but also cloud parameters, treatment of sink/
source particles, dust opacity, and feedback mechanisms are
quite different from those we have considered. Nevertheless, it
is noteworthy to observe that there is a consistent common
trend among different studies of decreasing cumulative (or
instantaneous) LyC escape fraction at the time of the first
supernovae with increasing cloud mass. In our simulations,
low-mass clouds that evolve rapidly (tff,0<1Myr) and are
destroyed before t′=3Myrhave fesc,i

cum(3Myr)0.4, while
massive (M0=106 M ) clouds with tff,05Myrhave
fesc,i
cum(3Myr)∼0.1 (see Section 3.3 and Table 1). Likewise,

Dale et al. (2012) found that dense, compact clouds (their Runs
F, I, and J) exhibit fesc,i0.8 at the time of the first
supernovae, whereas massive (M0=106 M ) clouds (their
Runs A, B, and X) have fesc,i0.2. Kimm et al. (2019) report
that the luminosity-weighted, time-averaged escape fraction is
only 5.2% for a solar-metallicity cloud with M0=106 M , S0

∼1.3×102 
-M pc 2, and M*=105 M over the cloud

lifetime of 20Myr. In Howard et al. (2018), the cumulative
escape fraction of LyC radiation at t′=5Myris only 8% for a
cloud with 106 M andS0∼280 

-M pc 2, while less massive
(M0=5×104, 105 M ) clouds with S0∼102 

-M pc 2are
almost entirely destroyed before t′=5Myrand have
fesc,i
cum(5Myr)∼0.64. Taken together, these results suggest that

the escape of radiation before the time of the first supernovae is
intimately linked to the timescale of cloud evolution.

As noted in Section 3, several other groups observed (as did
we) an overall monotonic increase of LyC escape fraction
fesc,iwith time in their simulations, as an increasing fraction of
photons escapes through low-density channels created by
feedback (e.g., Walch et al. 2012; Dale et al. 2013; Kimm
et al. 2019). By contrast, Howard et al. (2018) found large
fluctuations (up to a factor of ∼6) in fesc,iover short (1Myr)
timescales as small-scale turbulent flows around sources absorb
photons and make H IIregions “flicker.” While it is difficult to
fully ascertain the causes of the difference, it is likely to reflect
different subgrid models for star formation and/or radiation–gas
interaction. For example, Howard et al. (2018) assumed that only
a fraction of gas mass accreted onto a sink particle is converted
into stars. The remaining gas in the “reservoir” would lower the
light-to-mass ratio of the sink particle and make H IIregions
become more easily trapped by accretion flows.

In addition to affecting the short-term evolution of fesc,
“subgrid” treatment of radiation in the immediate vicinity of
star particles can also affect the local collapse and therefore the
cumulative SFE and escape fraction for different RHD methods
or subgrid model treatments, as recently emphasized by
Krumholz (2018) and Hopkins & Grudić (2019). We
investigate some aspects of this question in Appendix A by
exploring differing subgrid models for local escape fractions.
Our conclusion is that provided the resolution is sufficiently
high, effects on cloud evolution (and therefore fesc) are
relatively modest.

5.2.2. Implications for DIG and Galaxy-scale Escape Fraction

Based on work summarized in Section 1, ionizing radiation
from young massive stars is the only known source that can
explain the maintenance of DIG in the Galaxy and in external

galaxies (Haffner et al. 2009). This relies on a substantial fraction
of ionizing photons escaping from natal clouds, but direct
evidence of this escape has been lacking. In our simulations, the
cumulative escape fraction of ionizing photons before the onset
of supernova feedback in GMCs with typical gas mass M0∼
105 M and surface density S0∼102 

-M pc 2is 30%–40%
(Figure 6). This suggests that a substantial fraction of UV photons
produced by massive stars can escape into the surrounding ISM
through low-density holes induced by turbulence and radiation
feedback. Our work thus supports the claim that leakage of
ionizing photons from H IIregions is responsible for the
photoionization of the WIM in the diffuse ISM.
Understanding how stellar ionizing photons can leak out of the

host galaxy’s ISM and make it all the way to the intergalactic
medium is still under active investigation (e.g., Wise et al. 2014;
Ma et al. 2015; Paardekooper et al. 2015; Kimm et al. 2017;
Kakiichi & Gronke 2019; McCandliss et al. 2019; Rigby et al.
2019; Vanzella et al. 2019; see Dayal & Ferrara 2018 for a recent
review). Observational studies that directly detect escaping LyC
radiation indicate that the LyC escape fraction is generally small
with fesc,i

gal ∼1%–10% or less (e.g., Leitet et al. 2013; Borthakur
et al. 2014; Izotov et al. 2016; Leitherer et al. 2016), with only a
few exceptions (e.g., Shapley et al. 2016; Izotov et al. 2018;
Rivera-Thorsen et al. 2019). Unless a galaxy is completely
obscured by dust, the difference between fesc,i

gal and fesc,n
gal is

expected to be large. This is in contrast to the similarity between
the cloud-scale escape fraction fesc,iand fesc,nfound in the present
work, which we interpret as being due to the high ionization
parameter (or low hydrogen neutral fraction) in classical H II
regions, which makes dust grains the primary absorber of both
ionizing and non-ionizing radiation (Section 3.2). Due primarily to
the geometric dilution of radiation, the DIG exhibits line ratios
characteristic of gas in a low stage of ionization (e.g., [S II] and
[N II]) and low ionization parameter (Domgorgen & Mathis 1994;
Mathis 2000; Sembach et al. 2000). This suggests that neutral
hydrogen absorption is more important in DIG than in
H IIregions, and fesc,i

gal would be reduced more relative to fesc,n
gal .

The preliminary results for the galaxy-scale escape fractions
obtained by post-processing galactic disk simulations with
adaptive ray tracing are indeed in agreement with this expectation
(E. Kado Fong et al. 2019, in preparation).

5.2.3. Implications for Cloud-scale Star Formation Indicators

The escape of a substantial fraction of UV photons (both
ionizing and non-ionizing) from H IIregions also has impor-
tant implications for observational determinations of star
formation rates and efficiencies on cloud scales. Most star
formation rate estimators are tied to the luminosity from
massive stars, with optical emission lines such as Hα from
photoionized gas being the most traditional indicators.
However, rate indicators based on Hα emission (or free–free
emission, also produced by photoionized gas) cannot fully
recover the intrinsic ionizing luminosity of a cluster because of
dust absorption (e.g., Binder & Povich 2018). For this reason,
combinations of Hα (or UV) and IR measurements have been
extensively explored to calibrate the dust absorption (as well as
dust attenuation of recombination emission lines) and are
widely adopted in Galactic and extragalactic studies (see
Kennicutt & Evans 2012 for review). Unfortunately, calibra-
tion to account for the escape of radiation has been largely
ignored. This is likely not a serious issue for measuring large-
scale star formation, assuming the ISM overall acts as a
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bolometer (but see Heckman et al. 2011). However, for
individual star-forming clouds, the use of star formation rate
indicators correcting only for dust absorption may system-
atically underestimate the true star formation rate, considering
that the escape fraction of radiation may be appreciable.

In this regard, our proposed methods for estimating
fesc,n(see Section 4.2.1 for fesc,n

est,1 and fesc,n
est,2) can be useful for

recovering the bolometric luminosity of star clusters. The
column-density distribution of Galactic molecular clouds has
been extensively studied using CO line emission (e.g.,
Goodman et al. 2009), near-IR dust extinction (e.g., Kainulai-
nen et al. 2009), and far-IR thermal dust emission maps (e.g.,
Lombardi et al. 2014). For star-forming clouds that are well
resolved, the distribution of observed optical depth with a
correction factor can be used to directly estimate

( )t» á - ñf exp 0.3 ;Aesc,n n
ext this also provides an upper bound

on fesc,i. In cases where the overall size of the cloud can be
measured but the column-density distribution is unavailable
due to poor resolution (presumably for most massive star-
forming clouds in external galaxies), one may utilize the area-
averaged dust optical depth, again applying a correction factor,

with ( )» t
t

- á ñ
+ á ñ

f expesc,n
0.56

1 1.25
A

A

n
ext

n
ext 0.48 . When applied to our

simulation data, these methods approximate the actual escape
fraction to within ∼20% (Figure 12).

5.2.4. Potential Effect of Dust Destruction

Our simulation results suggest that dust absorption plays an
important role in controlling the escape fraction of radiation.
While we adopted constant dust absorption cross sections for
both ionizing and non-ionizing radiation, dust grains (e.g., small
carbon grains and polycyclic aromatic hydrocarbons, PAHs) in
H IIregions can be destroyed by an intense UV radiation field
(e.g., Voit 1992; Tielens 2008; Deharveng et al. 2010; Lopez
et al. 2014; Salgado et al. 2016; Binder & Povich 2018;
Chastenet et al. 2019). This can potentially lead to an increase in
the escape fraction. To study this question quantitatively, we ran
additional models for the fiducial cloud in which dust grains
absorbing ionizing radiation (and non-ionizing radiation) are
completely destroyed in fully ionized gas; the full details can be
found in Appendix B. Our results suggest that, although the
overall cloud evolution is quite similar to the standard model
without dust destruction, the boost in escape fraction can be
significant. Under the assumption that ionizing radiation is not
absorbed by dust in ionized regions, we find the cumulative
fesc,i
cum(t′=3Myr)=0.5, which is 0.2 higher than the standard

model and close to the value Kimm et al. (2019) found
(∼0.5–0.6) for their model M5_SFE10, which is fairly similar in
cloud parameters and SFE to our model. Because the complete
destruction of dust in ionized gas is unlikely to occur in reality,
our results put an upper limit on the escape of radiation in
H IIregions with dust destruction. Ideally, future models should
incorporate the effects of varying grain properties that depend on
the local radiative and chemical environment (e.g., Glatzle et al.
2019) to provide a more realistic estimate of dust absorption and
escape fractions.

5.2.5. Limitations of the Current Model

Finally, we comment on the potentially important effects of
physical processes that are not modeled in our simulations. Our
simulations ignore radiation–matter interaction at subgrid scales,
adopting fesc,*=1 from sink particle regions. Because we

ignore potential small-scale absorption (e.g., Krumholz 2018),
the cloud-scale escape fraction that we calculate may be an
overestimate. However, our simulations also ignore other forms
of pre-supernova feedback such as stellar winds and/or
protostellar outflows, which in principle can further increase
the porosity of the gas surrounding sources and increase the
escape of radiation from cloud scales. In a low-metallicity
environment, radiation pressure exerted by resonantly scattered
Lyα photons can play an important role in disrupting clouds
and raising the escape fraction (Kimm et al. 2019). After
t=t*,0+3Myr, supernova explosions of most massive stars
occurring inside molecular clouds may effectively clear out
the remaining gas and increase the escape fraction of radiation
(e.g., Rogers & Pittard 2013; Geen et al. 2015; Iffrig &
Hennebelle 2015). This is particularly the case for massive
clouds whose evolutionary timescale is expected to be longer
than 3Myr(Paper II). However, the cumulative escape fraction
of ionizing radiation may not increase significantly due to a
sharp drop in the photon production rate caused by the death of
massive stars (e.g., Kimm & Cen 2014; Kimm et al. 2019). The
expansion of superbubbles driven by multiple supernovae may
further help UV photons propagate hundreds of parsecs from the
birth cloud (e.g., Dove et al. 2000; Kim et al. 2017a; Trebitsch
et al. 2017). Multiscale simulations of GMC evolution with
comprehensive feedback mechanisms included are necessary to
fully understand the escape of UV radiation in realistic
environments. As a first step toward this goal, efforts to
incorporate UV radiation feedback in the TIGRESS numerical
framework (Kim & Ostriker 2017), which models a local patch
of galactic disk with self-consistent star formation and supernova
feedback, are currently underway.
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Appendix A
Effect on the SFE of the Escape Fraction at Subgrid Scales

A.1. Background

For simulations that include point sources of stellar radiation
and gravity, it is important to treat radiation pressure and
gravitational forces at small scales consistently. In our simula-
tions, the gravitational force produced by star particles is
computed using a particle-mesh scheme (Gong & Ostriker 2013).
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This approach inevitably loses its accuracy in the vicinity of sink
particles as each point mass is smeared out over a few grid cells
over which the gas distribution is unresolved. The radiation force
is calculated using the volume-averaged radiation flux returned
from the ray tracing (Paper I), but it also suffers the momentum
cancellation effect on the smallest resolved scales. It has been
proposed that momentum associated with radiation forces can be
injected under the assumption of an isotropic radial flux
distribution at subgrid scales (Hopkins & Grudić 2019).
However, for consistency, one would also have to include
subgrid gravity, and the proper subgrid treatment of extinction is
unclear.

To avoid a potentially inconsistent treatment of gravity and
radiation for regions surrounding a sink/source particle, we
assume that all of the gas accreted onto the boundary faces of the
33 cell control volume does not interact with radiation, falls
without obstruction, and is instantly converted into stars. We
also allow photons emitted by a source to interact with gas only
after they emerge from its control volume (Paper II). Completely
ignoring gas–radiation interactions inside the unresolved control
volume results in maximal gas accretion and radiation escape in
our models: the corresponding escape fraction is fesc,*=1 from
unresolved scales. Physically, this situation would hold in the
limiting case when accreting gas is extremely clumpy with a
negligible covering fraction.

Recently, Krumholz (2018) considered the opposite extreme
in which accreting material is smooth and spherically
symmetric and interacts with radiation most strongly. He
showed that a steady-state spherical inflow solution does not
exist if the outward radiation force (by both UV and dust-
reprocessed IR radiation) exceeds the inflow momentum rate
(by inward gravity), which occurs when the mass inflow rate
Ṁ* is smaller than a critical rate Ṁ ,crit,sph* . Conversely, in
spherical symmetry, radiation is completely smothered by
accreting flows if ˙ ˙>M M ,crit,sph* * . In the absence of IR
radiation (and photoionization), the critical accretion rate is
given by ˙ [ ( )]=M L cv r,crit,sph in s* * , where L* is the source
luminosity and ( ) =v r GM r2in s s* is the free-fall inflow
speed at the dust sublimation radius rs≈3.4×102 au (L*/
106 L )1/2 for the dust sublimation temperature Ts=1500 K.
Krumholz (2018) also showed through 1D numerical experi-
ments that the numerical resolution should be high enough to
resolve the dust sublimation radius to successfully reproduce
the behavior of the spherical steady-state solution. In
unresolved runs, the radius at which photon momentum is
deposited moves outward so that radiation incorrectly over-
comes the inward momentum of the inflowing material and can
freely escape. As the dust sublimation radius is practically
impossible to resolve for simulations of star clusters or
galaxies, he proposed a subgrid model for radiation feedback
in which the emergent luminosity on the resolved scale is
L* (i.e., fesc,*=1) if ˙ ˙<M M ,crit,sph* * and zero ( fesc,*=0)
otherwise.

Because accreting material is likely clumpy but has a
nonzero covering fraction, the reality should be somewhere in
between the two extremes discussed above. However, the
question of how strongly infalling material interacts with
radiation and modifies the emergent radiation field is an
interesting and complicated problem on its own; understanding
these processes would require numerical simulations resolving
a wide range of spatial scales. In this appendix, we instead

conduct a simple experiment to explore the impact of varying
the grid-scale escape fraction fesc,* on the cloud-scale SFE.

A.2. Subgrid Model

We make the following assumptions about accreting flows
and radiation–matter interactions at subgrid scales.

1. A gaseous parcel accreting onto the control volume of a
sink particle continues to move inward without being
turned around by the radiation pressure force. Accretion of
a parcel into the sink region would occur if its surface
density exceeds the Eddington surface density ΣEdd= Ψ/
(4πcG)=370 

-M pc 2(Ψ/103 L M
−1) (e.g., Raskutti

et al. 2017). Because surface densities naturally increase in
the converging inflow, parcels that exceed ΣEdd at resolved
scales would be expected to grow in surface density at
smaller scales. With Σ ever larger than ΣEdd, these parcels
would therefore continue to accrete inward to unresolved
scales. We note that because material arrives at the sink
region in an inhomogeneous state, we do not consider it
necessary for the accretion rate to exceed Ṁ ,crit,sph* in order
to successfully overcome the effects of radiation; this
differs from Krumholz (2018), who assumed spherical
accretion at all distances.

2. For a steady-state free-falling inflow, the angle-
averaged density profile is ( ) ˙ [ ( )]r pá ñ =Wr M r v r4 2

in*
for ( ) ( )=v r GM r2in

1 2
* . The solid-angle-averaged

dust optical depth from rs to the edge of the control
volume Δx (?rs) is then given by
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is a dimensionless parameter characterizing the inflow
rate of momentum due to the free-falling gas normal-
ized to the rate of momentum injection by stellar
radiation.

3. The instantaneous escape fraction for a sink particle is set
to

( ) ( )t= - á ñWf exp , 16esc, s* *

where the reduction factor  0 1* is a free parameter
characterizing the clumpiness of the inflowing gas at
subgrid scales. When = 0* , gas–radiation interactions
are negligible inside the control volume, while = 1*
corresponds to a spherically symmetric inflow.
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A.3. Effect on SFE

We perform a set of numerical simulations by adopting
Equation (16) with fixed * for the grid-scale escape fraction of
individual sink particles. We consider the fiducial cloud (M0=
105 M and R0=20 pc) with radiation pressure feedback only
(no photoionization). Figure 13 plots as gray circles the net SFE
from the models with various *. The net SFE increases mildly
from 0.26 to 0.49 as* varies from 0 to 1. This is because as the
feedback efficiency decreases (with increasing *), more stellar
mass is required to drive outflows to disrupt the cloud. We find
that the timescales for star formation and cloud destruction do
not vary by more than 10% in all runs with differing *.

We also consider models in which * varies over time
consistently with the instantaneous sink luminosity and
accretion rate. While we cannot directly determine * without
running simulations that resolve structures close to rs, the
cloud-scale reduction factor  based on the resolved radiation–
gas interaction (Section 4.1) can shed some light on the
possible behavior of * at subgrid scales. Figure 7(b) showed
that  tends to decrease with the width σc of the optical-depth
PDF and the solid-angle-averaged optical depth tá ñWc .
Figure 14 plots  again, this time as a function of tá ñWc . Most
of the simulation results (filled circles) are consistent with the
predictions of lognormal PDFs (lines) with 1.0sc2.5. In
the absence of photoionization and other feedback processes,
one may assume that the accreting flows remain clumpy at
subgrid scales and the reduction factor * is correlated with the
angle-averaged optical depth of the accreting flow tá ñWs in the

same way that  is correlated with tá ñWc as displayed in
Figure 14.
We run four simulations assuming that the optical-depth

PDF on subgrid scales follows a lognormal distribution with
sc=1.0, 1.5, 2.0, and 2.5. In each run with a given sc, we
calculate tá ñWs for individual sink particles using Equation (14),
obtain * from tá ñWs using the corresponding  – tá ñWc relation
shown as solid lines in Figure 14, and then apply the
instantaneous escape fraction according to Equation (16).
Figure 15 plots the 2D histograms on the fesc,*–Ṁ* plane of sink

particles in all runs. For reference, the thick dashed curves plot
the relationships between Ṁ* and fesc,* expected for a cluster
particle with mass M*=10

3
M and light-to-mass ratio Ψ=

103 L M
−1 from Equations (14)–(16). Even when * is

allowed to vary with tá ñWs , the escape fraction still decreases
with increasing Ṁ*, but much more mildly compared to the
case of spherical accretion with = 1* , plotted as thin
dotted lines. When sc=2.0, for example, the grid-scale
escape fraction fesc,* drops below ∼10% if ˙ ˙ =M M ,crit,sph* *

( ) ´ - -M M M2.8 10 yr 104 1 3 3 4
* . However, the mass accre-

tion phase with Ṁ*>Ṁ ,crit,sph* and fesc,*=1 lasts only for a
brief period of time (1Myr), so that the evolution of cloud-scale
escape fraction is not significantly affected by the choice of sc.
The median values of * for 10−6 M yr−1<Ṁ*<10

−2
M

yr−1 in the four runs with sc=(1.0, 1.5, 2.0, 2.5) are (0.13,
0.063, 0.039, 0.029), respectively. The resulting relationship
between the net SFE and the subgrid-scale escape fraction from
all four runs is plotted in Figure 13 as blue circles with horizontal
bars, which is overall similar to the results with fixed *.
To conclude, our numerical experiments demonstrate that the

grid-scale escape fraction has a modest impact on the
effectiveness of radiation feedback in halting accretion and
controlling the SFE. To better understand the detailed process
of gas–radiation interactions and provide constraints on * on
smaller scales, it is desirable to perform numerical simulations
of accretion flows onto massive stars resolving a wide range of
spatial scales in the presence of various feedback mechanisms.

Figure 13. Net SFE from the radiation-pressure-only simulations of the fiducial
cloud with M0=105 M and R0=20 pcas a function of the subgrid-scale
reduction factor *. The subgrid-scale escape fraction of non-ionizing radiation
is set to ( )t= - á ñWf expesc, s* * , where ˙tá ñ µW Ms * is the solid-angle-averaged
dust optical depth from the dust sublimation radius to the resolved scale Δx. The
gray circles are from the models with fixed *. The blue circles with horizontal
bars are from the runs in which* is set to vary according to the mass inflow rate
under the assumption that the optical-depth PDFs are lognormal with standard
deviation sc=1.0, 1.5, 2.0, and 2.5 from right to left. The horizontal position of
the bars and blue circles mark the 25th, 50th, and 75th percentiles of the *
distribution when 10−6

M yr−1<Ṁ*<10−2
M yr−1.

Figure 14. Cloud-scale reduction factor  for non-ionizing radiation as
measured from the stellar center of luminosity as a function of tá ñWn

c . The
circles are from our simulations, with colors corresponding to sc. The lines
draw the reduction factor expected for lognormal PDFs with sc=0.5, 1, L,
3.0 from top to bottom.
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Appendix B
Effects of Dust Destruction for the Fiducial Model

Our simulations adopted a constant grain absorption cross
section s s= = ´ - -1.17 10 cm Hd,i d,n

21 2 1 for both ionizing
and non-ionizing radiation. For dust models characteristic of
the diffuse ISM (e.g., Weingartner & Draine 2001), the UV
extinction steeply rises toward shorter wavelengths and peaks
at hν∼17 eV,due mainly to small carbon grains and PAHs
(Draine 2003; Glatzle et al. 2019); the frequency-averaged dust
absorption cross section for ionizing radiation is ∼(1–1.5)×
10−21 cm2 H−1 for ionizing stars with blackbody temperature
2.5×104 K<T*<5.0×104 Kand has a slightly lower
(∼20%–30%) value at FUV wavelengths (Draine 2011).
However, both theory and observations suggest that dust
grains are destroyed by intense UV radiation in star-forming
clouds (e.g., Voit 1992; Tielens 2008; Deharveng et al. 2010;
Lopez et al. 2014; Salgado et al. 2016; Binder & Povich 2018;
Chastenet et al. 2019), which may lessen the UV extinction and
boost the escape of radiation in ionized gas. For example,
Glatzle et al. (2019) adopted Weingartner & Draineʼs (2001)

case A size distributions and found that σd,i can be reduced by a
factor of ∼2–3 if the two lognormal components representing
PAHs and very small carbon grains (bC=0.0) are completely
absent.
To examine the potential impact of dust destruction on the

escape of radiation, we have run additional simulations for the
fiducial model (M0=105 M , R0=20 pc, N=256) assum-
ing that dust grains are destroyed in ionized gas. Because dust
properties in H IIregions are quite uncertain, we consider two
extreme situations to bracket the range of possible outcomes:

1. model Dest-i: the dust absorption cross section for
ionizing radiation scales with the neutral fraction (σd,i=
xn×1.17×10−21 cm2 H−1), but the cross section for
non-ionizing radiation remains unchanged.

2. model Dest-i/n: the dust absorption cross section for
both ionizing and non-ionizing radiation scales with the
neutral fraction (sd,i=sd,n= ´ ´ - -x 1.17 10 cm Hn

21 2 1).

The first of these corresponds to the preferential destruction of
grains that absorb ionizing radiation in ionized gas, and the
second corresponds to destruction of all grains in ionized gas.

Figure 15. 2D histograms of the grid-scale escape fraction fesc,* and the mass accretion rate Ṁ* onto sink particles for the fiducial cloud model, under the assumption
that the optical-depth PDF at subgrid scales follows a lognormal distribution with the mean ( ) ( )t t sá ñ = á ñ +W Wln ln 2s s

c 2 and the standard deviation sc=1.0, 2.0,
2.0, 2.5. The vertical solid lines mark the critical mass accretion rate Ṁ ,crit,sph* for the existence of steady spherical inflow solutions (Krumholz 2018). The thick
dashed lines draw the relationship between Ṁ* and fesc,* expected for a cluster particle with massM*=103 M and a constant light-to-mass ratio Ψ=103 L M

−1,
while the thin dotted lines correspond to the case of spherical accretion with = 1* .
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A similar approach has been adopted by Laursen et al. (2009),
Howard et al. (2017), and Kimm et al. (2019). Because the
complete destruction of dust grains in H IIregions is unlikely to
occur in reality, these models put an upper limit on the escape
of radiation in H IIregions.
Figure 16(a) plots the temporal evolution of gas mass (Mgas,

black), stellar mass (M*, green), ejected gas mass (Mej, red),
and photoevaporated gas mass (Mev, yellow) for different
models. In the absence of dust grains to absorb ionizing
photons in H IIregions ( fdust,i≈0), we expect photoionization
feedback to be more efficient and the outflow driving by
radiation pressure to be less efficient or absent (e.g., the
radiation pressure exerts no force on the ionized gas in model
Dest-i/n). As photoionization is the dominant feedback
mechanism in low surface density clouds (Paper II), it has a
greater impact on the simulation outcome than radiation
pressure. However, the overall cloud evolution does not change
much. Compared to the standard model, the photoevaporation
efficiency (Mev,final/M0) is only 0.03 higher, while the net SFE
is lower by less than 0.01 in both models Dest-i and Dest-
i/n.
In contrast, the evolution of the escape of radiation is noticeably

different from the standard model. Figures 16(b) and (c) show the
evolution of instantaneous and cumulative escape fractions for
ionizing (orange) and non-ionizing (blue) radiation. At t′=3Myr,
the instantaneous escape fractions are ( fesc,i, fesc,n)=(0.60, 0.42)
in model Dest-i and ( fesc,i, fesc,n)=(0.62, 0.83) in model
Dest-i/n, while the cumulative escape fractions are ( fesc,i

cum,
fesc,n
cum )=(0.50, 0.37) in model Dest-i and ( fesc,i

cum, fesc,n
cum )=

(0.50, 0.69) in model Dest-i/n. In model Dest-i, fesc,nand
fesc,n
cum evolve quite similarly to those in the standard model, but

are smaller than fesc,iand fesc,i
cum. In both models Dest-i and

Dest-i/n, fesc,i
cumat t′=3Myris 0.20 greater than that in the

standard run ( fesc,i
cum=0.30). In the standard model, ionizing

photons escape through low-density density-bounded sight lines
along which absorption by neutral hydrogen is unimportant, and
the escape fraction is mainly determined by dust absorption
(Section 3.2). Therefore, the escape fraction fesc,iin the absence of
dust absorption simply reflects (the luminosity-weighted average
of) the fraction of sight lines that are density bounded.
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