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Guaranteed Recovery of One-Hidden-Layer Neural
Networks via Cross Entropy

Haoyu Fu, Student Member, Yuejie Chi, Senior Member, Yingbin Liang, Senior Member

Abstract—We study model recovery for data classification,
where the training labels are generated from a one-hidden-layer
neural network with sigmoid activations, also known as a single-
layer feedforward network, and the goal is to recover the weights
of the neural network. We consider two network models, the fully-
connected network (FCN) and the non-overlapping convolutional
neural network (CNN). We prove that with Gaussian inputs, the
empirical risk based on cross entropy exhibits strong convexity
and smoothness uniformly in a local neighborhood of the ground
truth, as soon as the sample complexity is sufficiently large. This
implies that if initialized in this neighborhood, gradient descent
converges linearly to a critical point that is provably close to the
ground truth. Furthermore, we show such an initialization can
be obtained via the tensor method. This establishes the global
convergence guarantee for empirical risk minimization using
cross entropy via gradient descent for learning one-hidden-layer
neural networks, at the near-optimal sample and computational
complexity with respect to the network input dimension without
unrealistic assumptions such as requiring a fresh set of samples
at each iteration.

I. INTRODUCTION

Neural networks have attracted a significant amount of re-
search interest in recent years due to the success of deep neural
networks [1] in practical domains such as computer vision and
artificial intelligence [2], [3], [4]. However, the theoretical
underpinnings behind such success remains mysterious to a
large extent. Efforts have been taken to understand which
classes of functions can be represented by deep neural networks
[5], [6], [7], [8], when (stochastic) gradient descent is effective
for optimizing a nonconvex loss function [9], and why these
networks generalize well [10], [11], [12].

One important line of research that has attracted extensive
attention is the model-recovery problem, which is important
for the network to generalize well [13]. Specifically, it is
shown in [13] that in a model-recovery setting, a network
cannot generalize well if the underlying parameters cannot
be recovered accurately, therefore linking model recovery to
generalization. In addition, the problem of model recovery
provides a framework to leverage statistical nature of the input
data in an intuitive manner, which allows shedding more light to
the understanding of optimization of complex neural networks.
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Let the training samples (xi, yi) ∼ (x, y), i = 1, . . . , n,
be generated independently and identically distributed (i.i.d.)
from a distribution D based on a neural network model with
the ground truth parameter W ?, and the goal is to recover
W ? using the training samples given the network architecture.
Consider a network whose output is given as H(W ?,x).
Previous studies along this topic can be mainly divided into
two cases of data generations, with the input x ∈ Rd being
drawn from the Gaussian distribution.
• Regression, where each sample y ∈ R is generated as

y = H(W ?,x).

This type of regression problem has been studied in various
settings. In particular, [14] studied the single-neuron model
under the Rectified Linear Unit (ReLU) activation, [15]
studied the one-hidden-layer multi-neuron network model,
and [16] studied a two-layer feedforward network with
ReLU activations and identity mapping.

• Classification, where a label y ∈ {0, 1} is drawn according
to the conditional distribution

P(y = 1|x) = H(W ?,x).

Such a problem has been studied in [17] when the network
contains only a single neuron.

For both cases, previous studies attempted to recover W ?,
by minimizing an empirical loss function using the squared
loss, i.e. minW

1
n

∑n
i=1(yi −H(W ,xi))

2, given the training
data. Two types of statistical guarantees were provided for
such model recovery problems using the squared loss. More
specifically, [15] showed that in the local neighborhood of
the ground truth W ?, the empirical loss function is strongly
convex for each given point under independent high probability
event, which implies that fresh samples are required at every
iteration for gradient descent to converge linearly with well-
designed initializations. On the other hand, studies such as [17]
established strong convexity in the entire local neighborhood
of the ground truth in a uniform sense, so that resampling
per iteration is not needed for gradient descent to have
guaranteed linear convergence as long as it enters such a local
neighborhood. Here, one weakness of the pointwise strong
convexity in [15], compared to the uniform strong convexity
in [17], is that independent fresh samples are required at each
iteration to guarantee the linear convergence of gradient descent.
Consequently, the sample complexity of [15] grows with respect
to the recovery accuracy ε, typically with an extra factor of
log(1/ε) under linear convergence, which can be large when the
desired accuracy is high. Therefore, the latter type of uniform
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strong convexity without requiring per-iteration resampling is
much stronger and more desirable.

In this paper, we focus on the classification setting by
minimizing the empirical loss using the cross entropy objective,
which is a popular choice in training practical neural networks.
The geometry as well as the optimization of the model recovery
problem based on the cross-entropy loss function have not
yet been understood even for one-hidden-layer networks. The
main focus of this paper is to develop technical analysis for
guaranteed model recovery under the challenging cross-entropy
loss function for the classification problem for two types of
one-hidden-layer network structures.

A. Problem Formulation

We consider two popular types of one-hidden-layer nonlinear
neural networks illustrated in Fig. 1, i.e., a Fully-Connected
Network (FCN) [15] and a non-overlapping Convolutional
Neural Network (CNN) [18]. For both cases, we let x ∈ Rd be
the input, K ≥ 1 be the number of neurons, and the activation
function be the sigmoid function

φ (x) =
1

1 + exp (−x)
.

• FCN: the network parameter is W = [w1, · · · ,wK ] ∈
Rd×K , and

HFCN (W ,x) =
1

K

K∑
k=1

φ(w>k x). (1)

• Non-overlapping CNN: for simplicity we let d = mK
for some integers m. Let w ∈ Rm be the network
parameter, and the kth stride of x be given as x(k) =[
xm(k−1)+1, · · ·xm·k

]> ∈ Rm. Then,

HCNN (w,x) =
1

K

K∑
k=1

φ(w>x(k)). (2)

The non-overlapping CNN model can be viewed as a highly
structured instance of the FCN, where the weight matrix can
be written as:

WCNN =


w 0 . . . 0
0 w . . . 0
...

...
. . .

...
0 0 . . . w

 ∈ Rd×K .

In a model recovery setting, we are given n training samples
{(xi, yi)}ni=1 ∼ (x, y) that are drawn i.i.d. from certain
distribution regarding the ground truth network parameter W ?

(or resp. w? for CNN). Suppose the network input x ∈ Rd
is drawn from a standard Gaussian distribution x ∼ N (0, Id).
This assumption has been used a lot in previous literature [14],
[19], [18], [20], to name a few. Then, conditioned on x ∈ Rd,
the output y is mapped to {0, 1} via the output of the neural
network, i.e.,

P (y = 1|x) = H (W ?,x) . (3)

Our goal is to recover the network parameter, i.e., W ?.
One natural choice is to maximize the log-likelihood function,
which turns out to be equivalent to minimizing

fn(W ) =
1

n

n∑
i=1

` (W ;xi, yi) , (4)

where ` (W ;x, y) is the cross-entropy loss function, i.e.,

` (W ;x, y)

= −y · log (H (W ,x))− (1− y) · log (1−H (W ,x)) ,
(5)

where H(W ,x) can subsume either HFCN or HCNN. Although
the squared loss has been used in [17] to study the classification
problem with a single neuron, the cross-entropy loss is a more
natural and popular choice in practice for classification data,
due to its natural connection to the principle of maximum
likelihood estimation.

B. Our Contributions

Considering the multi-neuron classification problem with
either FCN or CNN, the main contributions of this work are
summarized as follows. Throughout the discussions below, we
assume the number K of neurons is a constant, and state the
scaling only in terms of the input dimension d and the number
n of samples.
• Uniform local strong convexity: If the input is Gaussian,

the empirical risk function fn(W ) is uniformly strongly
convex in a local neighborhood of the ground truth W ?

as soon as the sample size n = O(d log2 d).
• Statistical and computational rate of gradient descent:

consequently, if initialized in this neighborhood, gradient
descent converges linearly to a critical point (which we
show to exist). Due to the nature of quantized labels
here, the recovery of the ground truth is only up to
certain statistical accuracy. In particular, gradient descent
finds the critical point Ŵn with a computation cost of
O(nd log(1/ε)), where ε denotes the numerical accuracy
and Ŵn converges to W ? at a rate of O(

√
d log n/n) in

the Frobenius norm.
• Tensor initialization: We adopt the tensor method proposed

in [15], and show that it provably provides an initialization
in the neighborhood of the ground truth both for FCN and
CNN. In particular, we strengthened the guarantee of the
tensor method by replacing the homogeneous assumption
on activation functions in [15] by a mild condition on
the curvature of activation functions around W ?, which
holds for a larger class of activation functions including
sigmoid and tanh.

The cross-entropy loss is much more challenging to analyze
than the squared loss, e.g., its gradient and Hessian take
much more complicated forms compared with the squared
loss; moreover, it is hard to control the values of gradient and
Hessian due to the saturation phenomenon, i.e., when H (W ,x)
approaches 0 or 1. In order to establish the uniform local strong
convexity property for the cross-entropy loss, we first show the
population loss is smooth regarding to W ?. Such a property
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(a) FCN (b) CNN

Fig. 1. Illustration of two types of one-hidden-layer neural networks considered in this paper: (a) a fully-connected network (FCN); (b) a non-overlapping
convolutional neural network (CNN).

was also established in [15] for the squared loss. However,
considering the special form of Hessian under the cross-entropy
loss, we need to apply Taylor’s approximation together with
certain probabilistic upper bounds to control the value of
Hessian, and obtain the smooth property. Network-specific
quantities to capture the local geometry of the population loss
at W ? for FCN and CNN are derived, which imply that the
geometry of CNN is more benign than FCN, corroborated by
the numerical experiments.

Beyond these two steps, the additional uniform concentration
property of the Hessian (Lemma 3) is of key importance for us
to obtain the uniform local strong convexity of the empirical
loss. To show the uniform concentration of the Hessian, we
successfully apply a type of covering argument. Different from
the arguments in [17], which deal with the squared loss and
are facilitated by certain nice assumptions on the activation
functions, the cross-entropy loss is more difficult to apply
the covering argument, e.g., both the gradient and Hessian no
longer have a deterministic upper bound. Hence, we exploit the
property of the sigmoid activation to show that the gradient and
the Hessian of the cross-entropy loss are upper bounded with
high probability in order to establish the uniform concentration
property.

To the best of our knowledge, combining the analysis of
gradient descent and initialization, this work provides the first
globally convergent algorithm for the recovery of one-hidden-
layer neural networks using the cross-entropy loss function.

C. Related Work

Due to the scope, we focus on the most relevant literature on
theoretical and algorithmic aspects of learning shallow neural
networks via nonconvex optimization. The parameter recovery
viewpoint is relevant to the success of nonconvex learning in
signal processing problems such as matrix completion, phase
retrieval, blind deconvolution, dictionary learning and tensor
decomposition [21]–[28], to name a few; see also the overview
article [29]. The statistical model for data generation effectively
removes worst-case instances and allows us to focus on average-
case performance, which often possess much benign geometric
properties that enable global convergence of simple local search
algorithms.

The studies of one-hidden-layer network model can be further
categorized into two classes, landscape analysis and model
recovery. In the landscape analysis, it is known that if the
network size is large enough compared to the data input,
then there are no spurious local minima in the optimization
landscape, and all local minima are global [30], [31], [32],
[33]. For the case with multiple neurons (2 ≤ K ≤ d) in the
under-parameterized setting, the work of Tian [34] studied the
landscape of the population squared loss surface with ReLU
activations. In particular, there exist spurious bad local minima
in the optimization landscape [35], [36] even at the population
level. Zhong et. al. [15] provided several important geometric
characterizations for the regression problem using a variety of
activation functions and the squared loss.

In the model recovery problem, the number of neurons
is smaller than the input dimension, and all the existing
works discussed below assumed the squared loss and (sub-
)Gaussian inputs. In the case with a single neuron (K = 1),
[14] showed that gradient descent converges linearly when
the activation function is ReLU, with a zero initialization,
as long as the sample complexity is O(d) for the regression
problem. When the activation function is quadratic, [37] shows
that randomly initialized gradient descent converges fast to
the global optimum at a near-optimal sample complexity. On
the other hand, [17] showed that when φ(·) has bounded first,
second and third derivatives, there is no other critical points
than the unique global minimum (within a constrained region
of interest), and (projected) gradient descent converges linearly
with an arbitrary initialization, as long as the sample complexity
is O(d log2 d) for the classification problem. Moreover, in
the case with multiple neurons, [19] showed that projected
gradient descent with a local initialization converges linearly
for smooth activations with bounded second derivatives for the
regression problem, [38] showed that gradient descent with
tensor initialization converges linearly to a neighborhood of the
ground truth using ReLU activations, and [39] showed the linear
convergence of gradient descent with the spectral initialization
using quadratic activations. For CNN with ReLU activations,
[18] shows that gradient descent converges to the ground truth
with random initialization for the population risk function
based on the squared loss under Gaussian inputs. Moreover,
[20] shows that gradient descent successfully learns a two-
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layer convolutional neural network despite the existence of bad
local minima. From a technical perspective, our study differs
from all the aforementioned work in that the cross-entropy loss
function we analyze has a very different form. Furthermore,
we study the model recovery classification problem under the
multi-neuron case, which has not been studied before.

Finally, we note that several papers study one-hidden-layer
or two-layer neural networks with different structures under
Gaussian input. For example, [40] studied the overlapping con-
volutional neural network, [16] studied a two-layer feedforward
networks with ReLU activations and identity mapping, and
[41] introduced the Porcupine Neural Network.

D. Paper Organization and Notations

The rest of the paper is organized as follows. Section II
presents the main results on local geometry and local linear
convergence of gradient descent. Section III discusses the
initialization based on the tensor method. Numerical examples
are demonstrated in Section IV, and finally, conclusions are
drawn in Section V. Details of the technical proofs are delayed
in the supplemental materials.

Throughout this paper, we use boldface letters to denote
vectors and matrices, e.g. w and W . The transpose of W is
denoted by W>, and ‖W ‖, ‖W ‖F denote the spectral norm
and the Frobenius norm. For a positive semidefinite (PSD)
matrix A, we write A � 0. The identity matrix is denoted
by I . The gradient and the Hessian of a function f(W ) is
denoted by ∇f(W ) and ∇2f(W ), respectively.

Denote ‖ · ‖ψ1
as the sub-exponential norm of a random

variable. We use c, C,C1, . . . to denote constants whose values
may vary from place to place. For nonnegative functions f(x)
and g(x), f(x) = O (g(x)) means there exist positive constants
c and a such that f(x) ≤ cg(x) for all x ≥ a; f(x) = Ω (g(x))
means there exist positive constants c and a such that f(x) ≥
cg(x) for all x ≥ a.

II. GRADIENT DESCENT AND ITS PERFORMANCE
GUARANTEE

To estimate the network parameter W ?, since (4) is a
highly nonconvex function, vanilla gradient descent with an
arbitrary initialization may get stuck at local minima. Therefore,
we implement gradient descent (GD) with a well-designed
initialization scheme that is described in details in Section III.
In this section, we focus on the performance of the local update
rule

Wt+1 = Wt − η∇fn (Wt) ,

where η is the constant step size. The algorithm is summarized
in Algorithm 1.

Note that throughout the execution of GD, the same set of
training samples is used which is the standard implementation
of gradient descent. Consequently the analysis is challenging
due to the statistical dependence of the iterates with the data.

A. Uniform local strong convexity

We first characterize the local strong convexity of fn(·) in a
neighborhood of the ground truth. We use the Euclidean ball

Algorithm 1 Gradient Descent (GD)
Input: Training data {(xi, yi)}ni=1, step size η, iteration T
Initialization: W0 ← INITIALIZATION ({(xi, yi)}ni=1)
Gradient Descent: for t = 0, 1, · · · , T − 1

Wt+1 = Wt − η∇fn (Wt) .

Output: WT

to denote the local neighborhood of W ? for FCN or of w?

for CNN.

B (W ?, r) =
{
W ∈ Rd×K : ‖W −W ?‖F ≤ r

}
, (6a)

B (w?, r) = {w ∈ Rm : ‖w −w?‖2 ≤ r} , (6b)

where r is the radius of the ball. With slight abuse of notations,
we will drop the subscript FCN or CNN for simplicity,
whenever it is clear from the context that the result is for FCN
when the argument is W ∈ Rd×K and for CNN when the
argument is w ∈ Rm. Further, σi (W ) denotes the i-th largest
singular value ofW ?. Let the condition number be κ = σ1/σK ,
and λ =

∏K
i=1 (σi/σK). Moreover, we introduce an important

quantity ρ (σ) regarding φ(z), the sigmoid activation function,
that captures the geometric properties of the loss function for
neural networks (1) and (2).

Definition 1 (Key quantity for FCN). Let z ∼ N (0, 1) and
define αq(σ) = E[φ′(σ · z)zq], ∀q ∈ {0, 1, 2}, and βq(σ) =
E[φ′(σ · z)2zq], ∀q ∈ {0, 2}. Define ρFCN(σ) as

ρFCN(σ) = min
{
β0(σ)− α2

0(σ), β2(σ)− α2
2(σ)

}
− α2

1(σ).

Definition 2 (Key quantity for CNN). Let z ∼ N
(
0, σ2

)
and

define ρCNN(σ) as

ρCNN(σ) = min
{
E[(φ′(z)z)

2
],E[φ′ (z)

2
]
}
.

Note that Definition 1 for FCN is different from that in
[15, Property 3.2] but consistent with [15, Lemma D.4] which
removes the third term in [15, Property 3.2]. For the activation
function considered in this paper, the first two terms suffice.
Definition 2 for CNN is a newly distilled quantity in this paper
tailored to the special structure of CNN.

The quantity ρ (σ) plays an important role in the following
theorem which guarantees the Hessian of the empirical risk
function in the local neighborhood of the ground truth is
positive definite with high probability for both FCN and CNN.

Theorem 1 (Local Strong Convexity). Consider the classi-
fication model with FCN (1) or CNN (2) and the sigmoid
activation function.
• For FCN, assume ‖w?

k‖2 ≤ 1 for all k. There exist
constants c1 and c2 such that as soon as sample size

nFCN ≥ c1 · dK5 log2 d ·
(

κ2λ

ρFCN (σK)

)2

,

with probability at least 1− d−10, we have for all W ∈
B(W ?, rFCN),

Ω

(
1

K2
· ρFCN (σK)

κ2λ

)
· I � ∇2fn (W ) � Ω(1) · I,
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Fig. 2. Illustration ρ (σ) for both FCN and CNN with the sigmoid activation.

where rFCN := c2√
K
· ρFCN(σK)

κ2λ .
• For CNN, assume ‖w?‖2 ≤ 1. There exist constants c3

and c4 such that as soon as sample size

nCNN ≥ c3 · dK5 log2 d ·
(

1

ρCNN (‖w?‖2)

)2

,

with probability at least 1− d−10, we have for all w ∈
B(w?, rCNN),

Ω

(
1

K
· ρCNN (‖w?‖2)

)
· I � ∇2fn (w) � Ω(K) · I,

where rCNN := c4
K2 · ρCNN (‖w?‖2).

We note that for FCN (1), all column permutations ofW ? are
equivalent global minimum of the loss function, and Theorem 1
applies to all such permutation matrices of W ?. The proof of
Theorem 1 is outlined in Appendix B.

A pivot observation from the lower bound of the Hessian
is that the sign of ρ (·) will determine whether the Hessian
is positive definite or not, since K,κ, λ are all positive. We
depict ρ(σ) as a function of σ in a certain range for the sigmoid
activation in Fig. 2. It can be seen from Fig. 2 that ρ (σ) is
monotonic increasing when σ increases, and we have ρ(σ) > 0
as long as σ > 0. When W ? is orthogonal, κ and λ are both
1, ρ (σ) is a constant, hence the lower bound of Hessian is on
the order of 1

K2 for FCN. However, in the worst case where
the columns of W ? is linear dependent, then κ, λ, ρ (σ) are
infinite, and the local strong convexity doesn’t hold for FCN
case. Furthermore, the value of ρCNN(σ) is much larger than
ρFCN(σ) for the same input.

Theorem 1 guarantees that for both FCN (1) and CNN (2) the
Hessian of the empirical cross-entropy loss function fn(W ) is
positive definite in a neighborhood of the ground truth W ?, as
long as the sample size n is sufficiently large and the columns
of W ? are linearly independent. The bounds in Theorem 1
depend on the dimension parameters of the network (n and K),
as well as the ground truth (ρFCN(σK), λ, ρCNN (‖w?‖2)).

B. Performance Guarantees of GD

For the classification problem, due to the nature of quantized
labels, W ? is no longer a critical point of fn(W ). By the

strong convexity of the empirical risk function fn(W ) in the
local neighborhood of W ?, there can exist at most one critical
point in B(W ?, r), which is the unique local minimizer in
B (W ?, r) if it exists. The following theorem shows that there
indeed exists such a critical point Ŵn, which is provably
close to the ground truth W ?, and gradient descent converges
linearly to Ŵn.

Theorem 2 (Performance Guarantees of Gradient Descent).
Assume the assumptions in Theorem 1 hold. Under the event
that local strong convexity holds,
• for FCN, there exists a critical point in B(W ?, rFCN)

such that∥∥∥Ŵn −W ?
∥∥∥

F
≤ c1

K9/4κ2λ

ρFNN (σK)

√
d log n

n
,

and if the initial point W0 ∈ B(W ?, rFCN), GD con-
verges linearly to Ŵn, i.e.∥∥∥Wt − Ŵn

∥∥∥
F
≤
(

1− c2ηρFCN (σK)

K2κ2λ

)t ∥∥∥W0 − Ŵn

∥∥∥
F
,

for η ≤ c3, where c1, c2, c3 are constants;
• for CNN, there exists a critical point in B(w?, rCNN) such

that

‖ŵn −w?‖2 ≤ c4
K

ρCNN (‖w?‖2)
·
√
d log n

n
,

and if the initial point w0 ∈ B(w?, rCNN), GD converges
linearly to ŵn, i.e.

‖wt − ŵn‖2 ≤
(

1− c5ηρCNN (‖w?‖2)

K

)t
‖w0 − ŵn‖2 ,

for η ≤ c6/K, where c4, c5, c6 are constants.

Similarly to Theorem 1, for FCN (1) Theorem 2 also holds
for all column permutations of W ?. The proof can be found in
Appendix C. Theorem 2 guarantees that the existence of critical
points in the local neighborhood of the ground truth, which GD
converges to, and also shows that the critical points converge
to the ground truth W ? at the rate of O(K9/4

√
d log n/n) for

FCN (1) and O
(
K
√
d log n/n

)
for CNN(2) with respect to

increasing the sample size n. Therefore, W ? can be recovered
consistently as n goes to infinity. Moreover, for both FCN (1)
and CNN (2) gradient descent converges linearly to Ŵn (or
resp. ŵn) at a linear rate, as long as it is initialized in the basin
of attraction. To achieve ε-accuracy, i.e.

∥∥∥Wt − Ŵn

∥∥∥
F
≤ ε (or

resp. ‖wt − ŵn‖2 ≤ ε), it requires a computational complexity
of O

(
ndK4 log (1/ε)

)
(or resp. O

(
ndK2 log (1/ε)

)
), which

is linear in n, d and log(1/ε).

III. INITIALIZATION VIA TENSOR METHOD

Our initialization adopts the tensor method proposed in [15].
The initialization method works for the FCN model directly, and
works for the CNN model with slight modification as presented
in [42]. To avoid unnecessary repetitions from the previous
work, we focus on the FCN case to outline the algorithm and
remark the difference. We recommend the readers refer to [15],
[42] for more details.
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A. Preliminary and Algorithm

We start with introducing the necessary definitions which
can be found in [15]. We first define a product ⊗̃ as follows.
If v ∈ Rd is a vector and I is the identity matrix, then
v⊗̃I =

∑d
j=1[v⊗ej⊗ej +ej⊗v⊗ej +ej⊗ej⊗v]. If M

is a symmetric rank-r matrix factorized as M =
∑r
i=1 siviv

>
i

and I is the identity matrix, then

M⊗̃I =
r∑
i=1

si

d∑
j=1

6∑
l=1

Al,i,j , (7)

where A1,i,j = vi⊗ vi⊗ ej ⊗ ej , A2,i,j = vi⊗ ej ⊗ vi⊗ ej ,
A3,i,j = ej ⊗ vi ⊗ vi ⊗ ej , A4,i,j = vi ⊗ ej ⊗ ej ⊗ vi,
A5,i,j = ej ⊗ vi ⊗ ej ⊗ vi and A6,i,j = ej ⊗ ej ⊗ vi ⊗ vi.
This allows us to introduce the following quantities.

Definition 3. Define M1, M2, M3, M4 and m1,i, m2,i, m3,i,
m4,i as follows:
M1 = E[y · x],
M2 = E[y · (x⊗ x− I)],
M3 = E[y · (x⊗3 − x⊗̃I)],
M4 = E[y · (x⊗4 − (x⊗ x)⊗̃I + I⊗̃I)],
ml,i = gl,i (‖w?

i ‖) , ∀l = 0, 1, 2, 3, 4,
where g1,i (σ) = γ1(σ), g2,i (σ) = γ2(σ) − γ0(σ), g3,i (σ) =
γ3(σ) − 3γ1(σ), g4,i (σ) = γ4(σ) + 3γ0(σ) − 6γ2(σ), and
γj(σ) = Ez∼N (0,1)[φ(σ · z)zj ], ∀j = 0, 1, 2, 3, 4.

We further define a tensor operation as follows. For a
tensor T ∈ Rn1×n2×n3 and three matrices A ∈ Rn1×d1 ,B ∈
Rn2×d2 ,C ∈ Rn3×d3 , the (i, j, k)-th entry of the tensor
T (A,B,C) is given by

n1∑
i′

n2∑
j′

n3∑
k′

Ti′,j′,k′Ai′,iBj′,jCk′,k. (8)

Armed this with definition, we define the following useful
quantities.

Definition 4. Let α ∈ Rd denote a randomly picked vector.
We define P2 and P3 as follows: P2 = Mj2(I, I,α, · · · ,α),
where j2 = min{j ≥ 2|Mj 6= 0}, and P3 =
Mj3(I, I, I,α, · · · ,α), where j3 = min{j ≥ 3|Mj 6= 0}.

We further denotew = w/‖w‖. An important implication of
Definition 3 and 4 is that the non-zero matrix P2 and non-zero
tensor P3 is in the form of

∑K
i=1mj2,i

(
α>w?

i

)j2−2
w?⊗2
i ,∑K

i=1mj3,i

(
α>w?

i

)j3−3
w?⊗3
i , see[15, Claim 5.5]. The basic

strategy is to extract the direction, magnitude information from
the empirical version of P2 and P3. Hence estimating W ?

can be decomposed as the following two steps.

Step 1 Estimate the direction of each column of W ? by de-
composing P2 to approximate the subspace spanned
by {w?

1,w
?
2, · · · ,w?

K} (denoted by V ), then reduce
the third-order tensor P3 to a lower-dimension tensor
R3 = P3 (V ,V ,V ) ∈ RK×K×K , and apply non-
orthogonal tensor decomposition on R3 to output the
estimate siV >w?

i , where si ∈ {1,−1} is a random sign.
Step 2 Approximate the magnitude of w?

i and the sign si by
solving a linear system of equations.

The initialization algorithm based on the tensor method is
outlined in Algorithm 2. For more implementation details about
Algorithm 2, e.g., power method, we refer to [15].

Algorithm 2 Initialization via Tensor Method
Input: Partition n pairs of data {(xi, yi)}ni=1 into three

subsets D1,D2,D3.
Output:
1: Estimate P̂2 of P2 from data set D1.
2: V ← POWERMETHOD(P̂2,K).
3: Estimate R̂3 of P3(V ,V ,V ) from data set D2.
4: {ûi}i∈[K] ← KCL(R̂3).
5: {w(0)

i }i∈[K] ← RECMAG(V , {ûi}i∈[K],D3).

B. Performance Guarantee of Initialization

For the classification problem, we make the following
technical assumptions, similarly to [15, Assumption 5.3] for
the regression problem.

Assumption 1. The activation function φ(z) satisfies the
following conditions:

1) If Mj 6= 0, then

K∑
i=1

mj,i

(
w?
i
>α
)j−2

wi
?wi

?> 6= 0,

K∑
i=1

mj,i

(
w?>
i α

)j−3
(V >w?

i )vec((V >w?
i )(V

>w?
i )
>)> 6= 0,

for j ≥ 3.
2) At least one of M3 and M4 is non-zero.

Assumption 1 is to guarantee that the key terms still contain
the magnitude information about w?

j . It can be verified that
for sigmoid activation m3,i is non-zero for σ > 0, hence it
will satisfy Assumption 1. Furthermore, we do not require the
homogeneous assumption (i.e., φ(az) = apz for an integer p)
required in [15], which can be restrictive. Instead, we assume
the following condition on the curvature of the activation
function around the ground truth, which holds for a larger
class of activation functions such as sigmoid and tanh.

Assumption 2. Let l1 be the index of the first nonzero Mi

where i = 1, . . . , 4. For the activation function φ (·), there
exists a positive constant δ such that gl1,i(·) is strictly monotone
over the interval (‖w?

i ‖ − δ, ‖w?
i ‖+ δ), and the derivative of

gl1,i(·) is lower bounded by some constant for all i.

It can be numerically verified that sigmoid activation will
also satisfy Assumption 2. We next present the performance
guarantee for the initialization algorithm in the following
theorem.

Theorem 3. For the classification model (1), under Assump-
tions 1 and 2, for any 0 < ε < 1 and ζ > 1, if the sample size
n ≥ d ·poly (K,κ, ζ, log d, 1/ε), then the output W0 ∈ Rd×K
of Algorithm 2 satisfies

‖W0 −W ?‖F ≤ εpoly (K,κ) ‖W ?‖F, (9)



7

with probability at least 1− d−Ω(ζ).

The proof of Theorem 3 consists of (a) showing the
estimation of the direction of W ? is sufficiently accurate and
(b) showing the approximation of the norm of W ? is accurate
enough. The proof of part (a) is the same as that in [15],
but our argument in part (b) is different, where we relax the
homogeneous assumption on activation functions. More details
can be found in the supplementary materials in Appendix E.

IV. NUMERICAL EXPERIMENTS

For FCN, we first implement gradient descent to verify that
the empirical risk function is strongly convex in the local region
around W ?. If we initialize multiple times in such a local
region, it is expected that gradient descent converges to the
same critical point Ŵn, with the same set of training samples.
Given a set of training samples, we randomly initialize multiple
times, and then calculate the variance of the output of gradient
descent. Denote the output of the `th run as ŵ(`)

n = vec(Ŵ
(`)
n )

and the mean of the runs as w̄. The error is calculated as SDn =√
1
L

∑L
`=1 ‖ŵ

(`)
n − w̄‖2, where L = 20 is the total number

of random initializations. Adopted from [17], it quantifies
the standard deviation of the estimator Ŵn under different
initializations with the same set of training samples. We say
an experiment is successful, if SDn ≤ 10−4. We generate the
ground truth W ? from Gaussian matrices, and the training
samples are generated using the FCN (1). Figure 3 (a) shows
the successful rate of gradient descent by averaging over 50
sets of training samples for each pair of n and d, where K = 3
and d = 15, 20, 25 respectively. The maximum iterations for
gradient descent is set as itermax = 3500. It can be seen that as
long as the sample complexity is large enough, gradient descent
converges to the same local minima with high probability.

We next show that the statistical accuracy of the local mini-
mizer for gradient descent if it is initialized close enough to the
ground truth. Suppose we initialize around the ground truth such
that ‖W0 −W ?‖F ≤ 0.1 · ‖W ?‖F. We calculate the average
estimation error as

∑L
`=1 ‖Ŵ

(`)
n −W ?‖2F/(L‖W ?‖2F) over

L = 100 Monte Carlo simulations with random initializations.
Fig. 3 (b) shows the average estimation error with respect
to the sample complexity when K = 3 and d = 20, 35, 50
respectively. It can be seen that the estimation error decreases
gracefully as we increase the sample size and matches with
the theoretical prediction of error rates reasonably well.

Similarly, for CNN, we first verify that the empirical risk
function is locally strongly convex using the same method as
before. We generate the entries of true weights w? from stan-
dard Gaussian distribution, and generate the training samples
using the CNN model (2). In Fig. 4 (a), we say an experiment
is successful if SDn ≤ 10−14, and the successful rate is
calculated over 100 sets of training samples with K = 3 and
d = 15, 24, 30 respectively. Then we verify the performance
of gradient descent in Fig. 4 (b). Suppose we initialized in the
neighborhood of w?, i.e., ‖w0−w?‖2 ≤ 0.9 ·‖w?‖2, for fixed
d,K, n, the average error is calculated over L = 100 Monte
Carlo simulations. It can be seen that the error decreases as
we increase the number of samples.

V. CONCLUSIONS

In this paper, we have studied the model recovery problem
of a one-hidden-layer neural network using the cross-entropy
loss in a multi-neuron classification problem. In particular,
we have characterized the sample complexity to guarantee
local strong convexity in a neighborhood (whose size we have
characterized as well) of the ground truth when the training
data are generated from a classification model for two types
of neural network models: fully-connected network and non-
overlapping convolutional network. This guarantees that with
high probability, gradient descent converges linearly to the
ground truth if initialized properly. In the future, it will be
interesting to extend the analysis in this paper to more general
class of activation functions, particularly ReLU-like activations.

APPENDIX A
GRADIENT AND HESSIAN OF POPULATION LOSS

For the convenience of analysis, we first provide the gradient
and the Hessian formula for the cross-entropy loss using FCN
and CNN here.

A. The FCN case

Consider the population loss function f(W ) =
E [fn(W )] = E [` (W ;x)], where ` (W ;x) is associated
with network HFCN (W ,x) = 1

K

∑K
k=1 φ(w>k x). Hiding the

dependence on x for notational simplicity, we can calculate
the gradient and the Hessian as

E
[
∂` (W )

∂wj

]
= E

[
− 1

K

(y −H(W ))

H(W ) (1−H(W ))
φ′
(
w>j x

)
x

]
,

(10)

E
[
∇2` (W )

∂wj∂wl

]
= E

[
ξj,l (W ) · xx>

]
, (11)

for 1 ≤ j, l ≤ K. Here, when j 6= l,

ξj,l (W ) =
1

K2
φ′
(
w>j x

)
φ′
(
w>l x

)
· H (W )2 + y − 2y ·H (W )

H2(W ) (1−H(W ))2
,

and when j = l,

ξj,j (W ) =
1

K2
φ′
(
w>j x

)2
· H (W )2 + y − 2y ·H (W )

H2(W ) (1−H(W ))2

− 1

K
φ′′
(
w>j x

)
· y −H (W )

H(W ) (1−H(W ))
.

B. The CNN case

For the CNN case, i.e., H (w) := HCNN (w,x) =
1
K

∑K
k=1 φ(w>x(k)), the corresponding gradient and Hessian

of the population loss function `(w) is given by

E
[
∂` (w)

∂w

]
= E

[
−φ′(w>x(1)) · y −H (w)

H (w) (1−H (w))
· x(1)

]
,

(12)

E
[
∇2` (w)

∂w2

]
= E

 K∑
j=1

K∑
l=1

gj,l (w)x(j)x(l)>

 , (13)
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(a) (b)

Fig. 3. For FCN (1) fix K = 3. (a) Success rate of converging to the same local minima with respect to the sample complexity for various d with threshold
10−4; (b) Average estimation error of gradient descent in a local neighborhood of the ground truth with respect to the sample complexity for various d. The
x-axis is scaled to illuminate the correct scaling between n and d.

(a) (b)

Fig. 4. For CNN (2), fix K = 3. (a) Success rate of converging to the same local minima with respect to the sample complexity for various d with threshold
10−14; (b) Average estimation error of gradient descent in a local neighborhood of the ground truth with respect to the sample complexity for various d. The
x-axis is scaled to illuminate the correct scaling between n and d.

where when j 6= l,

gj,l (w) =
1

K2
· H (w)2 + y − 2y ·H (w)

(H (w) (1−H (w)))2
φ′
(
w>x(j)

)
φ′
(
w>x(l)

)
,

and when j = l,

gj,j (w) =
1

K2
· H (w)2 + y − 2y ·H (w)

(H (w) (1−H (w)))2
· φ′
(
w>x(j)

)2
− 1

K
· y −H (w)

H (w) (1−H (w))
· φ′′

(
w>x(j)

)
.

APPENDIX B
PROOF OF THEOREM 1

In order to show that the empirical loss possesses a local
strong convexity, we follow the following steps:

1) We first show that the Hessian ∇2f(W ) of the popula-
tion loss function is smooth with respect to ∇2f(W ?)
(Lemma 1);

2) We then show that ∇2f(W ) satisfies local strong con-
vexity and smoothness in a neighborhood of W ? with
appropriately chosen radius, B(W ?, r), by leveraging
similar properties of ∇2f(W ?) (Lemma 2);

3) Next, we show that the Hessian of the empirical loss
function ∇2fn(W ) is close to its population counterpart
∇2f(W ) uniformly in B(W ?, r) with high probability
(Lemma 3).

4) Finally, putting all the arguments together, we establish
∇2fn(W ) satisfies local strong convexity and smoothness
in B(W ?, r).

To begin, we first show that the Hessian of the population
risk is smooth enough around W ? in the following lemmas.

Lemma 1 (Hessian Smoothness of Population Loss). Suppose
the loss ` (·) associates with FCN (1), and assume ‖w?

k‖2 ≤ 1
for all k and ‖W −W ?‖F ≤ 0.7. Then we have

‖∇2f (W )−∇2f (W ?) ‖ ≤ C1

K
3
2

· ‖W −W ?‖F, (14)

holds. Similarly, suppose the loss ` (·) associates with CNN
(2), and assume ‖w?‖2 ≤ 1 and ‖w −w?‖2 ≤ 0.7. We have

‖∇2f (w)−∇2f (w?) ‖ ≤ C2 ·K · ‖w −w?‖2, (15)

holds. Here C1 and C2 denote some large constants.

The proof is provided in Appendix D-A. Together with the
fact that ∇2f(W ?) be lower and upper bounded, Lemma 1



9

allows us to bound ∇2f(W ) in a neighborhood around ground
truth, given below.

Lemma 2 (Local Strong Convexity and Smoothness of
Population Loss). If the loss ` (·) associates with FCN (1),
there exists some constant C1, such that

4

K2
· ρFCN (σK)

κ2λ
· I � ∇2f (W ) � C1 · I,

holds for all W ∈ B(W ?, rFCN) with rFCN := C2

K
1
2
· ρFCN(σK)

κ2λ .
Moreover, if loss ` (·) associates with CNN (2), then we have

C3 ·
ρCNN (‖w?‖2)

K
· I � ∇2f (w) � C4 ·K · I, (16)

holds for all w ∈ B (w?, rCNN) with rCNN := C5 ·
ρCNN(‖w?‖2)

K2 .

The proof is provided in Appendix D-B. The next step is
to show the Hessian of the empirical loss function is close to
the Hessian of the population loss function in a uniform sense,
which can be summarized as follows.

Lemma 3. If the loss ` (·) associates with FCN (1), then there
exists a constant C such that as long as n ≥ C · dK log dK,
with probability at least 1− d−10, the following holds

sup
W∈B(W ?,rFCN)

‖∇2fn (W )−∇2f (W ) ‖ ≤ C
√
dK log n

n
,

(17)

where rFCN := C

K
1
2
· ρ(σK)

κ2λ . And if the loss ` (·) associates
with CNN (2), then we have

sup
w∈B(w?,rCNN)

‖∇2fn (w)−∇2f (w) ‖ ≤ CK2

√
d
K · log (n)

n
,

(18)

holds with probability at least 1 − d−10, as long as n ≥
d
K log

(
d
K

)
, and rCNN := C · ρCNN(‖w?‖2)

K2 .

The proof is provided in Appendix D-C. Combining the
above results will give us the result. Next we assume that the
loss ` (·) associates with FCN, and take it as an example in
the proof. Then if the loss ` (·) associates with CNN, the proof
follows in the same manner.

Proof of Theorem 1. With probability at least 1− d−10,

∇2fn(W )

� ∇2f (W )−
∥∥∇2fn (W )−∇2f(W )

∥∥ · I
� Ω

(
1

K2
· ρFCN (σK)

κ2λ

)
· I − Ω

(
C ·
√
dK log n

n

)
· I.

As long as the sample size n is set to satisfy

C ·
√
dK log n

n
≤ 1

K2
· ρFCN (σK)

κ2λ
,

i.e. n ≥ C · dK5 log2 d ·
(

κ2λ
ρFCN(σK)

)2

, we have

∇2fn(W ) � Ω

(
1

K2
· ρFCN (σK)

κ2λ

)
· I.

holds for all W ∈ B (W ?, rFCN). Similarly, we have

∇2fn(W ) � C · I

holds for all W ∈ B (W ?, rFCN).

APPENDIX C
PROOF OF THEOREM 2

We have established that fn (W ) is strongly convex in
B(W ?, r) in Theorem 1. Thus there exists at most one critical
point in B(W ?, r). The proof of Theorem 2 follows the steps
below:

1) We first show that the gradient ∇fn (W ) concentrates
around∇f (W ) in B(W ?, r) (Lemma 4), and then invoke
[17, Theorem 2] to guarantee that there indeed exists a
critical point Ŵn in B(W ?, r);

2) We next show that Ŵn is close to W ? and gradient
descent converges linearly to Ŵn with a properly chosen
step size.

To begin, the following lemma establishes that ∇fn (W )
uniformly concentrates around ∇f (W ).

Lemma 4. If the loss ` (·) associates with FCN (1) with
rFCN := C

K
1
2
· ρFCN(σK)

κ2λ , and ‖w?
k‖2 ≤ 1 for all k, then

sup
W∈B(W ?,rFCN)

‖∇fn (W )−∇f(W )‖ ≤ C

√
d
√
K log n

n

holds with probability at least 1 − d−10, as long as n ≥
CdK log(dK). If the loss ` (·) associates with CNN (2), with
rCNN := C · ρCNN(‖w?‖2)

K2 and ‖w?‖2 ≤ 1, then

sup
w∈B(w?,rCNN)

‖∇fn (w)−∇f (w) ‖ ≤ C ·
√
d log n

n
(19)

holds with probability at least 1 − d−10 as long as n ≥
C d
K log

(
d
K

)
.

The proof is provided in Appendix D-D. Notice that for the
population risk function f(W ), W ? is the unique critical point
in B(W ?, r) due to local strong convexity. With Lemma 3 and
Lemma 4, we can invoke [17, Theorem 2], which guarantees
the following.

Corollary 1. If the loss ` (·) associates with FCN or CNN,
there exists one and only one critical point Ŵn ∈ B (W ∗, r)

that satisfies ∇fn
(
Ŵn

)
= 0 correspondingly.

Again, since the proof for the case with the loss ` (·)
associating with FCN is the same as that for CNN, we next
take FCN as an example.

We first show that Ŵn is close to W ?. By the mean value
theorem, there exists W ′ one the straight line connecting W ?

and Ŵn such that

fn

(
Ŵn

)
= fn (W ?) +

〈
∇fn (W ?) , vec

(
Ŵn −W ?

)〉
+

1

2
vec
(
Ŵn −W ?

)>
∇2fn (W ′) vec

(
Ŵn −W ?

)
≤ fn (W ?) , (20)
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where the last inequality follows from the optimality of Ŵn.
By Theorem 1, we have

1

2
vec
(
Ŵn −W ?

)>
∇2fn (W ′) vec

(
Ŵn −W ?

)
≥ Ω

(
1

K2
· ρFCN (σK)

κ2λ

)∥∥∥Ŵn −W ?
∥∥∥2

F
. (21)

On the other hand, by the Cauchy-Schwarz inequality, we have∣∣∣〈∇fn (W ?) , vec
(
Ŵn −W ?

)〉∣∣∣
≤ ‖∇fn (W ?) ‖2‖Ŵn −W ?‖F

≤ Ω

(√
dK1/2 log n

n

)
‖Ŵn −W ?‖F, (22)

where the last line follows from Lemma 4. Plugging (21) and
(22) into (20), we have

‖Ŵn −W ?‖F ≤ Ω

(
K

9
4κ2λ

ρFCN (σK)

√
d log n

n

)
. (23)

Now we have established that there indeed exists a critical
point in B(W ?, rFCN). We can then establish the local linear
convergence of gradient descent as below. Let Wt be the
estimate at the t-th iteration. Due to the update rule, we have

Wt+1 − Ŵn = Wt − η∇fn (Wt)−
(
Ŵn − η∇fn

(
Ŵn

))
=

(
I − η

∫ 1

0

∇2fn (W (γ))

)(
Wt − Ŵn

)
,

where W (γ) = Ŵn + γ
(
Wt − Ŵn

)
for γ ∈ [0, 1]. If Wt ∈

B(W ?, rFCN), it is obvious that W (γ) ∈ B(W ?, rFCN), and
by Theorem 1, we have

Hmin · I � ∇2fn (W (γ)) � Hmax · I,

where Hmin = Ω
(

1
K2 · ρFCN(σK)

κ2λ

)
and Hmax = C. Therefore,

we have

‖Wt+1 − Ŵn‖F ≤ ‖I − η
∫ 1

0

∇2fn (W (γ)) ‖‖Wt − Ŵn‖F

≤ (1− ηHmin) ‖Wt − Ŵn‖F. (24)

Hence, by setting η = 1
Hmax

:= Ω (C), we obtain

‖Wt+1 − Ŵn‖F ≤
(

1− Hmin

Hmax

)
‖Wt − Ŵn‖F, (25)

which implies that gradient descent converges linearly to the
local minimizer Ŵn.
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Supplementary Materials: Additional Proofs
APPENDIX D

PROOF OF AUXILIARY LEMMAS

A. Proof of Lemma 1.
We prove the two claims for FCN and CNN separately as below.
• The FCN case: Let ∆ = ∇2f(W )−∇2f(W ?). For each (j, l) ∈ [K]× [K], let ∆j,l ∈ Rd×d denote the (j, l)-th block

of ∆. Let a = [a>1 , · · · ,a>K ]> ∈ RdK . By definition,

‖∇2f(W )−∇2f(W ?)‖ = max
‖a‖=1

a>(∇2f(W )−∇2f(W ?))a = max
‖a‖=1

K∑
j=1

K∑
l=1

a>j ∆j,lal. (26)

From (11) we know that

∆j,l =
∂2f (W )

∂wj∂wl
− ∂2f (W ?)

∂w?
j∂w

?
l

= E
[
(ξj,l (W )− ξj,l (W ?)) · xx>

]
, (27)

and then by the mean value theorem, we can further expand ξj,l (W ) as

ξj,l (W ) = ξj,l (W
?) +

K∑
k=1

〈
∂ξj,l

(
W̃
)

∂w̃k
,wk −w?

k

〉
, (28)

where W̃ = η ·W + (1− η)W ? for some η ∈ (0, 1). Thus we can write ∆j,l as

∆j,l = E

 K∑
k=1

〈
∂ξj,l

(
W̃
)

∂w̃k
,wk −w?

k

〉 · xx>
 , (29)

which can be further simplified as

∆j,l = E

[(
K∑
k=1

Tj,l,k 〈x,wk −w?
k〉

)
· xx>

]
, (30)

by the fact that
∂ξj,l(W̃ )
∂w̃k

can be written as Tj,l,k · x, where Tj,l,k ∈ R is a scalar depending on x. When j = l, we

calculate
∂ξj,l(W̃ )
∂w̃k

for illustration,

∂ξj,j (W )

∂wk
=


(
− 2
K2

φ′(w>j x)
2

H(W )3
+ 1

K

φ′′(w>j x)
H(W )2

)
1
Kφ

(
w>k x

)
x k 6= j(

2
K2

(
φ′(w>j x)φ′′(w>j x)

H(W )2
− φ′(w>j x)

2

H(W )3

)
+ 1

K

(
φ′′(w>j x)
H(W )2

− φ′′′(w>j x)
H(W )

))
1
Kφ

(
w>k x

)
x k = j

, (31)

where we have simplified the presentation by setting y = 1, since y is a binary random variable, and we will show that in
either case |Tj,j,k| is upper bounded, i.e., in this case

|Tj,j,k| ≤


max

{
2
K3

1

H(W̃ )3
, 1
K2

1

H(W̃ )2

}
y = 1

max

{
2
K3

1

(1−H(W̃ ))
3 ,

1
K2

1

(1−H(W̃ ))
2

}
y = 0

,

since φ (·) , φ′ (·) , φ′′ (·) , φ′′′ (·) are bounded. More generally, by calculating the other case we can claim that

|Tj,l,k| ≤ max

{
2

K3

1

H(W̃ )3
,

1

K2

1

H(W̃ )2
,

2

K3

1

(1−H(W̃ ))3
,

1

K2

1

(1−H(W̃ ))2

}
, (32)

holds for all j, l, k. Then, we can upper bound a>j ∆j,lal using Cauchy-Schwarz inequality,

a>j ∆j,lal = E

[(
K∑
k=1

Tj,l,k 〈x,wk −w?
k〉

)
·
(
a>j x

) (
a>l x

)]

≤

√√√√E

[
K∑
k=1

T 2
j,l,k

]
· E

[
K∑
k=1

(
〈x,wk −w?

k〉
(
a>j x

) (
a>l x

))2]

≤

√√√√ K∑
k=1

E
[
T 2
j,l,k

]
·

√√√√ K∑
k=1

‖wk −w?
k‖22 · ‖aj‖22 · ‖al‖22. (33)
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Plug it back to (26) we can obtain the following inequality,

‖∇2f(W )−∇2f(W ?)‖ ≤ max
‖a‖=1

K∑
j=1

K∑
l=1

√√√√ K∑
k=1

E
[
T 2
j,l,k

]
·

√√√√ K∑
k=1

‖wk −w?
k‖22 · ‖aj‖22 · ‖al‖22. (34)

Then the problem boils down to upper bound E
[
T 2
i,j,k

]
, which we can apply the following lemma, whose proof can be

found in Section D-E.
Lemma 5. Let x ∼ N (0, I), t = max {‖w1‖2, · · · ‖wK‖2} and z ∈ Z such that z ≥ 1 , for the sigmoid activation
function φ (x) = 1

1+e−x , the following

E

[(
1

1
K

∑K
j=1 φ

(
w>j x

))z] ≤ C1 · et
2

, E

 1(
1− 1

K

∑K
j=1 φ

(
w>j x

))
z ≤ C2 · et

2

(35)

holds for some large enough constants C1, C2 that depend on the constant z.
Setting z = 4 and z = 6 in Lemma 5, together with (32) we obtain that

E
[
T 2
j,l,k

]
≤ C

K4
· emax1≤i≤k ‖w̃i‖22 , (36)

holds for some constant C. Plugging (36) into (34), we obtain

‖∇2f(W )−∇2f(W ?)‖ ≤ C

K
3
2

e‖W̃ ‖
2
F · ‖W −W ?‖F · max

‖a‖=1

K∑
j=1

K∑
l=1

‖aj‖2‖al‖2 ≤
C

K
3
2

e‖W̃ ‖
2
F · ‖W −W ?‖F. (37)

Further since emax1≤i≤k ‖w̃i‖22 ≤ C gives that ‖wi − w?
i ‖2 ≤ 0.7, where we have used the assumption that

max1≤i≤k ‖w?
i ‖22 ≤ 1, we conclude that

‖∇2f(W )−∇2f(W ?)‖ ≤ C

K
3
2

‖W −W ?‖F (38)

holds for some constant C.
• The CNN case: according to (13), we can calculate the upper bound of ‖∇2f (w)−∇2f (w?) ‖ by definition as

‖∇2f (w)−∇2f (w?) ‖ ≤ max
‖u‖2=1

K∑
j=1

K∑
l=1

E
[
(gj,l (w)− gj,l (w?)) · u>x(j) · x(l)>u

]
. (39)

We then again apply the mean value theorem to gj,l (w), such that there exists w̃ = ηw + (1− η)w for some η ∈ (0, 1),

gj,l (w)− gj,l (w?) = 〈∇gj,l (w̃) ,w −w?〉 .

Similarly to the FCN case, we can write ∇gj,l (w̃) in the form of

∇gj,l (w̃) =
K∑
k=1

Sj,l,k · x(k),

where Sj,l,k is a scalar that depends on w̃ and x(k), k = 1, · · · ,K. Again we take j 6= l as an example to calculate Sj,l,k,
by definition, and obtain

K2 · ∂gj,l (w)

∂w
=

(1−H (w))φ′
(
w>x(j)

)
φ′′
(
w>x(l)

)
(1−H (w))

3 · x(l) +
(1−H (w))φ′

(
w>x(l)

)
φ′′
(
w>x(j)

)
(1−H (w))

3 · x(j)

−
φ′
(
w>x(l)

)
φ′
(
w>x(j)

)
(1−H (w))

3 ·

(
1

K

K∑
k=1

x(k)

)
, (40)

where we set y = 0 for simplification. Then we obtain

Sj,l,l =
1

K2

(1−H (w))φ′
(
w>x(j)

)
φ′′
(
w>x(l)

)
(1−H (w))

3 − 1

K3

φ′
(
w>x(l)

)
φ′
(
w>x(j)

)
(1−H (w))

3 . (41)

and

|Sj,l,l| ≤
1

K2

1

(1−H (w̃))
3 , (42)
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hold, where we used the fact that 0 ≤ H (w) ≤ 1 and φ′ (·) , φ′′ (·) are bounded. Hence in the same way, we can obtain

|Sj,l,k| ≤

max
{

1
K2

1
(1−H(w̃))3

, 1
K2

1
(H(w̃))3

}
j 6= l

max
{

1
K

1
(1−H(w̃))2

, 1
K

1
(H(w̃))2

}
j = l

. (43)

Plug these back to (39) we obtain

‖∇2f (w)−∇2f (w?) ‖ ≤ max
‖u‖2=1

K∑
j=1

K∑
l=1

E

[
K∑
k=1

〈
Sj,l,k · x(k),w −w?

〉
· u>x(j) · x(l)>u

]

= max
‖u‖2=1

K∑
j=1

K∑
l=1

E

[
K∑
k=1

Sj,l,k · (w −w?)
>
x(k) · u>x(j) · x(l)>u

]

≤ max
‖u‖2=1

K∑
j=1

K∑
l=1

√√√√E

[
K∑
k=1

S2
j,l,k

]
· E

[
K∑
k=1

(
(w −w?)

>
x(k)

)2 (
u>x(j)

)2 (
x(l)>u

)2]

≤ max
‖u‖2=1

K∑
j=1

K∑
l=1

√√√√E

[
K∑
k=1

S2
j,l,k

]
·
K∑
k=1

‖w −w?‖22 · ‖u‖22 · ‖u‖22

≤ C ·K · e‖w̃‖
2
2 · ‖w −w?‖2, (44)

where the second inequality follows from Cauchy-Schwarz inequality, and the last inequality follows from (43) and
Lemma 5. Further since e‖w̃‖

2
2 ≤ C ·

(
1 + ‖w −w?‖22

)
given that ‖w −w?‖2 ≤ 0.7, we conclude that

‖∇2f (w)−∇2f (w?) ‖ ≤ C ·K · ‖w −w?‖2 (45)

holds for some constant C and ‖w −w?‖ ≤ 0.7.

B. Proof of Lemma 2

We first present upper and lower bounds on the Hessian ∇2f(W ?) of the population risk at ground truth, and then apply
Lemma 1 to obtain a uniform bound in the neighborhood of W ?.
• The FCN case: Recall

∂2f (W ?)

∂w2
j

= E

[
1

K2
·

(
φ′
(
w?>
j x

)2
H (W ?) (1−H (W ?))

)
xx>

]
,

∂2f (W ?)

∂wj∂wl
= E

[
1

K2
·

(
φ′
(
w?>
j x

)
φ′
(
w?>
l x

)
H (W ?) (1−H (W ?))

)
xx>

]
,

where we have applied the fact that E [y|x] = H (W ?). Let a = [a>1 , · · · ,a>K ]> ∈ RdK . Then we can write

∇2f (W ?) �
(

min
‖a‖2=1

a>∇2f (W ?)a

)
· I = min

‖a‖2=1

1

K2
E


(∑K

j=1 φ
′ (w?>

j x
) (
a>j x

))2

H (W ?) (1−H (W ?))

 · I. (46)

Since 0 ≤ H (W ?) ≤ 1, we have that H (W ?) (1−H (W ?)) ≤ 1
4 . Hence,

∇2f (W ?) � min
‖a‖2=1

4

K2
E


 K∑
j=1

φ′
(
w?>
j x

) (
a>j x

)2
 · I � 4

K2
· ρFCN (σK)

κ2λ
· I, (47)

where the last inequality follows from [15, Lemmas D.4 and D.6]. To derive an upper bound of ∇2f (W ?), we have

∇2f (W ?) �
(

max
‖a‖2=1

a>∇2f (W ?)a

)
· I = max

‖a‖2=1

1

K2
E


(∑K

j=1 φ
′ (w?>

j x
) (
a>j x

))2

1
K2

∑
j,l φ

(
w?>
j x

) (
1− φ

(
w?>
l x

))
 . (48)

Then by Cauchy-Schwarz inequality, we have(∑K
j=1 φ

′ (w?>
j x

) (
a>j x

))2

1
K2

∑
j,l φ

(
w?>
j x

) (
1− φ

(
w?>
l x

)) ≤
(∑K

j=1 φ
′ (w?>

j x
)2) · (∑K

j=1

(
a>j x

)2)
1
K2

∑
j,l φ

(
w?>
j x

) (
1− φ

(
w?>
l x

)) . (49)
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Further since φ′
(
w?>
j x

)
≤ 1

4 , and

∑
j,l

φ
(
w?>
j x

) (
1− φ

(
w?>
l x

))
≥

K∑
j=1

φ
(
w?>
j x

) (
1− φ

(
w?>
j x

))
=

K∑
j=1

φ′
(
w?>
j x

)
≥ 4

K∑
j=1

φ′
(
w?>
j x

)2
, (50)

we obtain

a>∇2f (W ?)a � 1

K2
E

CK2

4

K∑
j=1

(
a>j x

)2 . (51)

Plugging (51) back to (48), we obtain

∇2f (W ?) � C · I. (52)

Thus together with the lower bound (47), we conclude that

4

K2
· ρFCN (σK)

κ2λ
· I � ∇2f (W ?) � C · I. (53)

From Lemma 1, we have
‖∇2f(W )−∇2f(W ?)‖ . C

K
3
2

‖W −W ?‖F . (54)

Therefore, if ‖W ? −W ‖F ≤ 0.7 and

C

K
3
2

· ‖W −W ?‖F ≤
4

K2
· ρFCN (σK)

κ2λ
,

i.e., if ‖W −W ?‖F ≤ min
{

C

K
1
2
· ρFCN(σK)

κ2λ , 0.7
}

for some constant C, we have

σmin

(
∇2f (W )

)
≥ σmin

(
∇2f (W ?)

)
− ‖∇2f (W )−∇2f (W ?) ‖ & 4

K2
· ρFCN (σK)

κ2λ
− C

K
3
2

‖W −W ?‖F

&
4

K2
· ρFCN (σK)

κ2λ
.

Moreover, within the same neighborhood, by the triangle inequality we have

‖∇2f (W ) ‖ ≤ ‖∇2f (W )−∇2f (W ?) ‖+ ‖∇2f (W ?) ‖ . C.

• The CNN case: Following from (13), we have

∇2f (w?) = E
[ 1
K2

∑
j,l φ

′ (w?>x(j)
)
φ′
(
w?>x(l)

)
x(j)x(l)>

H (w?) (1−H (w?))

]
. (55)

By definition, we lower bound ∇2f (w?) by

min
‖u‖=1

E

[
1
K2

∑
j,l φ

′ (w?>x(j)
)
u>x(j)φ′

(
w?>x(l)

)
u>x(l)

H (w?) (1−H (w?))

]
· I

� min
‖u‖=1

E

 4

K2

∑
j,l

φ′
(
w?>x(j)

)
u>x(j)φ′

(
w?>x(l)

)
u>x(l)

 · I
=

4

K2
·

 min
‖u‖=1

∑
j 6=l

E
[
φ′
(
w?>x(j)

)
u>x(j)

]
· E
[
φ′
(
w?>x(l)

)
u>x(l)

]
+

K∑
j=1

E
[(
φ′
(
w?>x(j)

)
u>x(j)

)2
] · I,

where the last equality follows from the fact that x(j) is independent from x(l) given that j 6= l. Next we decompose u as
u = u>w?

‖w?‖22
·w? +

(
u− u>w?

‖w?‖22
·w?

)
, and calculate the expectation as

E
[
φ′
(
w?>x(j)

)
u>x(j)

]
= E

[
φ′
(
w?>x(j)

)(u>w?

‖w?‖22
·w? +

(
u− u

>w?

‖w?‖22
·w?

))>
x(j)

]

= E
[
φ′
(
w?>x(j)

) u>w?

‖w?‖22
·w?>x(j)

]
+ E

[
φ′
(
w?>x(j)

)]
· E

[(
u− u

>w?

‖w?‖22
·w?

)>
x(j)

]

=
u>w?

‖w?‖22
E
[
φ′
(
w?>x(j)

)
w?>x(j)

]
,
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where the second equality follows from the independence of w?>x(j) and
(
u− u>w?

‖w?‖22
·w?

)>
x(j). Hence,

E
[
φ′
(
w?>x(j)

)
u>x(j)

]
· E
[
φ′
(
w?>x(l)

)
u>x(l)

]
=

(
u>w?

‖w?‖22

)2

(E [φ′ (z) z])
2

= 0, (56)

where z = w?>x(j) ∼ N
(
0, ‖w?‖22

)
, and the last equality follows because φ′ (z) z = − (φ′ (−z) · (−z)). Similarly,

E
[(
φ′
(
w?>x(j)

)
u>x(j)

)2
]

= E
[
φ′
(
w?>x(j)

)2

·

(u>w?

‖w?‖22
·w?>x(j)

)2

+

((
u− u

>w?

‖w?‖22
·w?

)>
x(j)

)2
]

=

(
u>w?

‖w?‖22

)2

· E
[
φ′
(
w?>x(j)

)2 (
w?>x(j)

)2
]

+

(
‖u‖22 −

(
u>w?

)2
‖w?‖22

)
· E
[
φ′
(
w?>x(j)

)2
]
. (57)

Together with Definition 2, we have

E
[(
φ′
(
w?>x(j)

)
u>x(j)

)2
]
≥ ρCNN (‖w?‖2) . (58)

Hence,

∇2f (w?) � 4

K
· ρCNN (‖w?‖2) · I. (59)

Moreover, we apply Cauchy-Schwarz inequality and upper bound the Hessian as

∇2f (w?) ≤
(

max
‖u‖2=1

u>∇2f (w?)u

)
· I ≤ max

‖u‖2=1
E

∑K
j=1

(
1
Kφ
′ (w?>x(j)

))2 ·∑K
j=1

(
u>x(j)

)2
H (w?) (1−H (w?))

 · I. (60)

Using (50), i.e.,

1
K2

∑K
j=1 φ

′ (w?>x(j)
)2

H (w?) (1−H (w?))
≤ 1

4
, (61)

we upper bound the right-hand side of (60) as

∇2f (w?) � max
‖u‖2=1

E

1

4

K∑
j=1

(
u>x(j)

)2

 · I =
K

4
· I. (62)

Together with the lower bound, we now conclude that

4

K
· ρCNN (‖w?‖2) · I � ∇2f (w?) � K

4
· I. (63)

And following from (15) in Lemma 1, we have

‖∇2f (w)−∇2f (w?) ‖ ≤ C ·K · ‖w −w?‖2. (64)

Thus if ‖w −w?‖ ≤ min
{

0.7, C · ρCNN(‖w?‖2)
K2

}
, we have

C · ρCNN (‖w?‖2)

K
· I � ∇2f (w) � C ·K · I. (65)

C. Proof of Lemma 3

We apply a covering type of argument to show that the Hessian of the empirical risk function concentrates around the
Hessian of the population risk function uniformly, and the argument applies to both the loss associated with FCN and CNN.
We first take the FCN case as an example and then we provide the necessary modifications for the proof of the CNN case.
• The FCN case: We adapt the analysis in [17] to our setting. Let Nε be the ε-covering number of the Euclidean ball

B (W ?, r). Here, we omit the subscript FCN of r for simplicity. It is known that logNε ≤ dK log (3r/ε) [43]. Let
Wε = {W1, · · · ,WNε} be the ε-cover set with Nε elements. For any W ∈ B (W ?, r), let j (W ) = argminj∈[Nε] ‖W −
Wj(W )‖F ≤ ε for all W ∈ B (W ?, r).
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For any W ∈ B (W ?, r), we have∥∥∇2fn (W )−∇2f(W )
∥∥ ≤ 1

n

∥∥∥∥∥
n∑
i=1

[
∇2` (W ;xi)−∇2`

(
Wj(W );xi

)]∥∥∥∥∥+

∥∥∥∥∥ 1

n

n∑
i=1

∇2`
(
Wj(W );xi

)
− E

[
∇2`

(
Wj(w);x

)]∥∥∥∥∥
+
∥∥E [∇2`

(
Wj(W );x

)]
− E

[
∇2` (W ;x)

]∥∥ .
Hence, we have

P

(
sup

W∈B(W ?,r)

∥∥∇2fn (W )−∇2f(W )
∥∥ ≥ t) ≤ P (At) + P (Bt) + P (Ct) ,

where the events At, Bt and Ct are defined as

At =

{
sup

W∈B(W ?,r)

1

n

∥∥∥∥∥
n∑

i=1

[
∇2` (W ;xi)−∇2`

(
Wj(W );xi

)]∥∥∥∥∥ ≥ t

3

}
,

Bt =

{
sup

W∈Wε

∥∥∥∥∥ 1n
n∑

i=1

∇2` (W ;xi)− E
[
∇2` (W ;x)

]∥∥∥∥∥ ≥ t

3

}
,

Ct =

{
sup

W∈B(W ?,r)

∥∥E [∇2`
(
Wj(W );x

)]
− E

[
∇2` (W ;x)

]∥∥ ≥ t

3

}
.

In the sequel, we bound the terms P (At), P (Bt), and P (Ct), separately.
1) Upper bound on P (Bt). Before continuing, we state a useful technical lemma, whose proof can be found in [17].

Lemma 6. Let M ∈ Rd×d be a symmetric d× d matrix and Vε be an ε-cover of unit-Euclidean-norm ball B (0, 1),
then

‖M‖ ≤ 1

1− 2ε
sup
v∈Vε
| 〈v,Mv〉 |. (66)

Let V 1
4

be a
(

1
4

)
-cover of the ball B(0, 1) = {W ∈ Rd×K : ‖W ‖F = 1}, where log |V 1

4
| ≤ dK log 12. Following from

Lemma 6, we have∥∥∥∥∥ 1

n

n∑
i=1

∇2` (W ;xi)− E
[
∇2` (W ;x)

]∥∥∥∥∥ ≤ 2 sup
v∈V 1

4

∣∣∣∣∣
〈
v,

(
1

n

n∑
i=1

∇2` (W ;xi)− E
[
∇2` (W ;x)

])
v

〉∣∣∣∣∣ .
Taking the union bound over Wε and V 1

4
yields

P (Bt) ≤ P

 sup
W∈Wε,v∈V 1

4

∣∣∣∣∣ 1n
n∑
i=1

Gi

∣∣∣∣∣ ≥ t

6

 ≤ edK(log 3r
ε +log 12) sup

W∈Wε,v∈V 1
4

P

(∣∣∣∣∣ 1n
n∑
i=1

Gi

∣∣∣∣∣ ≥ t

6

)
, (67)

where Gi =
〈
v,
(
∇2` (W ;xi)− E

[
∇2` (W ;x)

])
v
〉

and E[Gi] = 0. Let a =
[
a>1 , · · · ,a>K

]
∈ RdK . Then we can

show that ‖Gi‖ψ1 is upper bounded, which we summariz as follows, and whose proof is given in Appendix D-F.
Lemma 7. Suppose the loss is associated with FCN. There exists some constant C such that

‖Gi‖ψ1
≤ C :≡ τ2.

Applying the Bernstein inequality for sub-exponential random variables [17, Theorem 9] to (67), we have that for fixed
W ∈ Wε,v ∈ V 1

4
,

P

(∣∣∣∣∣ 1n
n∑
i=1

〈
v,
(
∇2` (W ;xi)− E

[
∇2` (W ;x)

])
v
〉∣∣∣∣∣ ≥ t

6

)
≤ 2 exp

(
−c · n ·min

(
t2

τ4
,
t

τ2

))
, (68)

for some universal constant c. As a result, P (Bt) is upper bounded by

2 exp

(
−c · n ·min

(
t2

τ4
,
t

τ2

)
+ dK log

3r

ε
+ dK log 12

)
.

Thus as long as

t > C ·max

{√
τ4
(
dK log 36r

ε + log 4
δ

)
n

,
τ2
(
dK log 36r

ε + log 4
δ

)
n

}
(69)

for some large enough constant C, we have P (Bt) ≤ δ
2 .
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2) Upper bound on P (At) and P (Ct). These two events will be bounded in a similar way. We first present the following
useful Lemma, whose proof is provided in Appendix D-H
Lemma 8. Suppose the loss is associated with FCN. There exists some constant C such that

E

[
sup

W 6=W ′∈B(W ?,r)

‖∇2` (W ,x)−∇2` (W ′,x) ‖
‖W −W ′‖F

]
≤ C · d

√
K. (70)

Consider the event Ct first. We derive

sup
W∈B(W ?,r)

‖E
[
∇2`

(
Wj(W );x

)]
− E

[
∇2` (W ;x)

]
‖

≤ sup
W∈B(W ?,r)

‖E
[
∇2`

(
Wj(W );x

)]
− E

[
∇2` (W ;x)

]
‖

‖W −Wj(W )‖F
· sup
W∈B(W ?,r)

‖W −Wj(W )‖F

≤ C · d
√
K · ε. (71)

Therefore, Ct holds as long as
t ≥ C · d

√
K · ε. (72)

We can bound the event At as below.

P

(
sup

W∈B(W ?,r)

1

n

∥∥∥∥∥
n∑

i=1

[
∇2` (W ;xi)−∇2`

(
Wj(W );xi

)]∥∥∥∥∥ ≥ t

3

)

≤ 3

t
E

[
sup

W∈B(W ?,r)

∥∥∥∥∥ 1n
n∑

i=1

[
∇2` (W ;xi)−∇2`

(
Wj(W );xi

)]∥∥∥∥∥
]

(73)

≤ 3

t
E

[
sup

W∈B(W ?,r)

∥∥∇2` (W ;xi)−∇2`
(
Wj(W );xi

)∥∥]

≤ 3

t
E

[
sup

W∈B(W ?,r)

‖∇2` (W ;xi)−∇2`
(
Wj(W );xi

)
‖

‖W −Wj(W )‖F

]
· sup
W∈B(W ?,r)

‖W −Wj(W )‖F

≤ C · d
√
K · ε
t

(74)

where (73) follows from the Markov inequality. Thus, taking

t ≥ 6ε · C · d
√
K

δ
(75)

ensures that P (At) ≤ δ
2 .

3) Final step. Let ε = δτ2

C·d
√
K·ndK and δ = d−10. Plugging ε and δ into (69) we need

t > τ2 ·max

{
1

ndK
,C ·

√(
dK log(36rnd11K) + log 4

δ

)
n

,

(
dK log(36rnd11K) + log 4

δ

)
n

}
.

The middle term can be bounded as

dK log(36rnd11K) + 10 log d

n
≤ dK log n

n
+
dK log 36r

n
+

11dK log dK

n
+

10 log d

n
.

If n ≥ C · dK log (dK) for some large enough constant C, the first term dK log n dominants and is on the order of
dK log (dK). Moreover, it decreases as n increases when n ≥ 3. Thus we can set

t ≥ τ2

√(
dK log(36rnd11K) + log 4

δ

)
n

(76)

which holds as t ≥ C ′ · τ2
√

dK logn
n for some constant C ′. By setting t := Cτ2

√
dK logn

n for sufficiently large C, as
long as n ≥ C ′ · dK log dK,

P

(
sup

W∈B(W ?,r)

‖∇2fn (W )−∇2f(W )‖ ≥ Cτ2

√
dK log n

n

)
≤ d−10. (77)

• The CNN case: If the loss is associated with CNN, we redefine Gi as Gi =
〈
v,
(
∇2` (w;xi)− E

[
∇2` (w;x)

])
v
〉

and
we show the following Lemmas whose proof is given in Appendix D-G and Appendix D-I .
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Lemma 9. Suppose the loss is associated CNN. There exists some constant C such that

‖Gi‖ψ1 ≤ C ·K2 :≡ τ2. (78)

Lemma 10. Suppose the loss is associated with CNN. There exists some constant C such that

E

[
sup

W 6=W ′∈B(W ?,r)

‖∇2` (W ,x)−∇2` (W ′,x) ‖
‖W −W ′‖F

]
≤ C · d

√
K. (79)

Following argument similar to the proof of Lemma 3, we can obtain the following concentration inequality:

sup
w∈B(w?,r)

‖∇2fn (w)−∇2f (w) ‖ ≤ C ·K2

√
d
K · log n

n
, (80)

holds with probability at least 1− d−10, as long as the sample complexity n ≥ C · dK log
(
d
K

)
.

D. Proof of Lemma 4

In order to proceed we need the following Lemma 11 whose proof is given in Appendix D-J.

Lemma 11. Suppose the loss is associated with FCN. Let u be a fixed unit norm vector u =
[
u>1 , · · · ,u>K

]
∈ RdK with

‖u‖2 = 1. Then we have
‖u>∇` (W ;x) ‖ψ2

≤
√
K.

Suppose the loss is associated with CNN. Let u be a fixed unit norm vector u ∈ Rm with ‖u‖2 = 1. Then

‖ 〈u,∇` (w)〉 ‖ψ2
≤ C ·K.

Following argument (details omitted) similar to the proof of Lemma 3, and applies Lemma 11, for the loss associated with
FCN, we can get the following concentration inequality

sup
W∈B(W ?,rFCN)

‖∇fn (W )−∇f (W ) ‖2 ≤ C ·

√
d
√
K log n

n
(81)

with probability at least 1− d−10, as long as the sample size n ≥ C · dK log(dK). For the loss associated with CNN, we obtain

sup
w∈B(w?,rCNN)

‖∇fn (w)−∇f (w) ‖ ≤ C ·
√
K

√
d
K log n

n
= C ·

√
d log n

n
, (82)

with probability at least 1− d−10 as long as n ≥ C · dK log
(
d
K

)
.

E. Proof of Lemma 5

We take the first term in (35) as an example, since the second term follows exactly in the same way. We first derive

E

( 1

K

K∑
i=1

φ
(
w>i x

))−z ≤ E

[
1

K

K∑
i=1

(
φ
(
w>i x

))−z]
, (83)

which follows from the fact that f (x) = x−z is convex for x > 0 and z ≥ 1. Further since 1
φ(x) = 1 + e−x, and

g = w>i x ∼ N
(
0, σ2

i = ‖wi‖22
)
, we can exactly calculate the summands in the above equation as follows:

E
[
φ (g)

−z
]

= E

[
z∑
l=0

(
z

l

)
e−lg

]
=

z∑
l=0

(
z

l

)
e

(
σ2i l

2

2

)
,

where we use the fact that g is a Gaussian random variable. Hence, we conclude that for t = max (‖w1‖2, · · · , ‖wK‖2) and
p ≥ 1,

E

[(
1

1
K

∑K
i=1 φ

(
w>i x

))z] ≤ C · et2 , (84)

holds for some constant C depending on z.
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F. Proof of Lemma 7
The sub-exponential norm of Gi can be bounded as

‖Gi‖ψ1 ≤ ‖
〈
u,∇2` (W ; z)u

〉
‖ψ1 + ‖∇2f (W ; z) ‖,

where ‖∇2f (W ; z) ‖ is upper bounded by C due to Lemma 2. Denote the (j, l)-th block of ∇2` (W ; z) as ξj,l · xx>. We
can derive

‖
〈
u,∇2` (W ; z)u

〉
‖ψ1 ≤

K∑
j=1

K∑
l=1

‖ξj,l · u>j xx>ul‖ψ1 ≤
K∑
j=1

K∑
l=1

sup
t≥1

t−1
(
E
∣∣ξj,l · u>j xx>ul∣∣t) 1

t

. (85)

Next we show that ξj,l is upper bounded by some constant for all j and l.
• For j 6= l,

|ξj,l| =

∣∣∣∣∣∣ 1

K2

φ′
(
w>j x

)
φ′
(
w>l x

)
·
(
H (W )

2
+ y − 2y ·H (W )

)
(H (W ) (1−H (W )))

2

∣∣∣∣∣∣ =


1
K2

φ′(w>j x)φ′(w>l x)
(1−H(W ))2

y = 0

1
K2

φ′(w>j x)φ′(w>l x)
H(W )2

y = 1
. (86)

Moreover,

1

K2

φ′
(
w>j x

)
φ′
(
w>l x

)
(1−H (W ))

2 ≤
φ′
(
w>j x

)
φ′
(
w>l x

)(
1− φ

(
w>j x

)) (
1− φ

(
w>l x

)) ≤ φ (w>j x)φ (w>l x) ≤ 1, (87)

where the first inequality holds due to the following fact,

(1−H (W ))
2

=

1− 1

K

K∑
j=1

φ
(
w>j x

)2

≥ 1

K2

(
1− φ

(
w>j x

)) (
1− φ

(
w>l x

))
,

the second inequality follows because φ (x) (1− φ (x)) = φ′ (x). Similarly, we can show that

1

K2

φ′
(
w>j x

)
φ′
(
w>l x

)
H (W )

2 ≤ 1. (88)

Thus for j 6= l, |ξj,l| ≤ 1 holds.
• For j = l,

|ξj,j | ≤

∣∣∣∣∣∣ 1

K2

φ′
(
w>j x

)
φ′
(
w>j x

)
·
(
H (W )

2
+ y − 2y ·H (W )

)
(H (W ) (1−H (W )))

2

∣∣∣∣∣∣+

∣∣∣∣∣ 1

K

φ′′
(
w>j x

)
(y −H (W ))

H (W ) (1−H (W ))

∣∣∣∣∣ . (89)

For the second term in the above equation, we have∣∣∣∣∣ 1

K

φ′′
(
w>j x

)
(y −H (W ))

H (W ) (1−H (W ))

∣∣∣∣∣ =

 1
K

φ′′(w>j x)
(1−H(W )) ≤ 1 y = 0

1
K

φ′′(w>j x)
H(W ) ≤ 1 y = 1

,

which follows from the fact that the second derivative is φ′′ (x) = φ (x) (1− φ (x)) (1− 2φ (x)), the absolute value of
which can be upper bounded by φ (x) or 1− φ (x).

Hence,

∥∥〈u,∇2` (W ; z)u
〉∥∥
ψ1
≤ C ·

K∑
j=1

K∑
l=1

sup
t≥1

t−1

(√
E
[(
u>j x

)2t] ·√E
[(
u>l x

)2t]) 1
t

≤ C ·
K∑
j=1

K∑
l=1

‖uj‖2‖ul‖2 · sup
t≥1

t−1 ((2t− 1)!!)
1
t

≤ C :≡ τ2, (90)

where the last inequality holds because

sup
t≥1

t−1 ((2t− 1)!!)
1
t ≤ sup

t≥1
t−1

(
(2t)t

) 1
t ≤ 2,

K∑
j=1

K∑
l=1

‖uj‖2‖ul‖2 ≤
K∑
j=1

K∑
l=1

‖uj‖22 + ‖ul‖22
2

=
1

2
. (91)

Thus, we conclude

‖Gi‖ψ1
≤ C :≡ τ2.
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G. Proof of Lemma 9

Again the sub-exponential norm of Gi can be bounded as

‖Gi‖ψ1 ≤ ‖
〈
u,∇2` (w; z)u

〉
‖ψ1 + ‖∇2f (w; z) ‖,

where ‖∇2f (W ; z) ‖ is upper bounded by C ·K due to Lemma 2. Applying the triangle inequality, the sub-exponential norm
of
〈
u,∇2` (w)u

〉
can be bounded as

‖
〈
u,∇2` (w)u

〉
‖ψ1 ≤

∑
j 6=l

‖gj,l (w)u>x(j)u>x(l)‖ψ1 +
∑
j=l

‖gj,l (w)u>x(j)u>x(l)‖ψ1 . (92)

Hence, we have∣∣∣∣∣ 1

K2

H (w)
2

+ y − 2y ·H (w)

(H (w) (1−H (w)))
2 φ′

(
w>x(j)

)
φ′
(
w>x(l)

)∣∣∣∣∣ =

 1
K2

φ′(w>x(j))φ′(w>x(l))
H(w)2

≤ 1 y = 1

1
K2

φ′(w>x(j))φ′(w>x(l))
(1−H(w))2 ≤ 1 y = 0

,

∣∣∣∣ 1

K

y −H (w)

H (w) (1−H (w))
φ′
(
w>x(j)

)∣∣∣∣ =

 1
K

φ′(w>x(j))
H(w) ≤ 1 y = 1

1
K

φ′(w>x(j))
1−H(w) ≤ 1 y = 0

.

Plugging it back to (92), we obtain

‖
〈
u,∇2` (w)u

〉
‖ψ1
≤
∑
j 6=l

‖
(
u>x(j)

)(
u>x(l)

)
‖ψ1

+
K∑
j=1

‖
(
u>x(j)

)2

‖ψ1
≤ C ·K2. (93)

H. Proof of Lemma 8

As noted before, we can write the (j, l)-th block of ∇2` (W ; z) as ξj,l (W )xx>. Then we can obtain the following bound,

‖∇2` (W ; z)−∇2` (W ′; z) ‖ ≤
K∑
j=1

K∑
l=1

|ξj,l (W )− ξj,l (W ′) | · ‖xx>‖. (94)

Using the same method as shown in the proof of Lemma 1, we can upper bound |ξj,l (W )− ξj,l (W ′) | as

|ξj,l (W )− ξj,l (W ′) | ≤
(

max
k
|Tj,l,k|

)
· ‖x‖2 ·

√
K · ‖W −W ′‖F ,

where following from (32),

|Tj,l,k| ≤ max

{
2

K3

1

H (W )
3 ,

1

K2

1

H (W )
2 ,

2

K3

1

(1−H (W ))
3 ,

1

K2

1

(1−H (W ))
2

}
. (95)

And thus, if ‖W −W ′‖F ≤ 0.7 we have

E

[
sup

W 6=W ′

‖∇2` (W )−∇2` (W ′) ‖
‖W −W ′‖F

]
≤
√
K ·K2 · E

[(
max
j,l,k
|Tj,l,k|

)
· ‖x‖2 · ‖xx>‖

]
≤ C · d

√
K. (96)

Thus we only need to set J? ≥ C · d
√
K for some large enough C.

I. Proof of Lemma 10

Following from (13) we can write

‖∇2` (w)−∇2` (w′) ‖ ≤
K∑
j=1

K∑
l=1

|gj,l (w)− gj,l (w′) | · ‖x(j)x(l)>‖. (97)

Similarly, the analysis in the proof of Lemma 1 implies that

|gj,l (w)− gj,l (w′) | ≤
(

max
k
|Sj,l,k|

)
·
√
K‖x‖2 · ‖w −w′‖2, (98)

where we upper-bound Sj,l,k in (43) as

|Sj,l,k| ≤

max
{

1
K2

1
(1−H(w))3

, 1
K2

1
(H(w))3

}
j 6= l

max
{

1
K

1
(1−H(w))2

, 1
K

1
(H(w))2

}
j = l

. (99)
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Hence, if ‖w −w′‖2 ≤ 0.7, we have

E

[
sup
w 6=w′

‖∇2` (w)−∇2` (w′) ‖
‖w −w′‖F

]
≤
√
K ·

K∑
j=1

K∑
l=1

E
[(

max
k
|Sj,l,k|

)
· ‖x‖2 · ‖x(j)x(l)>‖

]
≤ C · d

√
K. (100)

Thus, in this case we can set J? ≥ C · d
√
K as well.

J. Proof of Lemma 11

• The FCN case: Following from (10), we have

〈∇` (W ) ,u〉 =
1

K

K∑
j=1

(
(y −H (W )) · φ′

(
w>j x

)
H (W ) (1−H (W ))

)(
u>j x

)
,

and by definition, we can upper-bound the sub-Gaussian norm as

‖ 〈∇` (W ) ,u〉 ‖ψ2 ≤


1
K

∑K
j=1

∥∥∥∥ φ′(w>j x)
(1− 1

K

∑K
l=1 φ(w>l x))

u>j x

∥∥∥∥
ψ2

≤
∑K
j=1 ‖u>j x‖ψ2

y = 0

1
K

∑K
j=1

∥∥∥∥ φ′(w>j x)
1
K

∑K
l=1 φ(w>l x)

u>j x

∥∥∥∥
ψ2

≤
∑K
j=1 ‖u>j x‖ψ2

y = 1
.

Thus we conclude that

‖ 〈∇` (W ) ,u〉 ‖ψ2
≤

K∑
j=1

‖uj‖2 ≤
√
K, (101)

and the directional gradient is
√
K-sub-Gaussian.

• The CNN case: Following from (12), we have

〈∇` (w) ,u〉 = −
K∑
j=1

1

K
φ′
(
w>x(j)

) y −H (w)

H (w) (1−H (w))
·
(
u>x(j)

)
,

where ∣∣∣∣φ′ (w>x(j)
) y −H (w)

H (w) (1−H (w))

∣∣∣∣ =


φ′(w>x(j))∑K

j=1
1
K φ(w>x(j))

≤ K y = 1

φ′(w>x(j))∑K
j=1

1
K (1−φ(w>x(j)))

≤ K y = 0
.

Then the sub-Gaussian norm of 〈∇` (w) ,u〉 is upper bounded as

‖ 〈∇` (w) ,u〉 ‖ψ2
≤ K · 1

K

K∑
j=1

‖u>x(j)‖ψ2
≤ C ·K. (102)

Hence, the directional gradient is K-sub-Gaussian.

APPENDIX E
PROOF OF THEOREM 3

The proof contains two parts. Part (a) proves that the estimation of the direction of W ? is sufficiently accurate, which
follows from the arguments similar to those in [15] and is only briefly summarized below. Part (b) is different, where we
do not require the homogeneous condition for the activation function, and instead, our proof is based on a mild condition in
Assumption 2. We detail our proof in part (b).

(a) In order to estimate the direction of each wi for i = 1, . . . ,K , [15] showed that for the regression problem, if the sample
size n ≥ dpoly (K,κ, ζ, log d), where ζ > 1 is any constant, then

‖wi? − siV ûi‖ ≤ εpoly (K, κ) (103)

holds with probability at least 1− d−Ω(ζ). Such a result also holds for the classification problem with only slight difference in
the proof as we describe as follows. The main idea of the proof is to bound the estimation error of P2 and R3 via Bernstein
inequality. For the regression problem, Bernstein inequality was applied to terms associated with each neuron individually, and
the bounds were then put together via the triangle inequality in [15]. However, for the classification problem here, we apply
Bernstein inequality to the terms associated with all neurons together. Another difference is that the label yi of the classification
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model is bounded by nature, whereas the output yi in the regression model needs to be upper-bounded via homogeneously
bounded conditions of the activation function. A reader can refer to [15] for the details of the proof for this part.

(b) In order to estimate ‖wi‖ for i = 1, . . . ,K, we provide a different proof from [15], which does not require the
homogeneous condition on the activation function, but assumes a more relaxed condition in Assumption 2.

We define a quantity Q1 as follows:
Q1 = Ml1(I,α, · · · ,α︸ ︷︷ ︸

(l1−1)

), (104)

where l1 is the first non-zero index such that Ml1 6= 0. For example, if l1 = 3, then Q1 takes the following form

Q1 = M3 (I,α,α) =
1

K

K∑
i=1

m3,i(‖w?
i ‖)
(
α>w?

i

)2
w?
i , (105)

where w = w/‖w‖ and by definition

m3,i(‖w?
i ‖) = E

[
φ (‖w?

i ‖ · z) z3
]
− 3E [φ (‖w?

i ‖ · z) z] . (106)

Clearly, Q1 has information of ‖w?
i ‖, which can be estimated by solving the following optimization problem:

β? = argminβ∈RK

∥∥∥∥∥ 1

K

K∑
i=1

βisiwi
? −Q1

∥∥∥∥∥ , (107)

where each entry of the solution takes the form

β?i = s3
im3,i(‖w?

i ‖)
(
αT siwi

?
)2
. (108)

In the initialization, we substitute Q̂1 (estimated from training data) for Q1, V ûi (estimated in part (a)) for siwi? into (107),
and obtain an estimate β̂ of β?. We then substitute β̂ for β? and V ûi for siwi? into (108) to obtain an estimate âi of ‖w?

i ‖
via the following equation

β̂i = s3
im3,i(âi)

(
α>V ûi

)2
. (109)

Furthermore, since ml1,i(x) has fixed sign for x > 0 and for l1 ≥ 1, si can be estimated correctly from the sign of β̂i for
i = 1, . . . ,K .

For notational simplicity, let β?1,i :=
β?i

s3i (α
>siwi?)2

and β̂1,i := β̂i
s3i (α

>V ûi)
2 , and then (108) and (109) become

β̂1,i = m3,i(âi), β?1,i = m3,i(‖w?
i ‖). (110)

By Assumption 2 and (108), there exists a constant δ′ > 0 such that the inverse function g(·) of m3,1(·) has upper-bounded
derivative in the interval (β?1,i − δ′, β?1,i + δ′), i.e., |g′(x)| < Γ for a constant Γ. By employing the result in [15], if the sample
size n ≥ dpoly (K,κ, t, log d), then Q̂1 and Q1, V ûi and siwi? can be arbitrarily close so that |β?1,i − β̂1,i| < min{δ′, r√

KΓ
}.

Thus, by (110) and the mean value theorem, we obtain

|âi − ‖w?
i ‖| = |g′(ξ)||β?1,i − β̂1,i|, (111)

where ξ is between β?1,i and β̂1,i, and hence |g′(ξ)| < Γ. Therefore, |âi − ‖w?
i ‖| ≤ r√

K
, which is the desired result.


