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ABSTRACT
Occupancy behavior in buildings has been a hotspot of 
research as building systems become more sophisticated. 
Traditional sensing technologies suffer from high costs,
inevitable sensor errors, and scalability issues and thus are 
not widely implemented in buildings.

In this notes paper, two different approaches for extracting 
the typical occupancy schedules for the input to the building 
energy simulation are explored based on the data from
social networks.

The first approach is to use text classification algorithms to 
identify whether people are present in space where they are 
making posts on social networks. To achieve this, word 
embedding and machine learning algorithms for the 
classification are used. On top of that, we could extract the 
typical occupancy schedules by assuming certain people 
counting rules. The second approach is to utilize the 
processed GPS location tracking data provided by social 
network giants such as Facebook and Google Map. Web 
scraping techniques are used to obtain the data and extract 
the building typical occupancy schedules. 

Two preliminary case studies demonstrate these two 
approaches as a proof of concept using a museum building,
the Art Institute of Chicago. The results show that the 

extracted building occupancy schedules from different 
social network data sources (Twitter, Facebook, and Google 
Map) share a similar trend but slightly distinct with each 
other, which requires more explorations and further 
validations and corrections. However, the methodology and 
promising results from this preliminary study will lay the 
foundation of the occupancy sensing through the social 
network data mining, which aims to provide another data 
source for occupancy sensing in buildings at the building 
level. This will provide another alternative to estimate the 
occupancy at the community- and urban-scale.
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1 Introduction
Occupancy behavior in buildings plays a vital role in 
managing building energy performance and has become a 
hotspot of research as building systems are more 
sophisticated [1]. The occupancy behavior largely 
influences modeling of building energy performance, 
design of the future building system, and the operations of 
intelligent building systems [2]. In the ASHRAE HVAC 
Application Handbook [3], the occupancy schedule in 
commercial buildings is in the form of a static schedule for 
the HVAC design and sizing. However, it is well known 
that the static occupancy schedule may cause the 
discrepancy and different buildings of the same type may 
have distinct occupancy pattern. To accurately acquire the 
occupancy information, various types of occupancy sensors
(such as image-based, threshold and mechanical, motion 
sensing, and radio-based sensing) are commonly used in 
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buildings [4]. However, those sensing technologies suffer 
from high cost, inevitable sensor errors, and scalability 
issues. Thus, they are not widely implemented in buildings. 
With the vast development of information technologies in 
the era of the internet-of-things (IoT), occupant sensing and 
data acquisition are not limited to traditional approaches.
The prevalence of social networks could provide myriad of 
publically available social media data that might contain 
occupancy information in space and in time. Only a few
studies targeted at the occupancy estimation for the building 
level. The Population Density Tables (PDT) project by Oak 
Ridge National Laboratory estimated the ranges for average 
day and night population density for over 50 building types 
using Bayesian learning model with different open source 
data [5]. Stewart et al. [6] proposed a social network unit 
occupancy model to extract the social media-based 
occupancy curve for a museum during its operating hours. 
The uncertainty of the model is also quantified. Sims et al. 
[7] applied social media data to high-resolution mapping of 
a special event population. Twitter posts and Facebook 
check-ins were calculated for the Game Day at the 
University of Tennessee Knoxville. Population 
distributions for game hours and nongame hours of the 
game day were modeled using social media data. It is noted 
that it used a linear relationship to describe the event 
population with the social media activity. Bentz et al. [8]
designed a thermostat in which the setpoint could be
adjusted based on by the expected occupancy and the social
media activity. These studies indicate the feasibility of 
extracting the building occupancy information from social 
networks, but they do not target at the building or urban 
energy modeling. 
In this notes paper, two different approaches for extracting 
the typical occupancy schedules of commercial buildings 
are explored based on the data from social networks. The 
first approach is to use text classification algorithms to 
identify whether people are present in space where they are 
making posts on social media. On top of that, we could 
extract the typical occupancy schedules by assuming certain 
people counting rules. The second approach is to utilize the 
processed GPS location tracking data provided by social 
network makers such as Facebook and Google Map. Web 
scraping techniques are used to obtain the data and extract 
the building typical occupancy schedules. In the following 
sections, we will use a museum building to show this 
concept and methodology.

2 Case Studies
The Art Institute of Chicago is selected as the case study 
building. Founded in 1879 and located in Chicago’s Grant 
Park, it is one of the oldest and largest art museums in the 
United States. It opens daily from 10:30 a.m. to 5:00 p.m. 
except on Thursdays until 8:00 p.m. In the subsections, two 
different methods are illustrated to extract typical 
occupancy schedules for this building.

2.1 Case 1: Extract Typical Occupancy Schedule 
from Twitter

In this approach, the collected raw data are the posts from 
the social media of Twitter, as illustrated in Figure 1. 
Apparently, we could deduct the people presence from 
semantics of the text. Therefore, the idea behind this 
approach is to use text classification algorithms to identify 
whether people are present in space where they are making 
posts (Tweets in this case) on social network (Twitter). To 
achieve this, word embedding and machine learning 
algorithms for classification will be used. On top of that, we 
could extract the typical occupancy schedules by assuming 
certain people counting rules. 

Figure 1: Sample of the collected data in Case 1.

a) Geo-tagged posts b) Check-in posts

c) Implicit geotagged 
posts example 1

d) Implicit geotagged 
posts example 2

Social Media User 1 Social Media User 2

Social Media User 3 Social Media User 4
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The methodology for this approach involves four key 
elements: data collection and pre-processing, feature 
generation, classifier formulation, and result evaluation, as 
illustrated in Figure 2. 

Figure 2: Framework of Case Study 1.

In the step of data collection and preprocessing, the history 
posts could be collected either through social network 
official APIs [9] or web-scraping tools such as 
GetOldTweets [10]. In this case, we collected all the 
available ~30,000 history posts with search key words like 
‘art institute chicago’ from December 2016 to June 2019 
using the GetOldTweets approach. We manually labeled 
the latest 3,000 history posts which indicated whether the 
user was present or not. Then we lowered the case of the 
Tweets, conducted the tokenization, and removed the stop 
words. For the feature selection, we generated the word 
embeddings using pre-trained Word2Vec [11], where each 
word is presented by a high dimension vector. The 
dimension of the vector space is 300. For each Tweet, the 
aggregated vector is weighted by the value of the TF-IDF. 
In addition, we also considered social media content-based 
features, such as whether the posted time is within opening 

hours, whether the username of users contain the keywords 
like ‘art’, whether the domain name in the Url contains 
check-in apps, hashtags counts, mentions counts, 
favorite/like counts, retweet counts, etc. For the classifier 
formulation, we tested the performance of different 
categories of classifiers. We selected SVM (a traditional 
classifier), random forest (an ensemble classifier), and 
shallow neural network (that contains three types of layers). 
The training/testing data ratio is 8:2. The performance 
metrics of different classifiers are listed in Table 1 in terms 
of accuracy, precision, recall, and F1-score. It can be seen 
that the accuracy of the different classifiers is in a similar
range with the random forest and neural network slightly 
being higher.

Table 1. Summary of the performance metrics of 
different classifiers
Performance 

Metric SVM Random 
Forest

Shallow Neural 
Network

Accuracy 0.8485 0.9091 0.9091
Precision 0.6000 0.8333 0.7500

Recall 0.8571 0.7143 0.8571
F1-score 0.7059 0.7692 0.8000

Using the formulated classifier, we labeled all the historical 
~30,000 Tweets. We added up all the positive labeled data 
in the same time slot (an hour) on the same day type using 
these historical Tweets. We assumed that people would stay 
for three hours before and after the posting time based on 
the visit duration from Google Map App. In this way, we 
obtained the weekly typical occupancy schedules to be used 
as inputs for the building energy models, as shown in Figure 
3, which shows two different types of typical occupancy 
daily schedules. It is noted that this is only a preliminary 
result, which needs further and more comprehensive 
investigations to alleviate the uncertainties associated with 
assumptions. 

2.2 Case 2: Extract Typical Occupancy Schedule 
from Facebook and Google Map

The second approach is to utilize the processed GPS 
location tracking data provided by social network makers 
such as Facebook and Google Map. Web scraping 
techniques are used to obtain the data and extract the 
building typical occupancy schedules. 
Figure 4 shows the sample of “Popular Times” by Google 
Map and “Popular Hours” by Facebook. The principle 
behind these types of data lies in that these social network 

Data Collection and
Preprocessing

‘Presence-or-not’ Classifier

Web Scraping

Standard API

Feature Engineering

Social-Media-Based Features

Retweet Num. Fav Num.

Mentions Num.
Posting time

Username

Neural Networks

Traditional Algorithm

Word Embedding 

Performance Evaluation
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giants use aggregated and anonymized data from users who 
have opted in to share their real-time location. These 
companies also have Points-of-Interest (POI) building 
footprints (polygons) which determine the location, shape, 
and size of a place. Based on these data, machine learning 
algorithms are used to join the GPS data against the 
building footprints to derive the occupancy information.

Figure 3: Preliminary typical occupancy schedules for 
two days extracted from social media data.

Figure 4: The sample of “Popular Times” by Google 
Map and “Popular Hour” by Facebook.

Figure 5: Comparisons of typical occupancy schedules 
for two days extracted from Facebook and Google Map.

We scraped and normalized the data from their websites. 
Figure 5 depicts the bar chart of the extracted typical 
building occupancy schedules from Facebook and Google 
Map. These two bars have a similar trend but there still exist 
deviations for the two occupancy schedules. We still need 
to assess the fidelity of the extracted data as there might be 
several users who would be visiting who do not have 
Google Maps or location history enabled. Compared with 
the extracted schedule in Case 1 for the same museum, these 
two schedules in Case 2 resemble each other more.
However, we can see that all three schedules share a similar 
trend. The schedule from Facebook Popular Hour has a
more similar trend with one in Case 1 than the schedule 
from Google Map.

3 Conclusions and Future Work
In this paper, we explored two approaches to extract the 
typical occupancy schedules for the input to the building 
energy simulation based on the data from social networks.
As a preliminary study, the Art Institute of Chicago is 
selected as the case study building. The first approach uses 
text classification algorithms to identify whether people are 

a) Facebook Popular Hour b) Google Map Popular Times
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present in the space where they are making posts on social 
media. On top of that, we could extract the typical 
occupancy schedules with assumed people counting rules. 
The second approach utilizes the processed GPS location 
tracking data provided by social network makers such as 
Facebook and Google Map. Web scraping techniques are 
used to obtain the data and extract the building typical 
occupancy schedules. It can be seen from the preliminary 
results that the extracted building occupancy schedules 
from different data sources (Twitter, Facebook, and Google 
Map) share a similar trend but slightly distinct with each 
other which requires further validation and corrections.
The future work includes improving, validating, and 
correcting the occupancy schedule estimation from two 
proposed approaches for building energy performance 
modeling. We will investigate a lot of uncertainties arising 
from the data from the social network. For example, the 
ratio of users to non-user of social media should be 
observed due to the age bracket of the social network users. 
There also exists cyber associated risks that attackers might 
create fake accounts and publicly tweet their presence or 
absence and the approach is not robust against such 
adversarial scenarios. As another example, the posts may 
occur within the normal hours of operation but not occur at 
the time of occupancy, which results in inaccurate 
timestamp data. These uncertainty will all lead to inaccurate 
extracted occupancy schedules. 
Another direction we would like to study is to evaluate the 
value of the extracted building occupancy schedules. A 
data-driven building energy model for a university museum
is being constructed to see whether additional feature 
regarding the occupancy at the building level will facilitate 
the improvement of the accuracy and the fidelity of the 
building energy model. Furthermore, such occupancy 
information at the building level will be incorporated with 
the urban-scale community and city energy modeling. 
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