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ABSTRACT 

In many complex tasks, a remote expert may need to assist a local 
user or to guide his or her actions in the local user’s environment. 
Existing solutions also allow multiple users to collaborate remotely 
using high-end Augmented Reality (AR) and Virtual Reality (VR) 
head-mounted displays (HMD). In this paper, we propose a 
portable remote collaboration approach, with the integration of AR 
and VR devices, both running on mobile platforms, to tackle the 
challenges of existing approaches. The AR mobile platform 
processes the live video and measures the 3D geometry of the local 
environment of a local user. The 3D scene is then transited and 
rendered in the remote side on a mobile VR device, along with a 
simple and effective user interface, which allows a remote expert 
to easily manipulate the 3D scene on the VR platform and to guide 
the local user to complete tasks in the local environment. 

Keywords: augmented reality, virtual reality, remote collaboration, 
3D mesh. 

Index Terms: Human-centered computing—Human computer 
interaction—Interaction paradigms—Mixed/augmented reality 

1 INTRODUCTION 

Although communication and collaboration is the most effective 
for people in close proximity, we have to spend a large amount of 
our time apart from each other to avoid long-distance commuting 
and traveling. Nowadays, ubiquitous smartphones play an 
important role in tele-communications, yet the interactions are 
limited to written, verbal and video content, which are sometimes 
insufficient for workplace tasks. Examples of such tasks may 
include a customer calling a call center to help troubleshoot a PC, 
a novice technician calling an expert for guidance in repairing a 
complex device (e.g., a car engine), or a medical expert guiding a 
local doctor through a complex procedure.  

Fussell et al. [21] proposed a shared visual representation of a 
local user’s space, including the task object, tools used, and a view 
of the local user’s actions to simplify the communication. The 
collaboration with video-mediated dialogs, however, was less 
efficient since the remote helper could not refer efficiently to task 
objects in the local environment. Therefore, Kirk et al. [22, 23] and 
Gergle et al. [24] have tried to address this issue by using either 
monitors or projectors to overlay remote helpers’ gestures on top of 
the local video stream to be sent back and shown to the local users 
on a display. This may, however, cause a fractured ecology in 
which the worker needs to split attention between the task and the 
external display [25]. 

 
 

 

 
Figure 1. The overview of the proposed MCoAVR system. 
 
Augmented Reality (AR) allows users to see virtual objects 

seamlessly superimposed over the real world, which allows for co-
located users to view shared 3D virtual objects that they interact 
with, or a remote helper to annotate the live video feed of a local 
worker, enabling them to collaborate from a distance [4]. Similar 
AR-based collaboration systems are proposed in [7, 10, 17]; in each 
of these systems, a remote helper is able to guide the local user in 
complex physical tasks. Such an AR system can stick the 
annotations needed to the original positions in the 3D world. 

Recently, head-mounted displays (HMDs) have become 
increasingly popular as immersive display devices for remote 
collaboration. AR-based HMDs, including HoloLens and other 
smart glasses, offer users see-through experience, whereas VR-
based HMDs, such as Oculus Rift and HTC Vive, offer fully 
immersive and large field-of-view VR experience. In [8], video of 
local workspace is captured and sent to a VR-based HMD worn by 
the remote user. AR-based smart glasses are used in [9] for both 
local and remote users in collaboration.  

In remote guidance scenarios, a remote user often has to view the 
local scene from the point of view of the local user. A few studies 
[5, 13] present collaborative AR systems that allow the remote user 
to have an independent view into the shared task space. A 3D model 
is reconstructed by a depth sensor and rendered on a VR HMD 
worn by the remote user. This allows the remote users to view and 
annotate the 3D scene from a different perspective, leading to faster 
task completion. More studies follow the idea in [5, 13] to provide 
3D models of local scenes [6, 11, 15, 20], and use either 
independent depth sensors or HMDs with embedded depth sensor 
(e.g., Microsoft HoloLens) for the local user. 

To render smooth and high-quality 3D models on the remote 
side, high-end VR HMDs are widely used. Although the high-end 
VR HMDs provide high frame rate, low latency, large field of view 
(FOV) and high visual quality, they often require wired connections 
to a high-end workstation, which may not be feasible in many real-
world applications. In [14], a mobile remote assistance solution is 
offered as a commercial product, which streams video while local 
user stays focused on one area but the remote user’s annotation is 
limited on 2D, making it ineffective in many complex 3D 
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environments. While high-end AR HMDs provide users with 
decent AR experience, but they are costly.  

For the reason above, it would be beneficial to develop a portable 
and affordable remote collaboration solution with effective 
communication and interaction. This presents some challenges:  

Lack of portable depth sensors. Only a few high-end portable 
devices have depth sensors and offer real-time 3D modeling 
features, thus allowing remote users with independent perspectives 
and effective referencing object.  
Lack of 3D texture modeling. Even existing AR SDKs [1,2,3] 
don’t provide 3D texture modeling out of box. Without 3D textured 
modeling, annotations and animations are only limited to 2D 
image/video and may not be effective for remote assistance in many 
complex 3D environments.  
Lack of effective interfaces. Mobile VR solutions have many 
limitations in their interfaces and functions, which makes it difficult 
for remote users to effectively annotate and interact. 

In this paper, we propose a completely portable solution, a 
Mobile Collaborative Augmented and Virtual Reality (MCoAVR) 
to tackle the above challenges and provide simple and effective 
remote collaboration experiences. The collaboration system offers 
a more flexible yet affordable solution than the high-end A/VR 
system. The mobile A/VR solution offers a more self-contained 
experience, that is easier to use and significantly less expensive and 
therefore, may provide a more convenient educational/training 
solution. For example, one local user can easily work with multiple 
remote users simultaneously. A 3D mesh model reconstructed from 
the client side using a normal smartphone can be rendered at the 
remote side via VR. The 3D mesh allows the remote users to learn 
the position and orientation of objects in the real-world scene and 
improves the users’ spatial perception.  

In the following, we first describe our proposed system design 
and implementation in Section 2 and then we present a preliminary 
experiment and discussion in Section 3, before we conclude the 
paper in Section 4.  

2 SYSTEM DESIGN AND IMPLEMENTATION 

MCoAVR is a multi-user system with cloud storage (Figure 1). A 
user on the client side uses a mobile AR system (e.g. a smartphone) 
to scan the local environment and build a 3D model (mesh) of the 
client’s scene. It then uploads the textured 3D mesh to a cloud 
storage (e.g. Google Firebase platform). Users on the remote side 
use a mobile VR system (e.g. a smartphone with Google 
Cardboard) to query the client’s 3D scene via the textured mesh 
available on the cloud, allowing remote users to view client’s 
environment from an arbitrary perspective. The interface on the 
remote side also allows users to annotate virtual objects and add 
virtual landmarks in the client’s environment, either to guide the 
client user or to collaborate with client user to complete a complex 
task. In this paper, both client-side and local users refer to same 
users who receive assistance from remote users.  

2.1 AR: Client Side and 3D Mesh Generation  

The mesh generation is provided by 6D.AI [1]. This platform uses 
AR point cloud data captured during a user’s scan to generate a 3D 
mesh of the surrounding environment from a mobile device. A scan 
is done by deliberately moving the mobile devices camera to allow 
for full coverage of the environment with feedback given visually 
of what is unscanned.  The networking (i.e. the cloud storage) is 
built with Google’s Firebase platform. The networked mesh allows 
a remote user to interact with a client's 3D environment. When a 
client user designates the desired workspace, detected changes in 
the mesh results (within a user defined region of interest) in a 
serialization of the mesh chunks within the bounds of the desired 
workspace. This serialized data is then uploaded asynchronously 
into the Firebase storage system. This upload produces a callback 

triggering a download for the remote user. The downloaded 
serialized data is then converted back into the mesh format. Figure 
2 shows the 3D meshes; the calculated 3D geometry is roughly 
correct (the house siding is perpendicular to the ground) hence 
allows the remote user to navigate the local scene in a VR 
environment by simply moving in the real world (without using 
remote controls). 

The client-side projections are generated during client-side mesh 
generation. This is done by capturing workspace point of view 
(POV). Each captured view is automatically sent along with the 
client device coordinates to the remote user over the cloud server.  

2.2 VR: Remote Side and Its Navigation 

Once the remote user receives the captured image and coordinates 
via a callback, a Unity projector [26] is generated at the specified 
coordinates, projecting the image onto the 3D mesh so remote users 
can see 3D client environment from any POV.  

The remote side runs on a Google cardboard device which comes 
with very simple interface (one button), hence it’s not easy to 
navigate in the VR world, compared to high-end VR devices with 
remote controls. This would typically require additional virtual 
buttons to perform movements in the VR scene and obtain a better 
POV for more accurate and clearer 3D reference and annotation 
[16]. Modern desktop VR systems use inside-out tracking for 
tracking a user’s movement without the need over external sensors. 
This technique can be replicated with Google cardboard and the 
addition of the ARKit SDK [3].  

We apply the ARKit SDK on the rear camera to obtain the user’s 
6-DOF motion. This allows the remote users to easily navigate the 
client 3D scene in the VR view by simply moving in the real world 
using detected feature points across video frames and applying this 
model to the device. 

 
Figure 2. A remote user navigates in a 3D VR environment by simply 
moving in her office, with different perspectives. The remote user first 
starts with a normal perspective (left image) and then she moves a 
few steps, looks down and turns her head to have a better view of 
the 3D object – the valve (right image). 

 
Using multiple fingers on the screen of a device only allows for 2D 
manipulation of an annotation, with a loss in depth. With the 
addition of AR, depth is added in the form of a user’s physical 
movements. These replicate natural movements such as walking 
over and placing a pencil on a table, but in this case, it is an 
annotation.  

A limitation of using such a solution is the user’s physical 
environment. Any obstructions such as wall or furniture can limits 
a user’s range of motion when placing an annotation in the correct 
location. Our solution to this is the interactive mini-map. When a 
user confronts a physical obstruction, the user can move to an 
obstruction free area and then use the mini-map to move the user’s 
AR transform closer to the desired position. This allows the user an 
unobstructed space for continued annotation. 

2.3 Integration: Interaction Between Client and 
Remote Sides 

Simple and effective interaction and communication is the key to a 
successful remote collaboration system. The proposed system 



includes different types of interaction features: prebuilt/draw 
annotations; virtual landmarks with 3D surface alignment; and 
synchronized or independent POVs with the user’s head gaze. We 
will briefly discuss each of them below. 

Prebuilt and/or drawn annotations (circular arrows and red flags 
in Figure 3b) placed or moved in the remote scene automatically 
send their coordinates, rotation, annotation type, Globally Unique 
Identifier (GUID), and color to the client side via database callback. 
Upon receiving the data, the client application generates a new 
annotation into the client scene via AR (rendered at the same 
location/rotation as it’s annotated in the remote VR view) or 
updates an existing based on the GUID. 

A virtual laser allows the remote user to instruct the client using 
a beam that is ray casted from the remote user. This allows for quick 
pinpointing of an object in the scene or to enhance understanding 
of accompanying annotations.  

 

(a)  

(b)  
 
Figure 3. (a) the remote VR view is superimposed to the top left 
corner of the client AR view, and the head gaze with POV of the client 
user is rendered in the VR view so the remote users know what their 
collaborators see; (b) includes a pre-built annotation (green circular 
arrows) and a virtual landmark with text annotation (red flag with 
“move pipe” annotation) in the remote VR view. Note the virtual 
landmark with annotation is aligned with the 3D wall surface for easy 
visualization. 

 
Virtual landmark (Figure 3b) has proved effective to reference 

3D object in the client’s scene. Hence, we implement this feature, 
allowing users on both sides to easily refer to 3D objects. The 
orientation of virtual landmark is aligned with 3D surface of objects 
in the local environment (Figure 3b).  

Remote users can either choose an independent POV by default 
for better perspective of reference 3D objects, or choose a 
synchronized POV with the client user so users on both sides will 
have the exact same POV if it’s more convenient for them to 

collaborate. Additionally, a user on one side can see another user’s 
POV and head gaze (Figure 3a), with boundary of what the users 
can see through their display (Figure 3a). It can inform users of 
what their collaborators can see.  

In addition, multi-user networked annotations allow for the 
ability of multiple remote users to produce annotations for the 
client-side user. These annotations are used to help guide the client 
to complete a real-world task.  

 
Figure 4. A floating menu to rotate a 3D object in the VR environment 
at the remote side. The feature allows user to easy interaction with 
only button on a Google Cardboard. 

2.4 Interface: Floating Menus on Google Cardboard  

In order to allow the remote user to easily perform annotation on a 
Google cardboard, we have designed one-click interactivity that the 
google cardboard VR requires. A floating menu system is built upon 
the unity floating canvas system. The floating canvas system allows 
for world space UI elements that include images, buttons and text. 
An initial canvas is created that holds only the initial settings button 
and sub buttons. Each annotation settings button holds an array of 
customizable sub buttons such as rotate and instantiate. A sub 
button is created using a button that performs the desired action on 
click. These sub buttons also can acts as setting buttons, which 
allow for multiple nested sub menus. An example of this is the 
rotation button that has a submenu of an axis of rotation, which in 
turn has a sub buttons for degrees to rotate (Figure 4).  

3 EXPERIMENT AND DISCUSSIONS 

3.1 Preliminary Experiments 

We conducted some preliminary experiments using the proposed 
system. Figure 5 shows an experiment to replace a pipe and valve 
of a water meter in a residential house. The local platform is 
running on an iPad. The user walks around the meter and the local 
system reconstructs 3D meshes and textures of the meter and 
surrounding scenes. These meshes are sent to the remote user via 
the cloud server and then the remote user can view the 3D model. 
The remote user can navigate the 3D model in the VR environment 
by simply moving in the real world (a room in Figure 2) using 
Google cardboard and ARKit (Sec 2.2).  

In the experiment, the remote user needs to walk around to see 
the details of the meters from different perspectives and then she 
uses the floating menu to create a virtual pipe and valve in the VR 
environment. She also moves and turns her cardboard in her real-
world environment until placing the 3D pipe and valve at the 
correct 3D location, then she uses the floating menu to create 3D 
annotations. The entire animation (the motion trajectory of the 
virtual 3D models) has been sent back to the local side at the correct 
location in local user’s real-world environment so the local user can 
easily follow the animation and annotation to complete the task.  



We also performed the same experiment using Skype video chat 
[19] for collaboration, and a commercial software Vuforia chalk 
(free evaluation) [14]. The feedback from the participants show the 
proposed system is easier to understand and follow. 

Figure 5. (a) an image captured at the local side, (b) a textured 3D 
model was recovered at the local view and rendered in a VR 
environment at the remote side; (c) and (d) are the animation to 
demonstrate the pipe and valve replacement in the local and remote 
view, respectively. Note, both views have independent perspectives. 

3.2 Discussions 

There are several issues revealed through-out preliminary 
experiments: quality of the rendering, latency, and user experience. 
We discuss each of the issues and propose possible solutions as 
ongoing and future work. 

Quality. One concern is that the quality of 3D mesh (mobile 3D 
reconstruction using RGB images only) is not high. Is the proposed 
remote collaboration method still effective with the low-quality 3D 
model? The experiments reveal the 3D model improves the users’ 
spatial perception in the following aspects. 
a) The 3D mesh helps remote users to easily and accurately 

position a 3D annotation and superimpose a virtual 3D model 
at a specific 3D location. 

b) Because of the available 3D mesh, the proposed system offers 
users independent views which allows remote users to easily 
explore the 3D environment from different perspectives.  

Latency. Currently the system is configured with a few seconds 
of latency between the local and remote sides because the local side 
always needs to update the 3D scan and sends it to the remote user. 
Now we are working on reducing the latency. Once the first big 
mesh of the 3D scene has been sent to the cloud, we aim at only 
send the incremental updates of the local scan so the latency can be 
reduced and the collaboration process can achieve real-time 
performance. 

User Experience. We plan to conduct a comprehensive user 
study to test the proposed system applied to complete various 
remote tasks. We will evaluate the system with a baseline which 
only uses Skype video chat or Vuforia chalk for a remote 
collaboration task. The completion time will be recorded for all 
trails for performance analysis. Additionally, each user will 
complete a survey, including various questions such as ease of use, 
fatigue, awareness of remote actions, communication efficacy, ease 
of annotation and overall satisfaction rate. 

4 CONCLUSION 

In this paper, we propose MCoAVR, a lightweight remote 
collaboration system, with the integration of mobile AR and VR 
devices, which are more affordable and accessible. A local user 
uses an AR device to reconstruct simple 3D mesh models of the 
local environment. The 3D model is transmitted and rendered at the 
remote side on a mobile VR device, along with a simple and 
effective user interface. The proposed mobile A/VR solution allows 
a remote expert to easily manipulate the 3D scene on a mobile VR 
platform to guide the local user to complete a complex task. 
Furthermore, the solution offers an easy to use and significantly less 
expensive option, and therefore may be more practical training tool. 
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