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corporated in the algorithm, to provide a spectrally accurate method for eval-
uation of contributions from far integration regions, while highly-accurate
precomputations of singular and near-singular integrals over certain “surface
patches” together with two-dimensional Chebyshev transforms and suitable
surface-varying “rectangular-polar” changes of variables, are used to obtain
the contributions for singular and near-singular interactions. The overall in-
tegration method is then used in conjunction with the linear-algebra solver
GMRES to produce solutions for sound-soft open- and closed-surface scatter-
ing obstacles, including an application to an aircraft described by means of a
CAD representation. The approach is robust, fast, and highly accurate: use
of a few points per wavelength suffices for the algorithm to produce far-field
accuracies of a fraction of a percent, and slight increases in the discretization
densities give rise to significant accuracy improvements.
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1. Introduction

The solution of scattering problems by means of boundary integral representations has proven to be a game-
changer when the ratio of volume to surface scattering is large, where volumetric solvers become intractable due to
memory requirements and computational cost. At the heart of every boundary integral equation (BIE) solver lies an
integration strategy that must be able to handle the weakly singular integrals associated with the integral formulations
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of e.g. acoustic and electromagnetic scattering. Several approaches have been proposed to deal with this difficulty,
most notably those put forward in [1, 2, 3, 4, 5, 6].

For the problem of scattering by two-dimensional surfaces in three-dimensional space, which reduces to two-
dimensional weakly-singular integral equations over the scatterer’s surface, there is no simple high-order quadrature
rule of the type put forth in [7, 8, 9] for evaluation of weakly-singular operators associated with curves in two-
dimensional space. This makes the three-dimensional problem considerably more difficult than its two dimensional
counterpart. Therefore, a number of approaches have been proposed—including, notably, Nystrom, collocation and
Galerkin methodologies—for the evaluation of integral operators over two-dimensional surfaces. Nystrom methods
use a quadrature rule to evaluate integrals from a point-mesh discretization, with testing on the set of integration
points; the collocation approach finds a solution on a finite-dimensional space which satisfies the continuous BIE at
a set of collocation points; the Galerkin approach solves the BIE in a discrete weak form, using finite-element spaces
for both solution representation and testing.

In this contribution a Nystrom method is presented in which, as in [10], the far interactions are computed via
Fejér’s first quadrature rule, which yields spectrally accurate results for smooth integrands, while the integrals involv-
ing singular and near-singular kernels are obtained by relying on highly-accurate precomputed integrals (which are
produced by means of rectangular-polar changes of variables that vary with the observation point) of the kernels times
Chebyshev polynomials, together with Chebyshev expansions of the densities. The derivatives of the rectangular-polar
change of variables vanish at the kernel-singularity and geometric-singularity points, producing respectively “float-
ing” and fixed clustering around those points, and thus giving rise to high-order accuracy. The floating changes of
variables are analogous to those in the polar integration method [1], but differs in the fact that it is applied on a rect-
angular mesh, hence the “rectangular-polar” terminology we use. The sinh transform [11, 12] was also tested as an
alternative to the change of variables we eventually selected: the latter method was preferred as the sinh change of
variables does not appear to allow sufficient control on the distribution of discretization points along the integration
mesh, which is needed in order to accurately resolve the wavelength without use of an excessively fine discretization
mesh near singularities.

The proposed rectangular-polar approach, which yields high-order accuracy, leads to several additional desirable
properties. The proposed use of Chebyshev representations for the density, for example, allows for the evaluation of
differential geometry quantities needed for electromagnetic BIE by means differentiation of corresponding Chebyshev
series. Additionally, the nodes for Fejér’s first quadrature are the same as the nodes for the discrete orthogonality
property of Chebyshev polynomials, which make the computation of the Chebyshev transforms straightforward. In
addition to scattering by a bounded obstacle, this integral equation solver can also be used in the context of the
Windowed Green function method for scattering by unbounded obstacles such as layered media [13, 14, 15] and
waveguides [16].

The present paper demonstrates the effectiveness of the integration strategy through a variety of numerical exam-
ples. Although a convergence analysis of the methodology is not presented here, we suggest that a framework related
to that of [17] (which does establish the stability and convergence of a Nystrom integral-equation method based on
use of Fourier spectral expansions, albeit in a context characterized by use of overlapping patches and partitions of
unity), could be employed to analyze the stability and convergence of the present approach.

This paper is organized as follows. After basic preliminaries are put forth in Section 2, the proposed surface
representation structure is described in Section 3. The overall rectangular-polar integration strategy, including details
concerning the methodologies used to produce integrals for smooth, singular and near-singular kernels as well as edge-
singular integral densities, is presented in Section 4. A variety of numerical results for open and closed scattering
surfaces are then presented in Section 5, emphasizing the convergence properties of both the forward map (which
evaluates the action of the integral operator for a given density) as well as the full scattering solver, and demonstrating
the accuracy, generality, and speed of the proposed approach. Results of an application to a problem of scattering
by a geometry generated by CAD software is also presented in that section, demonstrating the applicability of the
proposed method to complex geometrical designs in science and engineering. Section 6, finally, presents a few
concluding remarks.

2. Preliminaries

For conciseness, we consider the problem of acoustic scattering by a sound-soft obstacle, though the methodology
proposed is also applicable to electromagnetic scattering and other integral-equation problems involving singular
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kernels.

Let Q denote the complement of an obstacle D in three-dimensional space, let I denote the boundary of the
obstacle, and call U™, U and U = U™ + U™ the incident, scattered and total fields, respectively. Then, the total
field U = U + U™ satisfies the Helmholtz equation

AU +KU(r) =0, reR\T, (D)

with wavenumber k = 27/A, and the scattered field U satisfies the Sommerfeld radiation condition as well as the
boundary condition

U (r) = —U™(r), rel. )

As is well known [9], the scattered field can be represented in terms of layer potentials—which reduce the scat-
tering problem to a boundary integral equation that contains singular kernels. The single- and double-layer potentials
are defined by

S50 = [N, reRAT, 3

T

7710 = [ e G, re BT, @
r on(r)

respectively, where G(r, r") = exp (ik|r — r’|)/4n|r — ¥’| is the free-space Green function of the Helmholtz equation, n
is the outward-pointing normal vector, and ¢ is the surface density.

In this paper, we demonstrate the proposed methodology through applications to two main scattering problems un-
der a unified scheme, namely, the problems of scattering by closed and open surfaces. These two important scattering
problems are briefly described in the following two sections.

2.1. Closed surfaces

For the case of a closed, bounded obstacle, we use a standard combined-field formulation [9]
U(r) = 2[¢1(r) - ikZ[¢1(r), reR’\T, %)
which leads to the second-kind integral equation at the boundary
1_ — L ;
3 o)+ Dl@](r) - ikS[@](r) = -U"(r), rerl, (6)

where the single- and double-layer boundary operators are defined as

SI710) = [ G B@do). rer, )

r

DigIn = [ LD o), ret, ®)
r on@’)

respectively.

This formulation is guaranteed to provide a unique density solution to the scattering problem considered here [9],
and, owing in part, to the second-kind character of this integral equation (for smooth surfaces), and as illustrated in
Table 2, the number of GMRES iterations required to attain a given residual for this equation remains essentially
bounded as k is increased.

In the case where geometrical edges and corners are present, which we consider in Section 5.2, the double-
layer operator is no longer compact [18, 19, 20], and hence the integral equation is not a second-kind equation. In
Section 5.2 we present numerical evidence showing that, even in this case, the proposed integration technique can
yield an accurate solution. For example, for the three-dimensional problem of scattering by a cube presented in 5.2,
far-field errors better than 10~ were achieved.
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2.2. Open surfaces

The combined field formulation (5) is not applicable for problems of scattering by open surfaces—since, for
example, the jump conditions for the double-layer potential over I' imply different field values on the two sides
of I', and, hence, this potential cannot satisfy a nontrivial Dirichlet boundary value problem on I'. A single-layer
formulation can be used for such purpose, however; in this case we have

Ut(r) = S19lr), reR’\T, ©)
which, for the boundary conditions (2), leads to a first-kind integral equation
S[91(r) = -U™@), rel. (10)

This is in fact the formulation recommended in [21] for the Dirichlet problem (see e.g. [Sec. 12]), even in presence of
the better-conditioned but more expensive second-kind formulation introduced in that contribution. (In the Neumann
case, which, for definiteness we do not consider here, the second-kind formulation is highly beneficial [21, Sec. 12].)

This paper utilizes the formulation (9), as recommended, but it adopts an alternative quadrature approach, which
is based once again on the proposed rectangular-polar paradigm. An important aspect of the open-surface case is that
the solution ¢ (r) is singular at the edge, with a singularity of the form

(1)

where d is the distance to the edge and @ is an infinitely differentiable function throughout the boundary, including
the edge, as reviewed in [21]. In that paper, a strategy based on quadrature rules for the exact singularity form
where introduced, together with the polar integration method [1]. We propose an alternative approach in which, in
addition of the polar-rectangular setup, a change of variables is introduced in the parametrization of the surface, whose
derivatives vanish at the edges and thus smoothens the integrands. Although not specifically tailored to the exact form
of the singularity at open-surface edges, the proposed algorithm does provide a robust, highly-accurate, efficient and
simple approach for the treatment of the density-singularities that arise for open surfaces—which, importantly, applies
seamlessly to the closed-surface edge case, for which the degree of the singularity depends on the edge angle, which
may itself vary along the edge.

3. Surface representation

The proposed method assumes the scattering surface, whether closed or open, is described by a set of M non-
overlapping “logically-quadrilateral” (LQ) parametrized patches. This geometrical description is particularly well
suited for designs generated by CAD software, which generally can export surface representations in terms of
NURBS-based models—that is, parametrizations expressed in terms of certain types of Rational B-Splines. In fact,
the potential afforded by direct use of CAD-exported representations (without the expense, difficulty and accuracy de-
terioration inherent in the use of surface triangulations) provided the driving force leading to this paper: each NURBS
trimmed surface can be “quadrilateralized” without great difficulty, which lends the method essentially complete
geometric generality and a remarkable ease of use.

In the proposed approach, then, the scattering surface I' is partitioned on the basis of a finite number M of
parametrizations

7 -L1P >R (g=1,2,...,M),

each one of which maps the unit square [—1, 1] in the (s, #)-plane onto an LQ patch within I'. Since we require the
system of LQ patches to cover I', we have, in particular

M
r= Urq where T9={F(s.0) | (s.0) € [-1,1]%}. (12)
g=1

Clearly, any r-dependent combination I = I(r) of integrals over I', of the types considered in Sections 2.1 and 2.2,
can be decomposed as a sum of integrals /9(r) over the various patches. In particular, the integral representations and
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boundary operators considered in those sections can be expressed in the form

I(r) = i I9(r), where (13)
¢=1
I(r) = frq H(r, )@ (r)do(r), (14)
with
Hrr) = % — ikG(r,r"), (Closed surface), (15)
G(r,r), (Open surface).

In the following section we propose a methodology for accurate numerical evaluation of the integrals /9(r) for a
given discrete approximation of the density ¢ (r’). The solution to the integral equation problem then follows via an
application of the iterative linear-algebra solver GMRES.

4. Integration strategy

The integration scheme we present consists of three main components: (1) Use of Fejér’s first quadrature rule to
compute integrals between patches that are “far” away from each other, (2) A rectangular-polar high-order accurate
quadrature rule for self-patch and near-patch singular integrals, and (3) A change of variables that resolves the density
singularities that arise at edges.

Using, for each g, the parametrization 7, the integral (14) can be expressed in the form

1 pl
19(r) = f f H'(r, 5,007, 0@ (s, )ds dr, (reT), (16)
-1J-1
where J4 (s, t) denotes the surface Jacobian, and where
H (r,s,0) = H(r,7%s, 1), (17)
?l(s,0) = @ (F'(s,1). (13)

The strategy proposed for evaluation of the integral in equation (16) depends on the proximity of the point r to the g-th
patch I'?. For points r that are farther from I'? than a certain “proximity distance” ¢ > 0, Fejér’s first quadrature rule
is used as detailed in Section 4.2. A special technique, the rectangular-polar method, is then presented in Section 4.3
to treat points whose distance to I'? patch is less than or equal to §. The method we use for selection of specific
values of the proximity distance ¢ is discussed in Section 4.6. Prior to the presentation of these smooth, singular and
near-singular integration methods, Section 4.1 describes the singular character of integral-equation densities at edges,
and it proposes a methodology, which is incorporated in the subsequent sections, for edge treatment in a high-order
accurate fashion.

4.1. Density singularities along edges

The sharp edges encountered in general geometric structures have provided a persistent source of difficulties to
integral equation methods and other scattering solvers. The presence of edges leads to (integrable) singularities in
the density solutions in both the open-surface [21] and closed-surface [22, 23] cases. The strength of the singularity,
however, depends on the formulation and, for closed-surfaces, on the angle at the edge, which is generally not constant.

In order to tackle this difficulty in a general and robust manner, we introduce a change of variables on the
parametrization variables (s, ), a number of whose derivatives vanish along edges. Such changes of variables can
be devised on the basis of mappings such as the one presented in [9, Sec. 3.5], which is given by

[v(7)]?
(D1 + [v2r —1))P°

0<71<2m, (19)

w(t) =2n
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--No Edge
—-Edge atu= +1
-=Edge at u=-1
-e-Edge at u=+1

Fig. 1: Changes of variables (equations (21) and (22)) used to resolve edge-singularities in the density.

where

v(T):(%—%)(ﬂ;T)3+%(T;ﬂ)+%. (20)

It is easy to check that the derivatives of w(7) up to order p — 1 vanish at the endpoints. The function w(7) can then be
used to construct a change of variables to accurately resolve the edge singularities while mapping the interval [—1, 1]
to itself. The change-of-variable mappings we use are given by

u, No edge on s
i) = -1+ twnlu+1)), Edges at s + 1 21

SN0 = —1+%w(’2—’[u+l]), Edge at s = —1 only

=3+ 2w(7+%[u+1]), Edgeats=1only
and similarly

v, No edge on ¢
“1+iwEp+1), Edges at t + 1

t=af0) =9 5 _ 22)
_1+;w(§[v+1]), Edge at 7 = —1 only
_3+%W(n+’§’[v+1]), Edge att = 1 only

Incorporating the changes of variables (21) and (22), the integral in equation (16) becomes an integral in which a
weakly singular kernel is applied to a finitely smooth function:

I(r) = j:: [: HI(r, u,v)J9(u, v)CiZf] (u)%(v)goq(u, vdudv, rerT, (23)
where
H(r,u,v) = H' (r,nd @), n/' ), (24)
¢u,v) = @ (0,0 ), (25)
ri(u,v) = (0l ), nf 1), (26)
J9u,v) = J9(s, 1). 27)

(The high-order edge-vanishing factors in the integrand smooth-out any possible edge singularities in the density
¢? [9].) The proposed algorithm evaluates such integrals by means of the “smooth-density methods” described in
Sections 4.2 and 4.3 below.
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4.2. Non-adjacent integration

The algorithm we use for the evaluation of the quantity 79(r), defined by (16), is based on the reformulation (23)—
which, in view of (21) and (22), takes into account all the possible edge/no-edge combinations that may occur within
an integration patch. (The algorithm does assume that geometric singularities may only appear along patch bound-
aries.)

In the “non-adjacent” integration case considered in this section, in which the point r is at the distance larger
than or equal to the proximity distance ¢, the integrand in (23) is “sufficiently smooth”—on account of, both, the
smoothness of the integral kernel for arguments larger than or equal to J, as well as the changes of variables inherent
in that equation, which, in particular, give rise to edge-vanishing derivative factors that smooth-out any possible
edge-singularity in the density ¢? itself. Using well known asymptotics of edge singularities it is easy to check
that the vanishing derivatives indeed smooth out all possible edge singularities, to any desired order of smoothness,
provided a sufficiently high value of p is used [9]. Values of p as low as p = 2 are often found to be adequately
useful, for accuracies of the order of 1%. Use of larger values of p, of the orders of four to six or above, can enable
significantly faster convergence and lower computing costs for higher accuracies. But use of such values do require
special treatment of certain types of Green-function cancellations, as described in [24, Sec. A.3], that occur in the
case of the double-layer operator. For simplicity, in the present contribution all such challenges are avoided: only
changes of variables (19) with the value p = 2 are used, and then, avoiding use of excessively fine meshes—so that
the cancellation errors under consideration turn out to be negligible. But the method in [24, Sec. A.3] can be applied
in the present context to eliminate all numerical cancellation errors.

In view of the smoothness of the integrands for the non-adjacent case considered presently, then, the integral
in (23) can be evaluated accurately on the basis of any given high-order quadrature rule. Our implementation uti-
lizes Fejér’s first quadrature rule [25], which effectively exploits the discrete orthogonality property satisfied by the
Chebyshev polynomials in the Chebyshev meshes used. The Chebyshev discrete orthogonality property also enables
straightforward computation of the two-dimensional Chebyshev transforms that are required as part of the singular
and near-singular integration algorithms described in Section 4.3.

For a discretization using N points, the nodes and weights of Fejér’s first quadrature rule are given by

2j+1
x,-:cos(n’ ) i=0,... N1, (28)
N
[N/2] .
2 1 2j+1 .
w.j—ﬁ(1—2;4€2_lcos(€n ~ )] j=0,...,N—1, (29)
respectively. Then using the Cartesian-product discretization {u; = x;i = 0,..., N,/ = 1} x{v; = x;|j = 0,..., NS - 1},

the integral in (16) can be approximated by the quadrature expression

NJ-1NJ]-1

dnd dn/
1(r) ~ Z; EO] B, w0 i v)— e —owiw @y, 1€ Q0. (30)
oL

where Qg,(s represents the set of points that are at a distance larger than or equal to ¢ from the g-th integration patch
I.

4.3. Singular “rectangular-polar” integration algorithm and a new edge-resolved integral unknown

Like Section 4.2, the present section concerns the problem of evaluation the quantity /9(r) on the basis of the
reformulation (23). In contrast with Section 4.2, however, the treatment presented here concerns the singular and
near-singular cases—in which the evaluation point r is either on the g-th integration patch itself or at a distance
smaller than the proximity distance ¢ from it—wherein the Green function singularity cannot be ignored without
compromising accuracy. (The determination of proximity distance values ¢ is discussed in Section 4.6.) The set of
all singular and near-singular points for the g-th patch will be denoted by 92’6. The problem of evaluation of /7 for
re QZ"S presents a significant challenge in view of the singularity of the kernel ﬁ(r, ryatr=r.

In order to deal with this difficulty, we utilize once again smoothing changes of variables whose derivatives vanish
at the singularity or, for nearly singular problems, at the point in the g-th patch that is closest to the singularity. In
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0
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Fig. 2: Figures (a) and (b) show the changes of variables (equation (40)) used to resolve the kernel singularity for two different values of «.
Figure (c) presents the mesh, in both parameter and, in inset, real space, produced by the rectangular-polar change of variables to resolve the kernel
singularity located at the point marked in red. Figure (d) presents the case for which the target point in red is oft-patch from the near source patch
(in yellow), with the projection point depicted in blue.

previous implementations [1, 21], such changes of variables required interpolation of the density ¢? from the fixed
nodes (u;, v;) to the new integration points. The interpolation step, though viable, can amount to a significant portion
of the overall cost. We thus propose, instead, use of a precomputation scheme for which integrals of the kernel times
Chebyshev polynomials are evaluated with high accuracy (cf. (35)). Since Chebyshev polynomials can easily be
evaluated at any point in their domain of definition, this approach does not require an interpolation step. And, since
these integrals are independent of the density, they need only be computed once at the beginning of any application of
the algorithm, and reused in the algorithm as part of any necessary integration processes in subsequent linear-algebra
(GMRES) iterations. Thus, for a given density ¢, the overall quantity /9(r) with r € Q;"S can be computed by first
obtaining the Chebyshev expansion

NI-1NI-1

P~ Y Y al T T, (31)
m=0 n=0
of the modified edge-resolved (smooth) density
dnd  dn
Wi v) = S = g, ),
du dv

and then applying the precomputed integrals for Chebyshev densities.
In detail, the necessary Chebyshev coefficients afl ,, are given by the relation [26]

NI-1NJ-1
Ay
hon = NN ZO ZO] Wi, v )T ) T (V) (32)
j=0 =
that results from the discrete-orthogonality property enjoyed by Chebyshev polynomials, where
1, n=0,
wm=1" (33)

2, n#0.



O.P. Bruno, E. Garza/Journal of Computational Physics (2020) 9

As is well known, the Chebyshev coeflicients @, can be computed in a fast manner either by means of the FFT
algorithm or, for small expansion orders, by means of partial summation [27, Sec. 10.2]. In practice, relatively small
orders and numbers of discretization points are used, and we thus opted for the partial summation strategy.

Using the expansion (31) we then obtain

1 1 NI-1 NI-1
1(r) = f f HY(r, ) 9u) | D> aluTa) () |du dv (34)
-1J-1 m=0 n=0
from which, exchanging the integrals with the sum, it follows that
NJ-1NJI-1 1 Al
= > dl, f f HY(r, 4, v)J(u, V)T, () T (v) du dv., (35)
m=0 n=0 -1l

As mentioned above, the double integrals on the right-hand side of this equation are independent of the density: for
each ¢, they only depend on the geometry, the kernel, and the target point r € Q;"s. For the computation of the forward
map, we need, in particular, to evaluate 79(r) for all discretization points r € QZ"S. Thus, in the proposed strategy, the
integral in (35) must be precomputed for each g and for each combination of a target point r € 92’6 and a relevant
product of Chebyshev polynomials. Denoting the set of all discretization points by

x = (e nf o)) g =1 M, =0, NI=1, j=0,.. N -1}, (56)

and using the weights

1 1
= f f HO(re, u, v)J(u, V)T, ()T, (v) du dv,  for each ry € {y N QF°}, (37)
-1J-1

equation (35) becomes
I9(re) = Bl (38)

We now turn our attention to the accurate evaluation of the integrals in equation (37). The previous method [1]
utilizes (in a different context, and without precomputations) a polar change of variables that cancels the kernel
singularity and thus gives rise to high-order integration. Reference [1] relies on overlapping parametrized patches
and partitions of unity to facilitate the polar-integration step. In the case in which non-overlapping LQ patches are
utilized, the use of polar integration requires design of complex quadratures near all patch boundaries [21]. To avoid
these difficulties, we propose use of certain “rectangular-polar” changes of variables which, like the edge changes-of-
variables utilized in Section 4.2, are based on use of the functions (19)—(20) for suitable values of p.

We thus seek to devise a rectangular-polar integration strategy that can accurately treat the kernel singularity for
both the self-patch problem (in which the singularity lies on the integration patch and for which changes of variables
should have vanishing derivatives at the target point r,), and the near-singular problem (in which vanishing change-
of-variable derivatives should occur at the point in the g-th patch that is closest to the observation point r). To achieve
this, it is necessary to consider the value

(ﬁ;’,\_zf) = argmin |r,—réu,v)|, (39)
um)el-1,12

which can be found by means of an appropriate minimization algorithm. In view of its robustness and simplicity,
our method utilizes the golden section search algorithm (see [26, Sec. 10.2]) for this purpose, with initial bounds
obtained from a direct minimization over all of the the original discretization points r, in the patch. Relying on
the coordinates (39) of the projection point in the near-singular case, and using the same notation (ﬁ[q ,\7;]) for the
coordinates of the singular point in the self-patch problem, the relevant rectangular-polar change of variable can be
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constructed on the basis of the one-dimensional change of variables

o+ m)w(ﬂl‘rl), fora # +1,

&o(T) = a—(lza)W(ﬂ

i

Figure 2 depicts the rectangular-polar change of variables for @ values of (a) 0 and (b) 0.5, as well as the resulting
two-dimensional grids for the case where the target point lies in the source patch (c) and when the target point is
off-patch (d).

Indeed, a new use of Fejér’s first quadrature rule now yields

751'), fora =1, (40)

+1
T2 '), fora = —1.

Ny-1 Ni=1
. L gl L gl 0 £\ gl vl
e 3 3O () 1 () T, () T () 5, @
j=0 =0
where
ul =& (x), fori=0,... Nj-1, (42)
v = g (x;), forj=0,..,Ny—1, (43)
are the new quadrature points, and where
war _ 950 foric 0 NE— 1 (44)
i = @), fori=0.....Ny-1,
déga
gl _ Ve ) . v _
e (x]), fOI‘j—O,...,Nﬁ 1, (45)

denote the corresponding change-of-variable weights. Using sufficiently large numbers Nj and Ny of discretization
points along the u and v directions to accurately resolve the challenging integrands, all singular and near-singular
problems can be treated with high accuracy under discretizations that are not excessively fine (see Figure 3). For
points that are closer than a certain prescribed tolerance, usually of the order 10714, the kernel values are set to zero
to avoid zero denominators.

4.4. Computational cost

Let us now estimate the computational cost for the proposed method, focusing on the adjacent (singular and near-
singular) integration problem. (The cost of the non-adjacent interactions arises trivially from a double sum, and can
be accelerated by means of either an equivalent source scheme [1, 28] or by a fast multipole approach [29].)

For the purposes of our computing-time estimates, let N denote the maximum of the one dimensional discretization
sizes N,! and N,J over all patches (1 < g < M), and let N él ose denote the maximum, over all the patches, of the numbers
of discretization points that are close to the patch (i.e., that are contained in QZ"S), but which are not contained in the
g-th patch. Additionally, let N 3 =Ny =Ng denote the number of quadrature points used for singular precomputations.
With these notations we obtain the following estimates in terms of the (bounded) integer N (of the order of one to a
few tens); the (large, proportional to the square of the frequency, for large frequencies) number M of patches, and the
related (bounded) parameters Ny (of the order of one to a few hundreds):

e Cost of precomputations: O(MN;N (N> +N’, ) operations (partial summation).

close

o Cost of forward map:

— Chebysheyv transform (partial summation): O(MN 3 operations.

— Singular and near-singular interactions: O(MN*(N* + N’

! lose)) Operations.

— Non-adjacent interactions O((M — 1)>N*) operations (or O(M®N*) operations with a significantly smaller
than two if adequate acceleration algorithms are utilized).
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4.5. Patch splitting for large problems

Each patch requires creation and storage of a set of self-interaction weights ﬁnqj,,{;, forg=1,...,M,n=1,...,N,
m=1,...,Nand £ = 1,...,N?, at a total storage cost of O(MN*) double-precision complex-valued numbers.
Additionally, weights also need to be stored for the N/, near-singular points for each patch, and are dependent on
the target point, then the total storage for the singular and near-singular weights is O(MN* + MNZNL"los -

In order to eliminate the need to evaluate and store a large number of weights that result as N is increased, it is
possible to instead increase the number M of patches—which causes the necessary number of weights to grow only
linearly. In these regards it is useful to consider the following rule of thumb: in practice, as soon as the wavelength is
accurately resolved by the single-patch algorithm, due to the spectral accuracy of Fejér’s first quadrature, only a few
additional points per patch are needed to produce accuracies of the order of several digits. In view of the estimates in
this and the previous section, parameter selections can easily be made by seeking to optimize the overall computing
time given the desired accuracy and available memory.

4.6. Practical determination of the proximity distance 6

As indicated in the introductory paragraphs of Section 4, the specialized singular/near-singular rectangular-polar
integration algorithm described in Section 4.3 is only used for evaluation of the integral /9(r) at points r in the set Qf,’(s
of surface points whose distance to I'? is less than or equal to a certain “proximity distance” d. For surface points r
in the (closed) complementary set Qg"i, whose distance from I'? is greater than or equal to J, the Fejér-based “smooth
integrand” non-adjacent integration algorithm introduced in Section 4.2 is used instead.

Clearly, any value ¢ > 0 results in a valid overall algorithm for evaluation of 7(r), but the accuracy and efficiency
of the method can be critically affected by the particular selection made for this parameter. Indeed, use of excessively
small values of § would lead to application of the non-adjacent integration rule for functions that are nearly singular—
which would result in reduced accuracy. Use of excessively large values of ¢, in turn, would cause the singular
integration algorithm to be used in the evaluation of integrals with smooth integrands—which could be obtained,
with equally high accuracy but much more efficiently by means of the non-adjacent integration approach. (Note that
variations in the ¢ value only affect the computational cost of the precomputation scheme described in Section 4.3: in
presence of all the necessary precomputed quantities, the forward-map evaluation cost is independent of the value of
6 used.)

Fortunately it is not difficult to obtain reasonable values of the § parameter for any given scattering surface I'.
Useful values of ¢ for a spherical scatterer can easily be obtained by quantifying forward-map errors by means of
the spherical eigenfunction test method presented in Section 5.1; similar accuracies then result for general surface
densities containing frequencies comparable to those in a given eigenfunction test. In presence of such accuracy esti-
mation method, the § parameter may be obtained by optimization via inspection of the errors resulting for a sequence
of selected prospective ¢ values. The optimal ¢ values do not vary rapidly with either the frequency or the accuracy-
tolerance imposed (values around 6 = 0.1 or 6 = 0.2 were typically used in the test cases for spherical scatterers), and
they can further be used for any given surface—allowing that possible additional corrections of this parameter may
be beneficial in particular cases to account for geometric variations in geometric detail. Such optimization correc-
tions could be performed on the basis of accuracy estimates for the foward map algorithm on the given surface, with
accuracies determined by means of mesh-resolution studies for representative closed-form integral densities ¢ (such
as, e.g. @ = U™ for the left-hand operator in equation (6)). Additional corrections may also prove advantageous
whenever I' contains geometric singularities such as corners or edges; in such cases the test integral densities used
should incorporate singularities of the types known to exist at edges and corners in addition to the oscillatory behavior
of the incident field.

Even in absence of any such corrections, however, the ¢ values obtained by the spherical-eigenfunction method
have been found widely applicable and can reliably be utilized in absence of additional geometry-related optimiza-
tions. For example, all of the numerical results presented in this paper were produced on the basis of the optimized
& parameter value obtained by requiring overall forward-map errors of the order of 10~'* for the eigenfunction test
problem considered in Section 5.1; use of additionally optimized § values could have provided somewhat improved
efficiency at the expense of additional preparation effort for each problem or group of problems.

5. Numerical results

This section presents a variety of numerical examples demonstrating the effectiveness of the proposed methodol-
ogy. The particular implementation for the numerical experiments was programmed in Fortran and parallelized using
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OpenMP. The runs were performed on a single node of a dual socket Dell R420 with two Intel Xenon E5-2670 v3
2.3 GHz, 128GB of RAM. Unless otherwise stated, all runs where performed using 24 cores. Visualization of the
three-dimensional geometries and acoustic fields was done using Vislt [30].
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Fig. 3: Forward-map convergence for the combined field formulation over the unit sphere. Figure (a) displays the error as the number N of points
per patch per dimension is increased for different values of Ng. Figure (b) demonstrates the high-order convergence for the singular integrals as
N is increased. Figure (c) displays the optimal values of N and Ng for a given prescribed error. In (a)-(c) k = 2x. Figure (d) demonstrates the
convergence for a range of values of k while keeping the number of patches fixed.

5.1. Performance tests for the spherical scatterer

The accuracy of the overall solver depends critically on the accuracy of the numerical forward map operator,
and, accordingly, in this section we first study forward-map errors. In particular, we demonstrate that the proposed
methodology yields uniformly accurate evaluations of the action of the integral operator throughout the surface of
the scatterer. To do so, we consider the eigenfunctions and eigenvalues of the single- and double-layer operators for
Helmbholtz equation [31, Sec. 3.2.3]:

SV} (6, 9)] = kje(hy ()Y]'(0, ¢), (46)

m _kRL o d md .
DIY;"(0,¢)] = > ]f(k)@hg (k) + hy, TRk

(k)| Y0, ), (47)
where j/(k) and h(fl)(k) are the spherical Bessel function of the first kind and spherical Hankel function respectively,
and where Y'(6, ¢) are the spherical harmonics. (For the spherical Hankel function hi,l)(z) we have used the convention

in [31]: hi,l)(z) = —yi(z) + 1 ji(z), where y, is the ¢-th Neumann function.)
Figure 3 demonstrates the convergence that results as the proposed discrete combined field operator is applied
to the spherical-harmonic (5, 2), showing, in particular, that the method is capable of obtaining accuracies close to
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Fig. 4: (a) Mesh, (b) Forward map, and (c) Pointwise error for a (3, 2)-spherical-harmonic density using a mesh with N = 50 and Ng = 850. The
error is uniformly close to machine precision.

machine precision in the evaluation of forward maps. Figure 4 displays the spatial distribution of the (near-machine-
precision) forward-map error resulting from the discretization described in the figure caption, with errors computed by
comparison with the exact result that follows from (46)-(47). It is worth noting that for the double-layer operator, the
evaluation of the quantity n(r’) - (r—r’)/|r—r’|? is particularly prone to cancellation errors, and to achieve small errors
(107 or smaller), special treatment is required. For the particular case of the sphere, the aforementioned quantity can
be computed exactly (which is used to obtain the plots in Figure 3), while for more complex geometries, a special
treatment based on the curvature of the surface can be used [1].

; - | y
—
-1 -O +1

257 x 10~ 514 x 10-3

Fig. 5: (a) Mesh, (b) Forward map, and (c) Pointwise error for the (10, 5)-spherical-harmonic density. The figures demonstrate the effect of the
patch splitting strategy for high frequencies. In this case kK = 100 which corresponds to scattering by a sphere 31.84 in diameter, using 6 X 8 X 8
patches (8 x 8 subpatches in each one of 6 initial patches) with N = 14.

As indicated in Section 4.5, for high-frequency problems it is beneficial to split the patches into smaller ones rather
than increasing the numbers of points per patch, given that the storage only grows linearly as the number of patches is
increased while keeping the number of points per patch constant. In order to determine the optimal balance between
accuracy and efficiency, it must be considered that there are two factors that determine the accuracy of the method:
(1) The order N of the Chebyshev expansions used (i.e. the number of points per patch per dimension), and (2) The
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number of points per wavelength. Figure 5 displays the pointwise error in the forward map for a high frequency case.
Table 1 presents results for a sphere-scattering problem under several simple patch-splitting configurations. The
number of points per wavelength reported in this table is calculated by means of the formula

Points per A = 48)

N
L/x
where L? = 47/M denotes the average area of the M quadrilateral patches on the sphere. Clearly the method rapidly
produces very high accuracies for small numbers of points-per-wavelength. Table 2 presents results for a range of
values of the wavenumber, demonstrating in particular that, as suggested in Section 2.1, for the second-kind formu-
lation we use, the number of iterations required by the GMRES solver to meet a given tolerance remains essentially
bounded as k increases. Table 3, finally, demonstrates the solution’s convergence to an error less than 107%, as the
numbers of points per wavelength are increased for a fixed set of patches.

N | Ng Patches Points per 4 | Unknowns | Time (prec.) | Time (1 iter.) | GMRES Iter. Error

8 [ 50| 6x5x%5 1.7 9,600 1.09 s 0.17 s 76 19.3%
121 60 | 6x5x%x5 2.6 21,600 2.05s 0.83s 41 13.4%
16 | 80 | 6x5x5 3.5 38,400 5.175s 2.88s 34 3.80%
8 | 50 | 6x10x10 3.5 38,400 16.5s 2.74s 37 2.92%
12 | 70 | 6 x10x 10 5.2 86,400 2493 s 13.51s 30 0.111%
16 | 90 | 6 x 10x 10 6.9 153,600 58.87 s 42.23 s 27 0.00251%

Table 1: Errors in the far field (relative to the maximum far field value) for the solution of scattering by a sphere of diameter 31.81. (The GMRES
tolerance was set to 1 x 107°.) All computing times reported correspond to runs on 24 computing cores.

k N Patches Points per 4 | Unknowns | Time (prec.) | Time (1 iter.) | GMRES Iter. Error

1.0 8 6x1x1 34.7 384 0.06 s <0.01s 7 0.0039%
100 | 10| 6x2x2 8.7 2,400 0.23s 0.01s 13 0.057%
250 | 14| 6x3x3 7.3 10,584 1.13s 0.21s 16 0.0070%
500 | 16 | 6x5x%x8 6.9 38,400 7.39 s 2.58s 27 0.0062%
750 | 16 | 6x8x%x8 7.4 98,304 30.25 s 1721 s 21 0.0030%
100.0 | 16 | 6 x10x 10 6.9 153,600 68.85 s 42.14 s 22 0.0026%

Table 2: Number of GMRES iterations and other parameters as a function of the wavenumber for the scattering by a unit sphere. (The GMRES
tolerance was set to 1 x 107.) A fixed value of Ng = 100 was used in all cases considered in this table, and the patch splitting and values of N
where chosen to keep the number of points per A close to eight (except for the case k = 1 for which, in order to resolve the geometry itself, a larger
number of points per A was used.).

N | Points per 4 | Unknowns | Time (prec.) | Time (1 iter.) | GMRES Iter. Error

10 6.91 600 0.25s <0.01s 28 1.43 x 10°%
15 10.36 1,350 0.50 s <0.01s 26 4.84 x 107%%
20 13.82 2,400 1.56s 0.01s 25 1.30x 107°%
25 17.27 3,750 2.78 s 0.02s 23 1.31 x 107%%
30 20.73 5,400 10.07 s 0.04 s 23 4.69 x 107°%
35 24.18 7,350 25.33s 0.07 s 23 8.98 x 1077%

Table 3: Convergence of the far-field solution for the scattering by a unit sphere (k = 27/10). For this table, the GMRES tolerance was set to
1 x 1074, and the original 6 patch configuration (no splitting) was used.

5.2. Edge geometries

As mentioned previously, the important problem of scattering by obstacles containing edges and corners presents
a number of difficulties, including density and kernel singularities at the edges. In Figure 6(a) we demonstrate the
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performance of the method for a cube geometry, by computing the error in the far field with respect to a reference
solution obtained by using a very fine discretization. Figure 7 shows the scattering solution by a cube of side 5A.

As it can be seen from Figure 6(a), when there is no edge change of variables, the method presents modest
convergence rates in the far field solution for the cube. Coarse resolutions don’t resolve the densities near the edges
properly, but at around 20 points per patch (for this particular case), the error rate settles, and about one digit of
accuracy is gained—from 1073 to 10~°*—when increasing the discretization from N = 20 to N = 30, i.e. from 2,400
discretization points to 5,400. On the other hand, when using the edge change of variables, for coarse resolutions
the error is slightly worse given that more points are clustered around the edges, hence not resolving as well the
oscillatory nature of the densities in the middle regions of the patches. However, at around 15 points per patch (per
dimension), the use of the change of variables leads to better errors. Increasing N from N = 20 to N = 30 results in a
decrease in the error by two orders of magnitude, from 1076 to 1078, where the error for N = 30 is 100 times smaller
than the error obtained without the use of edge change of variables.

Cube (a) . Disk (b)
T T 10 T T T
0 —eo—With edge change of var. L —eo—With edge change of var.
107+ ——No change of var. E 1021 ——No change of var.
4t
102 10 ]
- = -
E 2 10
M 10" £a)
108}
10 -6 10 -10 |
10 -12 |
108 ‘ ‘ ‘ ‘ ‘
0 10 20 30 0 10 20 30 40
N N

Fig. 6: (a) Maximum (absolute) far-field error for the problem of scattering by a cube of size 2 X 2 X 2 with k = 1. The plot shows results obtained
excluding use of an edge change of variables (in green triangles) and including an edge change of variables with p = 2 (in blue circles). The
maximum value of the far field for the reference solution equals 2.144. (b) Maximum (absolute) far-field error for the problem of scattering by a
disk of radius 1 with £ = 1. The plot shows both the curve excluding changes of variables (in green) and including a p = 4 change of variables (in
blue). The maximum value of the far field for the reference solution equals 0.7284. In all cases, a sufficiently small GMRES tolerance was used to
ensure that accuracy limitations do not arise from a lack of convergence in the GMRES iterative solver.

5.3. Open surfaces

Methods for open surfaces typically suffer from low accuracies, or, alternatively, they require complex treatment
at edges. The approach presented here is a straightforward application of the rectangular-polar method, with a change
of variables at the edges, as described in Section 4.3. As demonstrated in Figure 6(b), which presents the convergence
plot for the far field solution scattered by a disk, the method is robust and high-order accurate. Figure 8 shows the
scattering solution for the problem of scattering by a disk 54 in radius.

Figure 6(b) shows how the use of the edge change of variables leads to a dramatic increase in the convergence rate
for the case of open surfaces. Similarly to the case of the cube, a more modest convergence rate results if the change
of variables is not employed: increasing N from N = 20 to N = 30 results in a decrease in error by approximately
one digit. But an error of 107!? is achieved with N = 22 (a total of 2,420 points) in the case in which the edge change
of variables was used. The open surface case benefits more dramatically from the change of variables than the cube,
since in this case the change of variables with even powers (which we use), results in exact cancellation of the density
singularity [21].

5.4. CAD geometries

As indicated in Section 3, CAD designs can be re-expressed as a union of logically-quadrilateral explicitly
parametrized patches, and they are thus particularly well suited for use in conjunction with the proposed rectangular-
polar solver. To demonstrate the applicability of the solver to such general type of geometry descriptions, Figure 9
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—
L

Fig. 8: Scattering by a disk of diameter 104 with an incident field perpendicular to the disk. Figure (a) displays the patch discretization, Figure (b)
presents the real part of the field, and Figures (c)-(e) display three different views of the intensity |U|*. In particular, these figures demonstrate the
appearance of the well-known Poisson spot (also known as Arago spot and Fresnel bright spot) clearly visible at the center of Figure (c).

presents a convergence test for the acoustic scattering by a glider CAD design [32] consisting of 148 patches. Fig-
ure 10 shows the resulting fields by an incident plane wave incoming from above the glider — in this case, the patches
where split into a total of 334 patches to have pairwise similar dimensions and accurately resolve the wavelength.
The results in Figure 10 were obtained using a total of 36 GMRES iterations (reaching a residual of 1 x 10~°). Patch
discretizations containing 26 X 26 points per patch and a value of Ng = 80 were used, leading to a total of 225,784
unknowns. The solution required computing times of 7.2 minutes and 57.42 minutes for the precomputation and
GMRES solution (all 36 iterations), respectively. Additionally, the evaluation of the fields on fine (800 x 800) grids
over three orthogonal planes required 16.8 minutes.
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N

Fig. 9: Figure (a) shows the maximum (absolute) far-field error for the problem of scattering by a glider geometry with k = 1. The reference
density solution is shown in (b) and (c) shows the 148 patch discretization. For this convergence test, the longest distance between any two points
on the aircraft surface is ~ 2.09 wavelengths, while the wingspan is ~ 1.43 wavelengths.

Fig. 10: Scattering by the glider geometry. In this case, 4 = 0.5 which results in about 26 wavelengths from the nose to the tail of the aircraft,
and 18 wavelengths across the wingspan. The patches where subdivided to obtain, in all, 334 patches of pairwise similar dimensions. Figures (a)
and (b) display the discretization and patch structure of the geometry. The real part of the density is shown in Figure (c). Figure (d) displays the real
part of the scattered field along with the absolute value squared of the density at the surface. The intensity of the fields are presented in Figures (e)
and (f) for two different view angles.

6. Conclusions

We have presented a rectangular-polar integration strategy for the types of singular kernels that arise in the context
of boundary integral equations in scattering theory. The methodology was then used in conjunction with the GMRES
linear algebra solver to produce solutions of problems of scattering by obstacles containing open and closed, smooth
and non-smooth, scattering surfaces. As demonstrated by a variety of examples presented in Section 5, the overall
solver produces results with high-order accuracy, and the rectangular patch description of the geometry makes the
algorithm particularly well-suited for application to engineering configurations—where the scattering objects are
prescribed in standard (but generally highly complex) CAD representations.
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The proposed methodology has been presented in the context of sound-soft acoustic scattering, but the solver can
also be used in sound-hard case as well—since kernels can be used in that case [33] that are identical, in character,
to the ones we have considered in the present contribution. Preliminary results have shown that this solver is also
suitable for electromagnetic scattering in both the PEC and dielectric cases. The numerical examples presented in
this paper suggest that the proposed methodology affords a fast, accurate and versatile high-order integration and
solution methodology for the problem of scattering by arbitrary engineering structures which, when combined with
appropriate acceleration methods, should result in an accurate solver for highly complex, electrically or acoustically
large problems of propagation and scattering.
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