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Abstract

We present and analyze a uniquely solvable and unconditionally energy stable numerical
scheme for the ternary Cahn-Hilliard system, with a polynomial pattern nonlinear free energy
expansion. One key difficulty is associated with presence of the three mass components,
though a total mass constraint reduces this to two components. Another numerical challenge
is to ensure the energy stability for the nonlinear energy functional in the mixed product
form, which turns out to be non-convex, non-concave in the three-phase space. To overcome
this subtle difficulty, we add a few auxiliary terms to make the combined energy functional
convex in the three-phase space, and this, in turn, yields a convex-concave decomposition
of the physical energy in the ternary system. Consequently, both the unique solvability and
the unconditional energy stability of the proposed numerical scheme are established at a
theoretical level. In addition, an optimal rate convergence analysis in the £>°(0, T'; H N l) N
2 0, T:H 1{,) norm is provided, with Fourier pseudo-spectral discretization in space, which
is the first such result in this field. To deal with the nonlinear implicit equations at each time
step, we apply an efficient preconditioned steepest descent (PSD) algorithm. A second order
accurate, modified BDF scheme is also discussed. A few numerical results are presented,
which confirm the stability and accuracy of the proposed numerical scheme.

Keywords Ternary Cahn-Hilliard system - Convexity analysis - Energy stability - Optimal
rate convergence analysis - Fourier pseudo-spectral approximation - Partial and total

spreading
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1 Introduction

The Cahn-Hilliard (CH) flow, which models spinodal decomposition and phase separation
in a binary fluid [2,14,15], is one of the most well-known gradient flows. In the CH family of
models, sharp interfaces are replaced by narrow diffusive transition layers, which often leads
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to models that are simpler and more theoretically tractable than their sharp interface counter-
parts. Most existing works for the CH flow are based on the two-phase model, including both
the isotropic and anisotropic ones [17,24,29,36,39,62], etc. Meanwhile, if three or even more
phase components are involved in the physical system, an interaction of these components
has to be taken into consideration; see the related works [3-7,10,12,13,37,38,65].

There have been many different choices of free energy for the ternary CH system. In
this article, we focus on the following three-phase free energy [13], which is of polynomial
pattern:

Fr o199 = | —Fer. 02,03 + g (B1V01 + Lol Veal” + B3l Vs |7) dx,
Q
(L)

where F (@1, @2, ¢3) = Z?:l %goiz(l — o)+ Ago%w%go% with A large enough to make F
nonnegative. The domain Q € RY, d =2,3is open bounded and connected. The three
unknowns ¢;, i = 1, 2, 3 are the order parameters subject to a constraint ¢ + ¢y + @3 = 1.
The triple constant parameters ¥ = (X1, X2, X3) and the interface width ¢ are constants.
Note that the coefficients X; are not assumed to be positive in the physical literature, —%; is
called the spreading coefficient of the phase i at the interface between another two. If one of
coefficients X; is negative, the spreading is said to be total, otherwise, it’s said to be partial.
For total spreading case, the following conditions are assumed to ensure the well-posedness
of system:

DT+ DT+ 58> 0, Ti+3%; >0, Vi# . (1.2)

In particular, it was proved in [13] that, the existence of a ¥ > 0 such that Vn >
1, (¢1,6,&) € R withé +& +& =0,

T1E? + Dol6 + 23182 = D161 + 1617 + 18617, (1.3)

is equivalent to condition (1.2).
In fact, making use of the mass conservation constraint ¢ = 1 — ¢ — @3, we are able to
rewrite the energy functional as

634 63
E(p1, ¢3) = /Q Tw%u — o)+ — (o + 03)2(1 — @1 — ¢3)*
633 12A
+ ?ga%(l -3+ Tw%w?(l — 1 —3)? (1.4)
3¢
+ 5 CilVer > 4+ S31Ve3 > + 20| V(g1 + ¢3)|P)dx.

In turn, the chemical potential is defined as
. 6%

_ 14 1\ 6% 15 1
=8 E = (401 = 5° = (01 = ) + = (401 + 93— 3° = @1 +03 - )

24A 5
+ T‘Pl(l — 1 —e3)p3(1 — 201 — ¢3)

3e 3e
- ZElAwl - ?ZZA(ﬁﬂl + @3), (1.5)
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633
n3 =0pE = (

Moy =30 — 3= )+ 22 (41 93— )~ 1+ s 1)
24A 2
+ Tws(l — o1 —93)ei (1 —2¢3 — ¢1)
3¢
T4
As aresult, the mass conservative dynamic equations of the three-phase CH model are given

by
My(@) My(p)
afw:v( Ef” VM), a,m:v'( 23“’ ws), (1.7)

where My(¢) is a diffusion coefficient called mobility which may depend on ¢ =

(@1, 92, 93).
With periodic boundary condition imposed, and taking inner product with (1.7) by 1, 13,
we get the energy dissipation law of the three-phase CH model:

O E(p1, ¢3) = (0191, 8p, E) + (0903, 83 E)
= (01, 1) + (0r @3, 13)

:—/Q ;(“’)W 2+ OE("’)IW 12dx < 0. (1.8)

3e
Y3A@3 — IEZA(W + @3). (1.6)

Note that the above inequality also holds for total spreading case under the conditions (1.2)
since there can only be one negative coefficient ¥; among X (say ¥, < 0). Thus we can
replace the order parameter with respect to the negative coefficient by another two.

In fact, such a substitution (to represent ¢, in terms in ¢; and @3 by the mass conservation
constraint) reduces the three-variable system to a two-variable one. While the symmetry
between ¢, and (@1, ¢3) has been broken, that between ¢ and ¢; is kept intact. In contrast,
a Lagrange multiplier approach has also been reported in a few other related works [65,68].
In this approach, a three-component physical energy structure is preserved, while an average
of the nonlinear chemical potentials (for each phase component) is subtracted from each
equation, which plays a Lagrange multiplier role to enforce the mass conservation identity.
To make a comparison between these two different ideas to enforce such an identity, each
approach has its own advantages. Our approach, formulated as (1.4), (1.5)—(1.7), avoids the
degeneracy in the PDE system. In addition, the PDE formulation (1.7) is more natural, since
there is no reasonable physical explanation for the Lagrange multiplier terms. Also see the
related discussions in the pioneering work [13].

Among the existing numerical works for the ternary CH model, theoretical analysis for the
energy stability is very limited, due to the challenge associated with the three-phase nature
of the nonlinear energy functional. This issue has been extensively discussed in [13] for a
wide class of numerical schemes of various CH models; meanwhile, the stability analysis for
the ternary system with the energy (1.1) depends on a convex-concave decomposition, which
has not been available at a theoretical level, because of the non-convex, non-concave nature
of the mixed product part. In a more recent work [65], an invariant energy quadratization
(IEQ) approach is studied for the ternary flow, and a stability analysis has been provided for
a numerically modified energy. Meanwhile, we point out that a uniform in time bound for the
energy functional (1.1), in terms of the original phase variable, is not theoretically available in
this approach. A related work [68] has been reported for a coupled system of ternary CH flow
with incompressible fluid motion. In addition, the scalar auxiliary variable (SAV) approach
has also been applied to the ternary model [66,67], in which a constant-coefficient linear
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scheme was proposed, and the stability was proved for an SAV-induced energy functional.
An extension of the IEQ idea to multi-component phase model, with an arbitrarily high order
temporal accuracy, has also been reported in a recent work [45].

Inthis article, we propose and analyze a uniquely solvable, energy stable numerical scheme
for the ternary CH system (1.5)—(1.7), with the stability in terms of the original energy
functional (1.4). To assure both the unique solvability and unconditional energy stability,
we look for a convex-concave decomposition of the physical energy (1.4). The convexity
structures of g012(1 — 1), go%(l —3)% and (@1 +@3)*(1 — @1 — @3)? are standard, following
that for the two-phase CH model. The key difficulty has been associated with the convexity
analysis for the mixed product term, namely, (plzgz)%(l — @1 — @3)%, which turns out to be
non-convex, non-concave in the three-phase field (¢1, @2, ¢3). To overcome this well-known
difficulty, we observe that the detailed expansion of a convex function (<pl2 + go% + ¢%)3
contains a multiple of the mixed product term, namely, 6¢%¢§¢§. Subsequently, we add
and subtract a few non-trivial auxiliary terms in the energy functional, so that a convex-
concave decomposition for the three-phase energy becomes available. In turn, we derive a
numerical scheme which treats the convex terms implicitly and concave terms explicitly, and
the unconditional unique solvability and unconditional energy stability follow immediately.
To our knowledge, this scheme is the first to preserve both properties at a theoretical level.

As a result of the proposed numerical scheme, a challenging discrete nonlinear system
for (¢1, ¢3) appears at each time step. We apply an efficient PSD solver, recently proposed
and analyzed in [42], to solve the nonlinear system. The main idea is to use a linearized
version of the nonlinear operator as a pre-conditioner, or in other words, as a metric for
choosing the search direction. Only two constant-coefficient linear equations need to be
solved in the preconditioning process, one for ¢, one for ¢3, and these two solvers could be
efficiently implemented via FFT-based computations. On the other hand, the mixed product
term is explicitly treated at each iteration stage, and the convexity of the constructed energy
functional assures the geometric convergence of the PSD iteration sequence. In practice, this
approach greatly improves the numerical efficiency over Newton-type methods as reported
in [42].

In addition, the convergence analysis of any numerical scheme applied to the ternary
CH system has been an open problem for a long time. In this article, we perform an opti-
mal rate convergence analysis for the proposed numerical scheme, in the £>°(0, T'; Hy, hn
20, T; H 1{,) norm. The energy stability in turn leads to a uniform in time H 1{, analysis of the
numerical solution. Such an H 1{, estimate is sufficient to ensure a discrete £3 bound for the
2-D flow, by making use of discrete Sobolev inequality. For the 3-D flow, a direct estimate is
not available any more, while an £8 bound for the numerical solution could still be obtained
with the help of inverse inequality, combined with the discrete £° bound (coming from the
H 1{, estimate and the discrete Sobolev inequality) and a standard linear mesh requirement:
Dih < At < Dyh with Dy, D, positive constants. To our knowledge, it is the first such
result in this area.

The convexity analysis technique could also be applied to derive a second order accu-
rate, energy stable scheme. We make use of a modified backward differentiation formula
(BDF) approach, instead of the modified Crank-Nicolson approach, for the sake of nonlinear
structure. In more details, the second order BDF concept is applied to obtain second order
temporal accuracy, while the concave diffusion term is treated by an explicit extrapolation.
Such an explicit treatment for the concave part of the chemical potential terms (for ¢, ¢3,
respectively) ensures the unique solvability of the scheme. And also, an additional second
order Douglas-Dupont-type regularization is added (for both ¢ and ¢3), for the sake of
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energy stability. For simplicity of presentation, we only present the numerical algorithm in
this article; the theoretical analysis is more complicated and will be left to future works.

In the spatial discretization, we choose the Fourier pseudo-spectral approximation. The
advantage of this method is associated with the fact that all the numerical variables, such as the
phase variable and its Laplacian, are evaluated at the regular grid points; no staggered finite
difference mesh points are needed in the numerical implementation. And also, the summation
by parts formulae enable one to perform the theoretical analysis for the fully discrete scheme,
including the unique solvability, energy stability, and optimal rate convergence estimates.

This article is organized as follows. In Sect. 2, we provide a convexity analysis for the
nonlinear energy functional. The numerical schemes are formulated in Sect. 3, where the
unique solvability and energy stability are established. An optimal rate convergence analysis
for the first order accurate scheme is presented in Sect. 4. Moreover, the preconditioned
steepest descent solver is formulated in Sect. 5. Some numerical results are presented in
Sect. 6, and concluding remarks are made in Sect. 7.

2 Convexity Analysis for the Physical Energy

As mentioned in the introduction section, the following four nonlinear energy functionals
are non-convex, non-concave in terms of ¢ = (@1, @2, ¢3):

1 .
Eu iy = 5/ gilp)dx, (i =1,2,3), Eu@ = A/ g4(@)dx,
Q Q
where

21(@) = Tigr(l— )2, ga(p) = pPe3e3.

The treatment of E,,; ;y for 1 < i < 3 follows similar ideas as in the two-phase CH model,
since only one phase variable is involved in each term. The following analysis is needed in
the numerical design.

Lemma1 Foreachl <i < 3, Ey () has the following convex-concave decomposition:

1 1 1 1
En i) = /Q ((%‘ — 5)4 + E> dx — /Q 5(%‘ - 5)2 dx. (2.1)

Moreover, for the nonlinear functional Ej; 4y, in which a triple product is involved, the
following estimate is valid. Its proof is based on the confirmation of the non-negative definite
property of the corresponding Hessian matrix (in terms of ¢ = (¢1, ¢2, ¢3)); the technical
details are left to interested readers.

Lemma?2 The energy functional Ey, 4y has a convex-concave decomposition: Eyj 4) =
Hy4) + HY, @y in which Hy; (4) is convex, H, @) is concave with respect to @:

1
Hyp 4 :/Q 6(?’% =+ W% + <p§)3dx,

1
i@ == ¢ (lorlZs + o216 + llosl )
1

— 5 (- 03) + (o 63) + (0] o) + (o 03) + (3. 03) + (63 0}) 22)

—_ / ha(@)ds, 23)
Q
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where

1 !
ha(@) = ¢ (00 + 08 + ¢§) + 3 (wf(wé‘ +¢3) + 01 (93 + ¢3) + 3T + w§¢§>- 2.4)

As a result, if we rewrite H,; (4) as a functional of ¢; and ¢3, by making use of ¢» =
1 — @1 — @3, itis also convex in terms of (¢1, ¢3):

| 3
Hy,5)(01, 93) = f 3 (§012 +(—g —g3)*+ W%) dx. (2.5)
Q

Therefore, the following convex-concave decomposition is available for the partial spread-
ing case, i.e., E(¢1, ¢3) = E1(p1. 93) — E2(¢1, ¢3), with

E1(¢1,¢3)=/Q6 ((‘Pl_*) +116>+673<( _*) + 16)

+@<( _7) - 116>

3¢ , 3 ,  3e 5 12A
+ = Z1IVor|” + — 23| Vs +§22|V¢2| dX+?an,(5)(¢1,¢3),

8 8
(2.6)
6% 1 6% 6% 1
E2(</71,§03)=/ Bl 7+ gy 7+ Py — )P

Q € 2 e 2
12A

+— / ha () dx, 2.7
e Ja

in which ¢ = 1 — ¢ — @3 has been used.
Similarly, for the total spreading case, the convex-concave decomposition becomes

_ 6% 14 1 623 4 1 6%, I,
B = [ (0= 56) + 2 (0a = ) + e )

3e 3e 12A
+ §21|V<ﬂ1|2 + §23|V§03|2 dx + 7Hn1,<5)(<.01, ©3), (2.8)

Ex( )—/6—( ——)+6—( —f)+6—(< — ) dx
2‘.01,‘.03—9 ?1 ¢3 ¥2 16

3e
+ §22|V¢2|2 4 12A / ha(p) dx. 2.9)
& Jo

3 The Fully Discrete Numerical Schemes

Based on the convex-concave decomposition (2.6)—(2.7) for the physical energy E(¢1, ¢3),
the convex splitting method could be derived; an extension to a modified BDF temporal
discretization will also be discussed. On the other hand, the spatial discretization is carried
out with Fourier collocation spectral method [11,46,54]. The standard Sobolev space notation
follows from [1].

Let N be a positive integer and @ = (0, L)?. We focus on the difficult case d = 3
which can be trivially modified for d = 2. Divide the space uniformly with N3 grid points
(xi,yj,zx), where N = 2K + 1, x; = ih,y; = jh,zx = kh,h = L/N,0 <1i, j, k < 2K.
For a fixed T € R* and N, € NT, we denote time step size by At = T /N;. In this paper,
we denote C a generic positive constant independent of /2, At and ¢. Let G be the periodic
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grid function space. We assume the discrete Fourier expansion of a periodic grid function f
given by

K .
o 2mri
fijrk= Z felflm.n exp <T (Zx,- + my; +nzk)) , (3.1)
K

,m,n=—

where fﬁ”.n =5 Z%’;yho fijk exp(—%(ﬁx; + my; + nzy)) with i = /—1 represents
the discrete Fourier coefficients. The spectral derivatives of f are formulated as

K . .
2wil\ 4 2mi
Difijh= Y (T) Fnexp (T (xi +my; + nZk)) , 3.2)

em,n=—K
K 2,2 .
Al N 2mi
D}%f,-‘j‘,‘, = Z (—T> flfl?/m,n exp <T (in +my; + nzk)) R 3.3)
limn=—K

and Dy, D%, D., Dg can be defined in the same manner. Furthermore, the discrete Laplacian,
gradient and divergence operators become

T
Anf = (D§ +D; +D§) [ Vnf=(D:f.Dyf.D:.f) .
Vv - f = Difi +Dyfa+ D f, (3.4)
at the point-wise level. Given f € G, its discrete £ norm is defined as

2K I/p

Il = h DY 1fijul”|] . 1=p<oo. (3.5)

i, j.k=0
For p = 2, we can also define the discrete £2 inner product:

2K

(fo2=0 Y fijigijr VI g€ (3.6)

i,j.k=0
The summation-by-parts formulas have been discussed in [25,28,47,48]:
(f+ANg2=—(VN[.VNg2 ([, A%Vg)z =(ANSf.ANg2. V[f.g€G. (3.7)

In the following analysis, the discrete H~' norm will be needed. We introduce a discrete
operator (—Ay)~ ?(p > 0) for mean-free grid function f € G:={ued|(u l)m=0

(=AN)? fijx

A2 R 2mi
=y (?(z2 +m? —|—n2)> T exp(——(xi +myj +nz)).  (3.8)
(t,m,n)#0

In turn, the discrete H ! norm and inner product are defined as

Ifl-1.n

= 1A flloy (f @)= o= (AN V2, (—AN) " 2g)0, Vg €6,
3.9)
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Recall the spectral interpolation operator Zy onto Py and Fourier projection operator mwy :
L?*(Q) — Py where Py represents the space of trigonometric polynomials of degree at
most N:

K

AN 2mi
Inf(x,y,2) = Z I nexp T(gx +my+nz) |, (3.10)
lmn=—K
K 2mi
aNfEy. D= Y femnexp (T(‘x +my + nz)) : (3.11)
tmn=—K

with f‘[,m,” = fQ f(x,y,2)exp (%(ﬁx + my + nz)) dx the continuous Fourier coeffi-
cients. Some relevant properties of the two operators are recalled.

Lemma 3 [48, Lemma 1] Let f € Pyy in d-dimension space, we obtain
IZn fllam < (Y21 fllgm, m = 0. (3.12)

Lemma4 [16, Theorem 1.2] Suppose f and 3% f(|a| < m) are continuous and periodic,
then

19* f — "Iy fIl < CON* " fllgm, YO <k <m, m > d /2. (3.13)
Lemma5 [16, Theorem 1.1] Let f € H™ and be periodic on , then
ey f— fllae < CoNF7" [ fllgm, 0 < p < m. (3.14)

To facilitate the analysis in later sections, we introduce a discrete average: 7 = ﬁ (f, Do,
for any f € G. Furthermore, a discrete version of the physical energy E (¢, ¢3) (given
by (1.4)) is defined as

6% , ) 63, 5 5
En(p1, ¢3) =j(<p1 (I—=@)", Do+ T((Q"l +@3) (I =1 —@3)", I
633
&

3¢
+3 CillVaer I3 + Z31Vaesl3 + 22l V(e + ¢3)113).

12A
+—(p3(1 — @3)%, 12 + T@%so%(l — 1 — 3% 1) (3.15)

In addition, we also need some auxiliary techniques to derive the error analysis; the proof
of Lemma 6 will be provided in Appendix A.

Lemma 6 We have

I fllg < C3h= /P3| )1, 1<p<q<oo, feg, (3.16)
Ifll2 < C(1F1 +IVN fll2), Vf €G, (3.17)
I flle < CallVn fll2, Vf €g, (3.18)

I£lls < Csll fllyy in2-D, Vf €G, with ||f||§% = fI5+IVNFI3.  (3.19)

Lemma7 ([30]) Let f € G, we have

1/2 1/2

1£1l2 < Coll F1E w19 172 (3.20)
1/8 7/8

1flla < CLANE W ION £17° (3.21)
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For simplicity of presentation, we focus on the constant mobility case, My(¢) = M),
for the rest of this article, for both the theoretical analysis and numerical simulations. An
extension to a general mobility M((¢) could be carefully carried out, and the details may be
reported in a future paper.

3.1 The First Order Scheme
3.1.1 The Convex Splitting for the Partial Spreading
Based on the decomposition (2.6)—(2.7) for the physical energy E (g1, ¢3), our first order

convex splitting scheme for the partial spreading system (1.7) is formulated as: find <,le{‘+1 €
G (i =1,3) for0 <k < N; such that

k+1 k k+1 k
Y —9 Mo o 93 —93 Mo K+l
— =—_A , ———==—A , 3.22
Al ol N My Al R NM3 ( )
with
6%
M’f‘f‘l (4( k+1 7)3 _( _ 7)) + (4( k+1 +¢A+l
1
— )y k_
2) (@} +¢3 2))
12A 2 '
i <(¢k+l k+l)<(¢k+l) +(¢k+1) +(¢k+l)) +<—(<p'f)5+(¢§)5)
- 2«01 D2 (@ + @?) + @h'eh = of (@b + @h*) +260H )’
3e 3e
+ D) 20D Wh)?) = TE Aol - TEan @ +h . 3.23)
633 1 ()
et =023 (4t = 20— (o = ) + 2 (4 + gk

1 1
—5) — (¢} +s0’3‘—7))
2
<( k+1 _ k+l)<(¢k+l) +(¢k+l) +(¢k+l) ) +<_(¢§)5+(¢§)5)
E 2«03)3 (002 + @5)?) + @h'eh — ok (b + @h)*) + 2607 h)’
+ b b + 2605 0h?) - % Saaneh! 34 DA + el (.24)

4

in which the notation of ¢ = | — ¢ — @3 is used. In particular, we observe that, all the
diffusion coefficients are positive: ¥; > 0, | < i < 3. Thus, all of the surface diffusion
energy contributions are convex. This fact leads to an implicit treatment for all the surface
diffusion terms in the numerical algorithm (3.22)—(3.24).

Theorem 8 The proposed numerical scheme (3.22)—(3.24) is uniquely solvable and uncon-

ditionally energy stable: Ej, ((p/"H, <pl§+l) < Ej (goll‘, ¢§). In addition, we have a uniform in

time Hy \bound for the numerical solution:

16Kl gy - 10501 < €5 (3.25)

with C§j only dependent on 3; (1 < i < 3), A and the initial data, independent on At, h and
the final time.
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Proof The existence and unique solvability follows from standard convexity analysis of
E (g1, ¢3) and Ez (g1, ¢3), given by (2.6) and (2.7). For the energy decay property, taking

discrete 2 inner-product with the two terms in (3.22) by /L"“ and M§+l, respectively, we
get
1 1 1 1 1 1
En(@{™, o5t — En(ef, ¢}) < ( =gk it )2+ (rp"+ — o5, uht )2
IVn w5 - ||vNu"+ I3 <0. (326)

In turn, an application of induction argument implies that

En(@F, %) < En(of ™", 0571 < o < En(e?, 3) := Cy, VK > 0. (3.27)

Meanwhile, by the expansion of the discrete energy given by (3.15), we see that

ko k 3¢ k2 k2 . .
Co > Ep(er, 93) > §20(||VN¢1 15+ 1VNe3ll5), with g = min(X;, ¥3).(3.28)

On the other hand, the mass conservative property of the numerical solution (3.22) reveals
that

% ) 0 ) 0
o =0 =0, ok =g =B (3.29)

In turn, an application of the discrete Poincaré inequality (3.17) (stated in Lemma 6) leads
to

8Co 1/2

leklz = € (Iefl + 1Vietla) < € (Iﬂfo)l + (382 ) , (330)
8Co 1/2

6412 = € (Iek1 + IViehlis) < € <|ﬂ§°)| + (382 ) , (331)

for any k > 0, with the estimate (3.28) recalled. Therefore, a combination of (3.28) and
(3.30)~(3.31) yields the desired H} estimate (3.25), with C := C(|B{"” | +|\" |+(£5)!/2).
O

3.1.2 The Convex Splitting for Total Spreading

When X, < 0, a total spreading ternary CH system is presented. The first order convex
splitting scheme for system (1.7) becomes: find go{‘“ eG (@ =1,3)for0 <k < N, such
that

k+1 k k+1 k
o1~ Mo 1 3 —93 Mo k+1
—_— = —A , ——= = —A s 3.32
At Sl N My At s N K3 ( )
where
’ 62 1 62,
e O ) Ee (T
1 k1, k1] )
2) — (¢ + o3 2)

12A ¢ jr k+l k41,2 k41,2 K12\ L (kS kNS
+— (!} V(@2 + @D+ @)+ (b + @h))
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~26H)" (8)? + @)?) + @bk — ot (0D + @D)*) + 2612’

ok : 3¢ 3¢ '
D + 265 (@))?) - TR Ane T - TEaANGf +6h. (333)
6% 1 1 62 1
k+l=73< k+1 13 k_,) 72( X P13
n3 -\ W —)) etz - 2)

1
_(¢/f+1 +¢§+1 _ §)>
12A 2
= (@ = (@ + @+ @)+ (-6h + D))
2664 () + (@)?) + @hr'eh — o (0D + (@h)*) + 26652

' 3e 3e .
+A D + 200 (0h)?) - TEanelt - TEANGf +eh. (334

Again, the identity o = | — ¢ — @3 has to be repeatedly used. In the total spreading case,
since the diffusion coefficient X, is negative, ¥, < 0, the surface diffusion energy for the
component ¢, is concave. As a result, we treat the corresponding diffusion terms explicitly
to ensure the energy stability. This is the primary difference between this numerical scheme
and the one for the partial spreading case, as given by (3.22)—(3.24).

Similar to the partial spreading case, the unique solvability and energy stability could be
established in a similar manner; the proof is skipped for the sake of brevity, and the details
are left to interested readers.

Theorem 9 The proposed numerical scheme (3.32)—(3.34) is uniquely solvable and uncon-
ditionally energy stable: Ej (golf+l, (p/3"+l) < Ej (go'f, goé‘). And also, a uniform in time HI{,

bound (3.25) is available for the numerical solution.

Remark 10 The convex splitting framework, initiated by Eyre’s pioneering work [40], has
been successfully applied to various gradient models, such as the phase field crystal (PFC)
equation and the modified version [8,9,34,55,60,63]; epitaxial thin film growth models [18,
20,22,27,56,58,59]; non-local gradient model [49-51]; phase field model coupled with fluid
flow [19,21,31,32,44,57,61]; functionalized CH and Willmore model [24,41]; phase field
with Flory-Huggins energy potential [23,35], etc. In this approach, the unique solvability
and energy stability could be established via a variational framework.

Meanwhile, we observe that an application of the convex splitting idea to the ternary CH
system (1.5)—(1.7) is highly challenging, due to the fact that the mixed product term go%cp%ga%
is non-convex, non-concave in the three-phase field. In addition, the multi-component, multi-
chemical potential feature makes a theoretical analysis even more complicated. To overcome
this well-known difficulty, we include such a mixed product term into a convex multi-variable
function ((p% + ga% + ¢§)3, and subtract the additional terms, which turn out to be also convex
in the three-phase field. In turn, the unique solvability and energy stability could be proved
via a convexity analysis in the three-phase field.
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3.2 The Second Order Scheme
3.2.1 A Modified BDF2 Method for the Partial Spreading Case

An energy stable BDF2 scheme for system (1.7) could be formulated as: find go{‘“ eg(i=
1, 3) for I < k < N; such that

—1 k+1 k—1
My s 35T — 4k + o My
= —Ayvpft!, = —Avpst, (3.35)

2At 23

1
k+ _4(»01 +¢71

2At T

3¢

where
k1 _ 0% k1 13 . .
W =22 (4 = P 26k = D+ 6l - 2)
6% 1 1
+—2(4(so"+‘ AT =D 20 el - el e - 2)
<( k+1 _ k+1) <(¢I\+1)2+(¢k+1)2+(¢§+1)2)2
+(—2<¢1)5+(¢’f“>5+2(¢§)5 @)
— 40D (@H? + @0?) +261 7 (W ™H2 + 6 ™)?)
+2(0D s — @D 46D @)’ - 267D @y’
=20t () + @H*) +of ' (W) + @b )
+ 208 h)* — A @Y + 4 6D - 2 )

3e 3e
— 5 AN = AN + ) — A AAN (P — o), (336)

4 4
633 1 _
W =22 4k = D 26k~ D+ e - D)
0% (it g+t _ L3 koo kL -1 1
+ 22 (4 g = =2k = ) T T = )

12A 2
428 <(¢k+l k+l)<(¢k+l) +(¢k+l) +(¢k+1)>

- (—2<<p3>5 + @ 265 - (7))

— 4@ (@h2 + @) +265 D (W H2 + @h™)?)
+2009)*05 — (37D T 4@ 05 — 2657 ey
=20k (D) + @H*) + o5 (@) + @b )
+205h" = o T + 4 b - 265 k1)

3e 3e 1
- A Nos T — ZzzAN(w"“ + A — AL At AN (5T = 6h), (337)

where A is a positive constant and the notation of ¢» = 1 — ¢ — ¢3 has been used.
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3.2.2 A Modified BDF2 Method for the Total Spreading Case

When X, < 0, a total spreading ternary CH system has to be considered. The corresponding
energy stable BDF2 scheme for system (1.7) becomes: find go{‘“ eg(@=13)forl <k <
N; such that

WA T Moy e 30T W Moy g
2At PR L 2At 3 30w
where
63, 1 1 1
Wit = (s - 7 20k -+ Wl - )

62 : 1 1
+ 22 30k + gk — P — e g = 0 - o ekt - D)
12A ) 2
+ (@ =A™ (@ + @+ @)
+ (267 + @7 +265)° - @571Y)
— 4D (67 + @) +264 7 (57 + (@57)
+261%05 = 0D s + 4D @5 = 2077 (0571
—20f (@5 + @*) + ol (D + @)
+ 205" — o5 AT 4 @) - 2657 @)
3e 3e
—ZZIA ‘PA+1_ZZ2<2AN((P1+‘/7%) N 1))
— AIAIAN (9T — o), (3.39)
6% 1 | _ 1
W =22 (ah - D)7 2668 - 5 + @ ‘—f))
6% 1 1
+—2(8(¢’f+¢§—*)3—4(¢ L gh! f) — (@ it - 5))
12A <( k1 _ k+l)<(¢k+l)2+((pl\+l)2+(¢k+l) )2
+ (=265 + @A +2668)° - (57D)
— 4@ (Wh7 + @) + 2657 (™) + (@577)
+2005)*5 — (@) 0T 4@ @8 — 2657 ey
=265 (b + @h*) + 65 () + @b )

+ 2056 — 5 T 4 0D - 2657 )

+

3¢ 3e
—ZE3A w‘“—;zz(zAN(wﬁwg) An(pf ™ + 4~ ‘))

— A AtAN (@5T! = 6h). (3.40)
Similar to the first order schemes, since all the diffusion coefficients are positive in the partial

spreading case, an implicit treatment has been taken for all the surface diffusion terms in the
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corresponding numerical algorithm (3.35)—(3.37). In comparison, since X, < 0 in the total
spreading case, the diffusion terms associated with ¢, have to be updated explicitly to ensure
the energy stability, which turns out to be the primary difference between (3.35)—(3.37) and
(3.38)—(3.40).

Remark 11 There have been various second order accurate, energy stable schemes reported
for the standard two-phase CH model, based on either the Crank-Nicolson [33,52,53] or
the modified BDF2 approach [26,64]. For the ternary CH system with a mixed product, we
believe that the modified BDF2 approach would bring more convenience in the theoretical
justification of both the unique solvability and energy stability.

The unique solvability for the proposed second order schemes, either (3.35)—(3.37) or
(3.38)—(3.40), follows exactly the same analysis for the first order schemes. The energy
stability is more involved, and the details will be left to future investigations.

Remark 12 The physical systems comprised of a phase field model coupled with a fluid
motion model, such as the Cahn-Hilliard-Hele-Shaw system and the Cahn-Hilliard-Navier-
Stokes system, have attracted much attention in the scientific computing community, due to
their potential applications. There have been a great deal of numerical works in this area, some
of which address stability and convergence analysis [21,31,32,57], et cetera. Meanwhile, most
of these existing works have been focused on the two-phase flows. For the ternary CH model
coupled with various fluid motion, the physical system is expected to be well-posed, and
the total energy (composed of the phase field energy and the kinematic energy) dissipation
law is also expected. The idea of convex-concave decomposition for the phase field energy
and the corresponding numerical treatment for the nonlinear convection part will lead to a
uniquely solvable, energy stable numerical scheme for the whole physical system, and such
an energy stability is in terms of the energy functional in the original phase variables. No
essential difficulty is expected, while the technical details are very involved, and will be left
to the future works.

4 Convergence Analysis and Error Estimate

In this section, we provide the convergence analysis and error estimate of the first-order
energy stable scheme. For simplicity of presentation, we only focus on the algorithm (3.22)—
(3.24) for the partial spreading case; the one for the total spreading could be analyzed in a
similar manner. We denote ¢, x (f) the exact solution of (1.7), I < k < 3. With sufficiently
regular initial data, we could assume that the exact solution has regularity of class R:

ek € R = H> (0, T; Cper()) N H' (0, T cger(sz)) nL® (o, T cm+4(sz)) @0

per

Define oy x(+,1) = ny@ex(-.1), 1 < k < 3, the (spatial) Fourier projection of the
exact solution into BX, the space of trigonometric polynomials of degree to and including
K (with N = 2K + 1). The following projection approximation is standard: if ¢, €
L°°(0, T, Héer(Q)), for some £ € N,

H‘/’NJ - We,j”LOC(o,T;Hk) = Cht* H‘/’EJ HL”"(O.T:H“)’ VO<k<t I<j=<3 (42)

By go"N.j, (p:}j we denote ¢y (-, 1;) and @, ;(-,t,), respectively, with #, = nAr. Since
ON,j € BX, the mass conservative property is available at the discrete level:

1 | —
(p;:/,j:ﬁ/Qq)N,j(’stn)dxzﬁ/;zQDN,j(',tnfl)dX:(ﬂX/’j, VneN  (43)
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On the other hand, the solution of (3.22)—(3.24) is also mass conservative at the discrete
level:

(pquy;*l, VneN, j=1,3. 44
As indicated before, we use the mass conservative projection for the initial data: go? =
Pron,j(-,t =0) where Py : BK — G represents taking value on grid point, that is
@Dijk = oN1 P pje it =00 @ik = eN3Pi Py prt =0). (45)
The error grid function is defined as
€y = Puoy 1 — 1> €y =Proys—¢5, Ynel{0,1,2,3, ...} (4.6)

Therefore, it follows thatZ}j =0, foranyn € {0, 1,2,3,.--}, j = 1, 3, so that the discrete
norm || - || _; n is well defined for the error grid function.
The following theorem is the main result of this section.

Theorem 13 Given initial data ¢y, ¢3(-,t = 0) € per(Q) suppose the exact solution for
ternary CH flow (1.7) is of regularity class R. Then, provided At and h are sufficiently small,
and under the linear refinement requirement D1h < At < D,h, we have

n 12
165, -t + (260 Y IVNEL IB) < car+nm, j=1.3, @.7)
k=1

for all positive integers n, such that t, = nAt < T, where C > 0 is independent of n, At,
and h.

The truncation error analysis for the numerical discretization can be obtained by using
straightforward Taylor expansions, as well as the estimate (4.2) for the projection solution:

D n+l
21 PN ‘/’Nl - A H”+1+RN1v
My At 48
23 (pn+l —(,0 ( : )
N.,3 N,3 n+1
——== A Rn.3,
Mo AL NUy 3 +RN3
where
3¢ 3¢ 1
M';ﬁl = ZﬁlANQO"H - szAN(ﬁﬂnNJﬁl ”+l) - 5)3
6% 63, 1
OB = )+ 22 (4l + o 7>3 ~ (P + ks =)
12
+ ((gox,"rll _ gﬂxi-i-zl) <(§0n+1) 4 (§0n+1) + ((pﬂ-‘rl) >
+ ((gom)S — @h.0°) = 2040 (@GR ) + (P 3)) + @ ) 0l
~¢a (@ + Wy %) + 2008, D@ o)
o 2@k )" + 20k ) @ )?), (4.9)
3¢ 3¢ 2423 1
W3 = —ZzsAw"“ = T DAV oV + = = )
33 62 1 1
O gy 0 2 (4 o~ 3~ Wl ohs — )
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12A
_’_?<( X]"r}l _ wX[+2l) <(§0n+1) 4 (§0n+1) + ((pﬂ-‘rl) >
+ (52" = @R p)) = 20k ) (2 + @ ) + (e ) o
—oh 3 (@ D" + (Oh D) + 2008 ) (@ 2)°
ol 2 eh D+ 200 0)° (go?v,l)z)- (4.10)

With repeated application of the consistency estimates in Lemmas 3-5, we obtain

IRN1ll-1.n, RN 3ll-1.8 < C(AL+R™). (4.11)
Notice that we have introduced ¢y 2 := 1 — ¢y, 1 — ¢n,3. In addition, we denote ézz =
Prpy » — ¢5. and itis clear that ey, = —&j — ¢y,

3"
Before the detailed convergence analysis, the following two preliminary results are needed,
which provide an £8 bound of the numerical solution.

Proposition 14 Fornumerical scheme (3.22)—(3.24) applied to the 2-D ternary CH flow (1.7),
the following €8 bound is always available:

letlls < Ci, lighlls < €1, Vk =0, 4.12)
with Cy independent of At, h and the final time.

Proof A combination of the discrete Sobolev inequality (3.19) (stated in Lemma 6) and
the uniform in time H 1{, estimate (3.25) (as derived in Theorem 8) yields the desired £3

bound (4.12), with C; := C5C}. O

Proposition 15 Consider the numerical solution (3.22)—(3.24) for the 3-D ternary CH
flow (1.7). Under the following a-priori assumption for the numerical error function at
the previous time step:

IVnep lla. IVnE Il < ALY+ R4, (4.13)

as well as the linear refinement requirement D1h < At < Dsh, an 28 bound becomes
available:
leills < Ca, lghlls < Cay Vk >0, 4.14)

with Cy independent of At, h and the final time.

Proof Since e" = 0, we apply the discrete Sobolev inequality (3.18) in Lemma 6 and obtain
18, lls < Call Vg, Iz < Ca(Ar'/* 4 1'%, 4.15)

Subsequently, an application of inverse inequality (3.16) implies that

n Cllé lls _ CCa(at'™ +n'/%)
lleg, lls h1/8 = h1/8

<cCyDY* + DR <1, (@4.16)
provided thath < (CCy4(D, 174 +1))78. Also notice that we have made use of the requirement

At < Dyh in the derivation. As a consequence, the following 28 estimate for the numerical
solution ¢ is available, with the help of triangle inequality:

loills < 1€j, lls + gl 1lls < 1+ C* :=Ca. 4.17)
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The corresponding estimate for [|¢% [|g could be derived in the same fashion. This completes

the proof of Proposition 15.
Now we proceed into the proof of Theorem 13.

O

Proof Subtracting the numerical solution (3.22)—(3.24) from the truncation error esti-

mate (4.8)—(4.10) leads to

El é‘n-{-l é"

(2] ~n+l
O AN R,
Mo A (4.18)
23 €"+1 en A ~”+l »
A 7& + RN,3,
where
- 3e . 3e R 621 . () .
'urlH-l — —?ElA n+1 _ ZEZAN( n+1 n+1) (r;}l ; =@ en + ¢ Z}
243, 2422 12A
R Rii, 4.19
+ - 1,1+ - Z 1.j (4.19)
- 3e R 3e 621 R 6%y . R
M131+1 _ —?ElA n+1 _ ZEZAN(EH-H n+l) :/172 _ . ( :/171 +e:/113
243 2422 12A
R Ri3 i, 4.20
+ o Raa + Z 3,j (4.20)
1
Rii = (@] f) — (gt 5)3, (4.21)
1 1
Ria = (o)1) +¢;+; 5) — (P + gyt - 5)% (4.22)
Ris = (@i — ok (W0 + @ + @h?)
2
((p”+l n+1) <(¢n+l)2 4 (¢n+1)2 4 ((p"+1) ) , (423)
Ria = (@h )" — (@h 1) — (@07 + @), (4.24)
Ris = =20 ° ((Ox )2 + (@l 3)?) + 201 (@) + (@D)?) (4.25)
Rie = (@ )02+ oho(@h D' — (@D s — oh (o), (4.26)
Ri7 =~y 1 (0% )" + @h DY) + o} (6D + (DY), 4.27)
Rig = 2(¢} l>2(¢n 27+ 208 ) (@ )7 = 2015 —2(05)° (@), (4.28)
1
RS,I — ( n+1 _ 7) ( n+1 5)3’ (429)
1
R3o = (¢"+1 +opt - 5) — (P it )3 =Ri2, (4.30)
Raz = (o3 = o) ((ga”“) T+ @)
2
Raa = (o) ,)° — <<p7v,3>5 - <¢§>5 + <¢§>5, (4.32)
R3s = =200k 3)° ((@h2)* + (@h 1)) + 2057 (@) + (91)?) . (4.33)
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Rae = (0n3) 0l o+ ona @l )" — 0D — 63 (o), (4.34)
R ==y (Wh )" + (@h ") + 63 ()" + (@), (4.35)
R = 205 )@ )7 + 200 ) (@0 D> = 2602 (@) =268 (9))2. (4.36)
Taking a discrete ¢ inner product with the error equation (4.18) by 2(—Ay)~ "n+1’
2(—AN)" An+1 , respectively, we get
2%, . R 25, . -
MoA! (e(r;);}—l _ egl’ n+1) LN + M AZ‘(en+1 —82,3, n+l) LN
3 e o A A
_TEI(AN o+l n+1)2 723(AN n+1 e:}jl)z
3e R A 2uA )
_EEZ(AN( ontl n+l) n+l n+l) 4 ((Rl 3,8 n+l)2 + (R33. ¢ n+l)2)
482 N 48% N 482 R .
I(Rl 1€ ”+l)2+7(7331, ”+l)2+7(R1 erft+ ety
122 JU—. 1253 .. . o )
= 1(6:;1, Z]j‘l) + 3(:;3’ n+l) Zz’ n+l+ ;1.:,.1)2
24A A )
= ((RIJ, n+l)2+(R31’ n+l)2)
j=4
F2R1 81w + 2R3 -1, 437)

in which we have repeatedly applied the summation by parts formula

( A ~n+l ( AN) ln+1) (Mn+l An+l)2’

( AN ~n+1 ( AN) 1 n+1)2 (Mn+1 An+l)2
The derivation of the following identities are based on summation by parts formulas:

i+l an sntl A+l A+l
2("+ — e, "+)1N—|I"+|I_1N—|Ie II_U\/-l-II"Jr

.
e 02 s (4.38)

2t = enth IN—ne"“n_l_N (AN Ve P
||_l N> (4.39)

—(ANé”-H An+l)2 _ ||VN"I’1+1||2’ —(ANAH-H n+1)
= [VnepH 3, (4.40)

—(An@Et et ettt ety = vyt

+erthls. (4.41)

For the term (R 1, € ”+l)2, it is observed that (<,0”Jrl %)3 is the gradient of a convex

n+1

function 1 7(oN! 2)4. This in turn indicates that

1
(Rl 1 en+l)2 — (((pn+l 7) ( n+1 2) gox;rll ll'l+1)2 Z 0. (442)
Similarly, we also have

(R31.ep 2 =0, (R, e +é5hy = 0. (4.43)
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Moreover, we observe that (go”Jrl ”+l) ((¢;1+1)2 + (§0"+1)2 + (<p”+l) ) and (§0n+1

2
goé”‘l) ((go’”‘l)2 + ((p’”‘l)2 + ((p"“) ) are the gradient of the following convex function,

in terms of ¢!, 4T, respectively:

3
<(¢n+1)2 + ((pn-l-l)Z + (¢§+1)2> ’
with (p"“ =1- ”+l (pé’“ Therefore, the sum of the following two discrete inner
products turns out to be non-negative:

(R13. 842+ (R3z, e, > 0. (4.44)

On the right hand side of (4.37), the two terms associated with the truncation error could
be controlled by the Cauchy inequality:

2R N S IRy + 18512y (4.45)
2Rz N < IRNIP v+ 1801 - (4.46)

In addition, the Cauchy inequahty could be applied to bound the linear error growth terms
on the right hand side:

o antl 1 o antl
2@, &y < e I3+ e 3, 2@, &,
1

< f1en 13 + 1en 2, @.47)

2( +é” An+l +en+l)2 < ”An +el‘l ”2+ ”An+l n+l||2 (4.48)

W’

For the nonlinear error growth on the right hand side, we focus on R 4; the other terms
could be analyzed in a similar fashion. We begin with the following decomposition:

@.2° = @)% = (@) + @k 2 08 + (@ ) @5+ 6l 20D+ (@) ), (4.49)

If we make the a-priori assumption (4.13) for the numerical error function at time step ¢”, an
application of (4.14) of Proposition 15 reveals that

lefy alls <2C* + 1, 1¢5lls < 2C, + 1, since o =1—¢! =g} (4.50)
In turn, an application of discrete Holder inequality leads to
(i - 7.5
= H (2 ) + (901\/ 2)3 5+ (QON 2) (3 ) + <PN 2(g02)3 + (¢%) H . ||é(7;;2||4 ”er1+1 la

< Cly o lIg + 5119 - 15, 1la - 1+ 1la
<c(c* >4+c2+1> 122, 11 - 1t s < Caliel, 15 + et 19, 4.51)

2

with C3 := C((C*)* + C‘g + 1). A similar estimate could be derived for the other error term
contained in R 4:

(=t 0% + @D, ) = Catleg 13+ gt 1. (4.52)
Then we arrive at

(Rua. el < G312, 13 + 128,13 + 211+ 13). (4.53)
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The other nonlinear error growth terms on the right hand side of (4.37) could be analyzed
in a similar manner; the details are skipped for the sake of brevity.

(Raa. epth), < Cshep, I3+ leg, 15 + 21519, (4.54)
(Rij. ept!), < CCslep, 15 + 18, 17 + e 13 + 181D, 5 <j <8, (4.55)
(Ra.j. i), < CC3lep 13 + e, 15 + e 15 + 151D, 5<j <8. (4.56)

Therefore, a substitution of (4.38)—(4.43), (4.44), (4.45)—(4.48), (4.53) and (4.54)—(4.56)
into (4.37) results in

1 An+1 An+1 A 2
AL <21(||€n+ || LN — ||e || 1N)+):3(|| ”+ || LN — ||e(7;3||_1,1v)>

3e 3e
+= zl||vNe"+‘||2+—zznvNe"*‘n
< (621 +1250)e 7 (180, 113 + 185 13) + (623 + 1252)e (114,113 + 11801 13)
+CsCae™ (1€, 115 + e 115 + et 13 + 1e 1)
ey e Py + ||RN,1||,1,N + ||RN.3 1% n- 4.57)

"1:0 facilitatNe the calculation below, we denote 6‘4 = 62 + 12X%,, C~’5 = 623 + 12X%,,
Cs = CgC3A. Furthermore, with an application of (3.20), (3.21) in Lemma 7 (as cited
in [30]), we have the following estimates:

A 2 = S DN A
I| o 12 = CaCee ey, lI-1,n - IVNEG, 12
(4 @1

< CCh)eh 112y + = 08 Vel 113. (4.58)

Cae™M &l 13 < C(Cae)lp 12y + —nv enths, (4.59)

Cse '1el 13 < C(Cs, o)llel, 1%,y + —nvNé" I3, (4.60)

Cse™'lept 13 < C(Cs. o) ept 12, v + —nvN"’*‘nz, (4.61)
Coe™M1en 13 < CoCre~tpen 11y - Ivwen 13/

< C(Cor N 121y + =22 IV I, (4.62)

Coe ™ 1,15 < C(Co. )1, 11% g ||vNé" 13, (4.63)

Coe 'lep 13 < C(Co. )T 12 v + —nvNA"“nz, (4.64)

Coe™ it I3 < C(Co. )l 17 |y + —nvN”’*‘nz. (4.65)

Notice that the Young’s inequality has been repeatedly applied in the derivation. Then we
arrive at

1 N A
(20 2y = 18, 12 ) + Zs U 12— 1,12 lN))

Se . 5¢ A
2SIV B + 2 Sl Vi I — 2 SolVivég, I3 - 5 Zoll Ve I3
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= (C(Cay Cor o)+ 1)U, 121y + Nt 121y + e 12+ 165 12 )
HIRN A2y + RN 31y (4:66)

Consequently, an application of discrete Gronwall inequality yields the desired error esti-
mate (4.7):

n+1

. 1z 4 .

lle "“Ilfl N+ (eAr E IIVN II2> <C(At+hr™), j=1,3, (4.67)
k=1

in which the fact that Ry 1[|-1.n, IRn.1ll-1.8y < C(At + ™) has been applied.
Finally, we have to recover the a-priori assumption (4.13) at the next time step #"+!. The
convergence estimate (4.67) implies that

esAtHVNe""'l 13 < C*(Ar + K™, which in turn gives
2=

N h™m N
IVnéptla < Ce™'2(ar'? + i) = Ce™'2(Aar'? + 1'%, (4.68)

provided that Ar > A*"~!_ 1In addition, it is observed that the a-priori assumption (4.13) is
valid at the next time step ¢"*! under the following constraint for Ar and h:

At<C%, h=C e (4.69)
This completes the proof of Theorem 13. O

Remark 16 Because of the nonlinear decomposition (4.49), which comes from a mixed prod-
uct energy term <p12¢%<p§, £8 bound for the numerical solution is necessary for the nonlinear
error estimate, as derived in (4.51). In comparison, for the two-phase CH flow, only a fourth
degree polynomial appears in the double-well potential. In turn, only an £° bound for the
numerical solution is needed for the convergence analysis of the two-phase flow, as reported
in a related work [64].

For the 2-D ternary CH flow (1.7), an application of Proposition 14 gives a uniform in
time £3 bound for the numerical solution, so that the convergence analysis of (3.22)—(3.24)
for 2-D ternary CH flow is unconditional; no linear refinement requirement is needed in the
2-D case.

Remark 17 1In the proof of Theorem 13, we only focus on the convergence analysis for the
partial spreading case (X; > 0, 1 < j < 3), for simplicity of presentation. In the total
spreading case (X; > 0, X3 > 0, Xy < 0), the well-posedness condition (1.2) assures
the desired inequality (1.3) needed in the error estimates for the surface diffusion terms. In
combination with the analysis for the nonlinear parts, which could be handled in a similar
fashion as in the proof for the partial spreading case, we are able to obtain the convergence
result. The technical details are skipped for the sake of brevity.

5 The Preconditioned Steepest Descent Solver
In this section, we describe a preconditioned steepest descent (PSD) algorithm for the pro-

posed numerical schemes (3.22), (3.32), (3.35) and (3.38), based on the theoretical framework
in [42,43]. We take the first order schemes (3.22), (3.32) for instance and others likewise.
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5.1 PSD for the First Order Scheme of Partial Spreading Case

The numerical scheme (3.22) at time k + 1 can be expressed as

{Nl(fﬂlfﬂ, ot =h 5.0
Ni(@stt bty = 13
with
Ni( )—Egol_wlfquizm2 4365, A2 (01 + 03)
1{@1, @3 _MO AL 2 1EANPL 2 28N @1 T~ @3
243, 1, 243 1,
- AN(SDL_E) - AN(§01+(P3_§)
12A 2
+—=an(r = =g =) (bF + L =01 =) +63)’).
23 903—<,0§ 3 2 3 2
Ni(pp, 93) =——= 223 1+ “FeA ZeXHA
3(01, 93) My Ar +4 3€ N¢3+48 2A% (@1 + ¢3)

2433 4%,

1, 2 1,
An(p3 — 5) - An(p1 + @3 — 5)

12A

+ ?sz((rps —U=p1 =) (g + (L= 1 — 03 +63)°).
6 .1 S|

fi=—2ax[Eiwk = 5)+ D2t + ¢4 - 3)]

12A

+ = Ay (=D + @5 =200 (@) + @h)?) + (b e

— ot () + @) +26H7 ) + Wb + 265 0h)?)

=ApNg1,

6 1 ’ 1
fr=—2Ax[Esh = 5) + Dol + ¢4 - 3)]
12A
+ = An (=) + () = 260)° (@) + @h)?) + (W)*eh
— o (D + D) 26 @ +es (oD +265)° () == Anes.

Note that (5.1) can be recast as a minimization problem with energy functional that involves
the discrete H~! norm. In particular, we see that

23
2AtMy

|
2AtMy

Jilgr, ¢3] = lor — @fll—in + s — @5ll—in

3 2, 3 2, 3 2
+1218||VN(P1|| +1522||VN((P1 + @3l +1233||VN¢3||

6 1, 1, 1,
+ - (o1 — )T+ oo + @3 — 2)" 4+ Ba(es — £)7 Jdx
e Jo 2 2 2

2A 3
+7/ (¢%+<1 — 1 —¢3)2+¢§) dx + (g1, 1) + (g3, 93).  (5.2)
Q
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Now we use a linearized version of the nonlinear operator as a preconditioner:

ZLdLy 30(%) + 5;)A%d
+45( 1+ 22) N4l (5.3)

£, dy) = | Yo 3
B 4 36(3) + B3)A%ds

which s used to find an appropriate search direction. Given the current iterate (ga"‘+l - (pl3‘+l M,

the search direction can be computed by solving the equation £(d], d}) = (fi — N1, f3 —
N3)T . In this way, the search directions d;, d3 are also mean-free according to the periodic
boundary condition. With the current iterate and search direction on hand, the next iteration
is updated as
k+1,n+1 k+1,
(pl+ n+ :§0+ n_’_an 111’
‘p§+l,n+l k+l n + Oénd3 . (54)

where «,, € R satisfies

<fl Nl (¢k+l n+1 g0/3<+1,n+1), d?) <f3 —N3(§0k+l n+1 g0/3<+1,n+1)’ d?) —0.

5.2 PSD for the First Order Scheme of Total Spreading Case

The numerical scheme (3.32) at time k + 1 can be expressed as

Nt dth = 7 55)
Nt bty = 737
with
1¢| of 3 6% [ 1y % 1 ]
= $16A2 22 A4 =23 = 22 -
Nior, ¢3) = X, +4 188 p1 = —— Ay (1 2) ):l(<P1+<P3 2)
12A 2
+—AN((¢1 — =g =) (eF+ (1 =01 — 03> +63)°),
303 —¢f 3 6%3 [ 1, % 1 ]
BB Cyien? 25 Al = 23 = 22 S
Ni(pr, ¢3) Mo Al + ZaeAyes — —— Ay (93 2) E3(§01+<ﬂ3 2)
A 2
+ == AN<(<p3 — (L= g1 —@3) (¢f+(l — 1 — 93 +¢3) )
- 621 1 4%, 3
Ji=-tav[eh - 5 - T2k + ek - 57 - Jemaadd + b

12A ’
+ = Ay (=)’ + @) — 200t ((¢§>2 +@5?) + @h'eh

— ot (@h" + (eh*) +26H7 65 + e eh)* + 2668 h)?)
=ANg1,
1 4%, S| 3
F= =AW = ) - ek e = ) - Jemal el + o)
12A ’
+ = an (@A) + ) = 260° (@5 + @h)?) + h)*eh

— ok (@' + D)+ 266D (e +eb () 206 0h)?) == an .
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Note that (5.5) can be recast as a minimization problem with energy functional that involves
the discrete H~! norm. In particular, we have

lor — @ ll—in +

Tilgr, ¢31 = los — 5l 1n

2 23
2At M) 2At M,

3 2, 3 2

+ ZZISHVN(PI <+ ZE3S||VN¢3 I
6 1, 1, 1,

+ - Yi(er — )7 = Za(or + 93 — 2)7 4+ B3(pz — )7 Jdx
e Jo 2 2 2

3
27[\ 2 _ _ 2 2 ~ ~
+ - o7+ (L —@1 —@3)" + ¢35 ) dx+ (81, ¢1) + (83, ¢3).  (5.6)
Q

The linearized operator becomes

( ) 1 1 +6 ZANdl-l— 218A2d1 ( )

L dy, d3 z d PPy 5.7
M; 5;t + 68 ANd3 + 4):38A12Vd3

Given the current iterate (gak L n’ g0§ L ”) the search direction can be Computed by SOlVing

the equation E(d 1.d3) =( f — N, f—N- 3)T With the current iteration and search direction
on hand, the next iterate is updated as

(pllc+ln+l —§0A+ln+ n’

¢ = T oy, (5.8)

where «;,, € R satisfies

(f1 R gttt ghttntty d;ll>+(f Ryttt (p§+l.r1+l)’d§1> _o

6 Numerical Results

In this section, we provide some numerical results for the numerical method proposed in
the previous sections and make some comparisons with pure BDF schemes. For brevity, we
denote the first-order, second-order convex-concave schemes by CC1 and CC2 respectively,
the implicit-Euler by BDF1 and the second-order implicit backward differential formula by
BDF2. Some numerical examples have been described in [13]. In the presented numerical
experiments, the approximate solutions are visualized through the isolines of the function:

(01,02, 93) > (1 =) —@2)(1 — @3). 6.1)

The stability and convergence estimates presented in the previous sections are valid for
both the 2-D and 3-D models. In this section, we focus on the numerical simulation of the 2-D
examples, since the 2-D results will be sufficient to illustrate the complicated structures of the
ternary flow. Because the numerical ideas are independent of the dimension, as demonstrated
in the earlier theoretical analysis, an extension of these numerical implementations to the 3-D
ternary flow is expected to be standard, though they require sophisticated high-performance
computing (HPC) techniques.
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Table 1 Convergence rate of the first-order schemes for the partial spreading case, with a fixed spatial resolution
N =128

h At ¢2-error-CC1 order ¢2_error-BDF1 order
X /128 1/160 1.5332¢-3 - 1.0334e-3 -

X /128 1/320 7.6623e—4 1.0007 5.1585¢—4 1.0024
X/128 1/640 3.8297¢4 1.0006 2.5775e—4 1.0010
X/128 1/1280 1.9142¢4 1.0005 1.2886e—4 1.0002

Table 2 Convergence rate of the second-order schemes for the partial spreading case, with a fixed spatial
resolution N = 128

h At 22 -error-CC2 order ¢2-error-BDF2 order
X /128 1/160 2.5159¢e-5 - 1.6668e-5 -

X /128 1/320 6.2827e—6 2.0016 4.1641e—6 2.0010
X/128 1/640 1.5753e-6 1.9958 1.0404e-6 2.0009
X/128 1/1280 3.9692e-7 1.9887 2.5975e-7 2.0019

6.1 Three-Phase: Partial Spreading
6.1.1 Convergence Test

For the partial spreading case, the coefficients X; are positive, thus the potential Fy =
Z?: 1 %goiz(l —;)? is bounded by zero from below, then we can choose A = 0. Some other
parameters are given by

Y =04, ¥, =16, T3=12, My=10"%, ¢ =0.1, X = 2,

and the domain Q = [—X/2, X/2]? is divided uniformly with step size h = X/128. An
artificial term on the right hand side has to be added to make the exact solution satisfies the
equations:

s'n(t)cosz(zn )cos(zﬂ )
=si —X —y),
Pe, 1 X X y
(6.2)

@, sin Cos X) COS s
o2 X X Y

Ye3=1—0e1 — @ep-

First we perform the convergence test at the final time 7 = 0.5. The temporal convergence
rates in the discrete ¢2 norm (i.e., lo(¢,T) — (oﬁt'h [I) are displayed in Tables 1, 2, for the
first and second order numerical schemes, respectively. Both the CC schemes and pure BDF

schemes are accurate.

6.1.2 Energy Decay

In the energy decay test, the same parameters are used, except that we let ¢ = 0.01, and
the domain is taken as Q = [—0.3,0.3] x [—0.25, 0.25]. Besides, the artificial terms are
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1.08 Energy for partial spreading in time [0,5]
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Fig. 1 The energy evolution plot for the partial spreading, computed by the CC1 and CC2 schemes with
Ar=1073

removed and we set the initial data ¢° as
o_ 1 2 mint/x2 4 2
Q] = 5[1 + tanh (g min(y/x* + y= — 0.1, y))],
1 2
09 = 5[1 — tanh (= max(—y/x? + y2 4+ 0.1, y))],
e
0

W =1-¢) -

The energy decay plots are presented in Fig. 1, computed by the first order scheme (3.22)—
(3.24) and the second order BDF one (3.35)—(3.37). It is believed that the dotted line, which
stands for the energy plot computed by the second order scheme, is more accurate than the
solid line, the one by the first order scheme. This fact is verified by both the formal Taylor
expansion and the numerical comparison with the results computed by finer time step sizes.
In addition, the evolution of the interface position is observed through the isolines of the
transformed variables (6.1) and the corresponding results are displayed in Fig. 2. Also, we
separately depict the phase states of the three order parameters at four different times in Fig.
3.

6.2 Three-Phase: Total Spreading
6.2.1 Convergence Test

For the total spreading case, the coefficients X; can be negative, thus the potential Fy =
Z?:l %goiz(l — ¢i)? could be unbounded, while there exists Ag > 0 such that for all
A > Ay the potential F is non negative, and we can choose A = 7. Some other parameters

are given by

Y =3, Sy =—1, ¥3=3, My=10"% ¢=0.1, X =27,
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initiatial value Solution at t = 0.2

025 -02 -0.15 -01 -005 0 005 01 015 02 025 -025 -02 -015 -01 -005 0 005 01 015 02 025

Solution at t = 2 Solution att =5

-025 -02 -015 -0.1 -005 O 005 01 015 02 025 -025 -0.2 -015 -0.1 -005 O 005 01 015 02 0.25

Fig. 2 Evolution of the interface position for the partial spreading case (visualized through the isolines of
(1 =@ —@2)(1 — ¢3)), computed by the CC2 scheme with At = 1073

and the domain Q = [—-X /2, X /2]2 is divided uniformly with step size » = X /128. In this
case, the following exact solution is chosen, and the corresponding artificial terms have to
be added on the right hand side
@e,1 = sin(t) cosz(zix) COS(zly),
' X X
(6.3)

@, Sin Ccos X) COS y),
e X X

Ye3 =1—@e1 — @e2-

Similarly, the convergence test is performed at the final time 7 = 0.5. The temporal
convergence rates in the discrete £> norm are displayed in Tables 3, 4, for the first and second
order schemes, respectively. The errors of pure BDF scheme are lower than that of CC
scheme by one or two orders of magnitude. This is due to the convex-concave decomposition
for the mixed product term in which some additional explicit terms are involved, resulting
in certain numerical errors. Nevertheless, the convergence performances of CC scheme are
still significant.
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Fig. 3 Evolution of the three order parameters for the partial spreading case, computed by the CC2 scheme

with At = 1073

Table 3 Convergence rate of the first-order schemes for the total spreading case, with a fixed spatial resolution

N =128

h At ¢2-error-CC1 Order ¢2-error-BDF1 Order
X/128 1/160 6.6075e-2 - 1.0612e-3 -
X/128 1/320 3.6439e-2 0.8586 5.2964e—4 1.0026
X /128 1/640 1.9329e-2 0.9147 2.6464e—4 1.0010
X /128 1/1280 9.9788e-3 0.9538 1.3225e—4 1.0008
6.2.2 Energy Decay

In the energy decay study, the same parameters are used, except that we take ¢ = 0.01,

and the domain is given by Q = [—0.3, 0.3] x [-0.25, 0.25]. Again, the artificial terms are
removed, and the following initial data (00 are taken:
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Table 4 Convergence rate of the second-order schemes for the total spreading case, with a fixed spatial
resolution N = 128

h At 22 error-CC2 Order ¢2_error-BDF2 Order
X /128 1/160 2.7027e-3 - 1.7215e-5 -

X /128 1/320 6.8970e—4 1.9704 4.3009e-6 2.0010
X/128 1/640 1.7413e4 1.9858 1.0748e—6 2.0005
X/128 1/1280 4.4094e-5 1.9815 2.6591e-7 2.0151

16 Energy for total spreading in time [0,100]

T

1-order
— — 2-order

1.2

1.1

0 10 20 30 40 50 60 70 80 90 100
Time

Fig.4 The energy plot for the total spreading, computed by the CC1 and CC2 schemes with A7 = 1073

q)? = %[1 -+ tanh(% mln( x2 + y2 - Ol’ )’))]a
&

1 2
0
= —|1 —tanh (—y)]|,

o = 5[t —tanh (2)]

03 =1-9) —¢f.
Similarly, the energy decay plots are presented in Fig. 4, computed by the first order
scheme (3.32)—(3.34) (corresponding to the dotted line) and the second order BDF one (3.38)—
(3.40) (corresponding to the solid line). Again, it is believed that the dotted line is more
accurate than the solid line, which could be verified by both the formal Taylor expansion and
the numerical comparison with the results computed by finer time step sizes. Moreover, the
snapshot evolution of the interface (in terms of the isolines of the functions (6.1)) is displayed

in Fig. 5 and the phase states of the three order parameters at different times are shown in
Fig. 6.
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initiatial value Solution at t = 2

0.05 ! § 0.05
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Solution at t = 30 Solution at t = 300
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Fig. 5 Evolution of the interface position for the total spreading case (visualized through the isolines of
(1 =@ —e2)(1 — ¢3)), computed by the CC2 scheme with A7 = 1073

7 Concluding Remarks

In this article, we propose and analyze a uniquely solvable and unconditionally energy stable
numerical scheme for the ternary CH system. The total mass constraint leads to effective
equations for two components, and the physical energy could be appropriately rewritten.
However the nonlinear energy functional in the mixed product form, which turns out to be non-
convex, non-concave in the three-phase space, turns out to be highly challenging. To overcome
this difficulty, we make a key observation that, such a mixed product term is included in
(go% + go% + <p§)3, a convex function in the three-phase space. As a consequence, a convex-
concave decomposition of the physical energy in the ternary system becomes available,
and the numerical scheme could be appropriately constructed. Both the unique solvability
and the unconditional energy stability of the proposed numerical scheme are theoretically
proved. With a careful estimate of a discrete £% bound for the numerical solution, an optimal
rate convergence analysis is derived for the proposed numerical scheme, which is the first
such result in this area. The implicit terms in the resulting scheme are highly nonlinear,
while they are the gradient of certain convex functional in the three-phase space; we present
detailed descriptions of an efficient preconditioned steepest descent (PSD) algorithm to solve
the corresponding nonlinear systems, with Fourier pseudo-spectral spatial approximation. A
second order accurate, modified BDF scheme is also discussed in this article. A few numerical
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Fig.6 Evo31uti0n of the three order parameters for the total spreading case, computed by the CC2 scheme with
At =107

results have also been presented in this work, including the convergence test, simulation
results for both partial and total spreading models.
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A Proof of Lemma 6

To prove the inverse inequality (3.16), we begin with the following observation:

2K a’p 2K 2K
SofigklP ] = D0 Sk = D N fijalf, V1= p<q<oo,
i,j.k=0 i,j.k=0 i,j.k=0

(A.1)
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due to the fact that % > 1. This is equivalent to

2K 1/q 2K 1/p
Yofi? = DD Ml L Vispsg<oo.  (A2)
i,j.k=0 i.j.k=0

In turn, we get

2K l/a 2K /p
BN gl kRS S f ] (A3)
i,j.k=0 i,j.k=0

which is exactly (3.16), because of the fact that 1 = 2KLﬁ

For the rest three inequalities, we assume the periodic grid f has the discrete Fourier
transformation as given by (3.1). For simplicity of presentation, we also assume that L = 1.
In addition, we denote its extension to a continuous function as

K

ey, =Y fl,exp@riltx +my +n2)). (A4)
t,m,n=—K

The following estimates could be derived with the help of the Parseval’s identity; also see
the related analysis in [30,42,43,52]:

K
IR =1feli = D 1Nl (A5)
{mn=—K
7= /Q frdx = fi.0. (A.6)
IVy £I3 = IV fell?. (A7)

As a result, the discrete Poincaré inequality (3.17) is a direct consequence of its continuous
version:

I fellg < Call fel + IV frl), (A.8)

combined with the identities (A.5)—(A.7).
On the other hand, we recall a key estimate given by Lemma A.2 in an existing work [43]:

Iflp < \/gllfFlleu in2-D, p=4,6, .., (A.9)
In addition, such an analysis could also be extended to the 3-D case
1f1p < <§>3f4||fF||Lp, in3-D, p =46, ... (A.10)
For the 3-D discrete Sobolev inequality (3.18), we begin with the observation that
f € ¢ is equivalent to fol?lo,o = 0, so that fQ frdx = 0. (A.11)

Subsequently, an application of the 3-D estimate (A.10) results in
I £lle < 3341 fell s < CallV fll = Call Vi £l (A.12)

in which a continuous Sobolev embedding has been applied in the second step, due to the
fact that [, frdx = 0.
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Similarly, for the 2-D discrete Sobolev inequality (3.19), we apply the estimate (A.9) and
obtain

Iflls = 20 fellLs = Csll fell = Csll fllg), - (A.13)

Again a continuous Sobolev embedding has been applied in the second step, and the last step
is based on the identities (A.5), (A.7).
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