EFFECTIVE DENSITY FOR INHOMOGENEOUS QUADRATIC FORMS
I: GENERIC FORMS AND FIXED SHIFTS
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ABSTRACT. We establish effective versions of Oppenheim’s conjecture for generic inhomo-
geneous quadratic forms. We prove such results for fixed shift vectors and generic quadratic
forms. When the shift is rational we prove a counting result which implies the optimal den-
sity for values of generic inhomogeneous forms. We also obtain a similar density result for
fixed irrational shifts satisfying an explicit Diophantine condition. The main technical tool
is a formula for the second moment of Siegel transforms on certain congruence quotients
of SL,(R) which we believe to be of independent interest. In a sequel, we use different
techniques to treat the companion problem concerning generic shifts and fixed quadratic

forms.
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1. INTRODUCTION

Let @ be a quadratic form on R™ and let a be a vector in R™. Define the inhomogeneous
quadratic form Q4 by

Qa(v) = Q(v + a) for any v € R",

where we think of @), as a shift by a of the homogenous form ). The inhomogeneous
form @), is said to be indefinite if () is indefinite and non-degenerate if () is non-degenerate.
Finally, Q) is said to be irrational if either () is an irrational quadratic form, i.e. not
proportional to a quadratic form with integer coefficients, or « is an irrational vector.
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In [MM11], Margulis and Mohammadi studied the counting function
(1.1) NQaa(t) = #{v € Z" | Qa(v) € I, |v[< t},
where I C R is an interval and ||-|| is the Euclidean norm on R" '. They showed that for any
indefinite, irrational and non-degenerate inhomogeneous form (), in n > 3 variables there is
cg > 0 such that

Noai(t)

lim P

t—o00
while for n > 5 the limit exists and equals cg||. This generalizes the results of Dani-
Margulis [DM93] (a lower bound for the liminf) and Eskin-Margulis-Mozes [EMM98] (an
upper bound for the limsup) in the homogeneous case a = 0. It also generalizes results of
Sarnak [Sar97] (for the homogeneous case), and Marklof [Mar02, Mar03] (for the inhomo-
geneous case) who considered an important special case related to the pair correlation of
values of a positive definite form. In particular, one can deduce from this an analogue of
the famous Oppenheim conjecture for inhomogeneous forms, stating that for any indefinite,
irrational, non-degenerate inhomogeneous form @, in n > 3 variables Q4 (Z") is dense in R
(see also [BG19] for a self-contained proof).

In this paper, we are concerned with questions of effectivity, namely, for a given @, € R
and t > 1 large:

(1) How small can |Qq(v) — | get for v € Z" with ||v||< t bounded?
(2) Is it possible to obtain an effective estimate (i.e., with power saving for the remainder)
for the counting function Ng,, ;(¢)?

cqlll,

We note that the two problems are closely related and that a good enough answer for the
second question will also give an answer to the first one.

1.1. Homogeneous forms. Before turning to our results we discuss what is known for
homogeneous forms, a problem that received a lot of attention in recent years. When the
number of variables n > 5 is large, it is possible to use analytic methods to get effective results
depending on Diophantine properties of the form (see [BGHM10] for the best results in this
setting). For n < 4 the analytic methods break down and one has to rely on a dynamical
approach. In this case, using an effective version of the results of Dani and Margulis [DM93]
on unipotent flows, Lindenstrauss and Margulis [LM14] answered the first question with a
bound that is logarithmic in ¢ (under some mild explicit assumptions on the coefficients of
Q). Their result is remarkable because it applies to an explicit, large class of quadratic forms.
However, as there can be considerable variation in the Diophantine properties of quadratic
forms, it is plausible to expect much better (polynomial) bounds for generic forms. Indeed,
in [GGN18], the problem was considered for generic forms and the authors gave a heuristic
argument predicting that for generic forms one should expect that for all kK < n — 2 the
system of inequalities

(1.2) Q(v) = ¢l<t™, |vl|<t
has integer solutions v € Z" for all sufficiently large ¢.

To make the notion of generic forms more precise, we note that any quadratic form of
signature (pi, p2) with p; +ps = n is of the form AQ(vg) with @ some fixed unit determinant
form of signature (py,p2), g € SL,(R) and A > 0. We say that a property holds for almost

ITheir result is more general and deals with dilations of arbitrary convex sets.
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all forms of signature (p1, p2) if for any A > 0 it holds for AQ(vg) for almost all g € SL,(R),
and that it holds for almost all indefinite forms in n variables if it holds for almost all
forms of signature (pi, p2) for any py,ps > 1 with p; + po = n. With this notion, using an
effective mean ergodic theorem for semisimple groups, Ghosh, Gorodnik and Nevo [GGN18§]
showed that there is some positive k¢ (depending on n) such that for any x < k¢ and
any £ € R for almost all indefinite forms @) in n > 3 variables (1.2) has integer solutions
for all sufficiently large t. For the special case of n = 3 their method gives ko = 1 as
predicted (see also [GK17]), but for n > 3 the value of kg is strictly smaller. The method
also gives the predicted heuristic value for several other examples of polynomial maps on
homogeneous varieties of semisimple groups. By using a completely different method, relying
on Rogers’ formula [Rogh5| for the second moment of Siegel transforms, in [AM18] Athreya
and Margulis obtained the optimal rate kg = n — 2 for any n > 3 in the special case of
¢ = 0. Moreover, they showed that for almost all indefinite forms in n > 3 variables, and
for any fixed interval I, the counting function Ng ;(T') satisfies an asymptotic formula with
a power saving estimate for the remainder. Subsequently, Kelmer and Yu further developed
this technique in [KY18] allowing the interval I = I; to be shrinking intervals of of size t~*
for any k < n — 2, thus confirming the prediction made in [GGN18]. The method used in
[KY18] is rather soft and only uses the second moment formula together with some explicit
volume estimates, in particular it could be applied in any setting where these two ingredients
are available.

Remark 1.3. We note that for these results, one first fixes the target point & (or the shrinking
interval I;) and then picks a full measure set of forms with values approaching £. One can also
ask what is the best rate at which a generic form can approximate all targets simultaneously.
This type of problem was studied by Bourgain [Boul6], who proved a certain uniform effective
result for generic diagonal forms in three variables using analytic methods. Subsequently,
Ghosh and Kelmer [GK18] used ergodic methods to get similar results for generic ternary
forms, and finally in [KY18] Kelmer and Yu proved an analogous counting result in the
uniform setting for generic forms in any number of variables.

1.2. Inhomogeneous forms. Turning to inhomogeneous forms, as pointed out in [AM18],
by using an affine analogue of Rogers’ formula obtained in [EBMV15, Appendix B] (see also
[Ath15, Lemma 4]), one can recover the main results in [AM18, KY18] with @ replaced by
Qw, for almost all indefinite forms () in n variables and almost all a € R™. Since all the
arguments are identical to the ones in [KY18] (with the obvious modifications, replacing
the space of lattices SL, (Z)\SL, (R) by the space of affine lattices ASL,(Z)\ASL,(R)) we
will not give the details here, but suffice to point out that it implies the following result
answering both questions in this setting:

Theorem 1.1. Let n > 3 and let 0 < k < n — 2. Let {I;}4=0 be a decreasing family of
bounded measurable subsets of R with measures |Iy|= ct™* for some ¢ > 0. Then there is
v > 0 such that for almost every non-degenerate indefinite quadratic form @ in n variables
there is a constant cg such that for almost every o € R"

Nowr, (£) = col L2 + Og (" 2777).
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In particular, for any kK < n — 2, for almost every a € R", and for almost every quadratic
form @ as above, the system of inequalities

(1.4) Qa(v) —¢[<t7™, |vl<t
has integer solutions for all sufficiently large t.

Remark 1.5. We note that, more precisely, following the arguments in [KY18] we only get
the above counting result for generic non-degenerate indefinite quadratic forms with unit
determinant. However, it can be easily generalized to quadratic forms of all determinants
by noting that (AQa) ' (1) = Qx (A7) and setting crg = A teg.

[e%

The main result of this paper is to address the significantly more subtle problem of obtain-
ing similar estimates for a fixed shift a (perhaps satisfying some Diophantine assumptions)
that will hold for @4, for almost all forms @. In a companion paper [GKY20], we address
the companion problem of obtaining estimates that hold for a fixed form and for almost all
shifts. We should also mention the recent result of Strombergsson and Vishe [SV18] who
gave an effective estimate for Ny, r(t) for the special case when @ is the fixed standard form
of signature (2,2) and « is a fixed shift satisfying some explicit Diophantine conditions.

1.3. Rational shifts. Our strongest result in this setting is when the shift « is rational.
Here we can use a similar approach to [KY18] to prove the following counting result.

Theorem 1.2. Letn >3 and let 0 < k <n—2. Let a € Q" be a fized rational vector. Let
{I;}+=0 be a decreasing family of bounded measurable subsets of R with measures |I;|= ct™"
for some ¢ > 0. Then there is v > 0 such that for almost every non-degenerate indefinite
quadratic form @ in n variables, there is a constant cqg > 0 such that

(1.6) Naa, (t) = ol L|t"* + O (t"*7"77).

In particular, for any k < n — 2, for every a € Q", and for almost every quadratic form Q)
as above, the system of inequalities (1.4) has integer solutions for all sufficiently large t.

Note that the set of rational vectors is a measure zero subset in R™ so the result on generic
shifts does not say anything about rational shifts. Nevertheless, our result for a fixed rational
shift gives the same (optimal) rate which holds generically. The reason we are able to obtain
such strong results for a rational shift a = § is the following observation: The values of the
shifted form at integer points

(1.7) Qa(v) = Qv +7) = ¢*Q(qv + p),

are just a scaling of the values of the homogeneous form () evaluated on integer points satis-
fying a congruence condition modulo ¢q. This observation also gives another interpretation of
our counting result in terms of counting integer solutions to (1.2) with an extra congruence
condition. Explicitly, we show that, for a generic form @, the integer solutions to (1.2) are
evenly distributed in each congruence class in (Z/qZ)".

Corollary 1.3. Letn >3 and let 0 < k <n —2 and let ¢ € N. Let {I;}4~¢ be a decreasing

family of bounded measurable subsets of R with measures |I;|= ct™* for some ¢ > 0. Then
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there is v > 0 such that for almost every non-degenerate indefinite quadratic form @ in n
variables, there is a constant cg > 0 such that for all p € (Z/qZ)"

coll|t"2
#HweZ" | Qw) € I1,w =p (mod q), |w|< t} = %

+ OQ,V,q(tn_z_H_V)'

1.4. Second moment formula for congruence subgroups. In view of the observation
(1.7), in order to apply the method developed in [KY18] to this setting, we need a formula
for the second moment of the Siegel transform when the group SL,(Z) is replaced with an
appropriate congruence subgroup.

Rogers’ proof of his moment formula seems very special to the space of lattices, and it is not
immediately clear how to generalize it to incorporate a congruence condition. In [KY19],
Kelmer and Yu introduced another method, relating the Siegel transform to incomplete
Eisenstein series and relying on their spectral theory to obtain a second moment formula.
This spectral approach is much more flexible and can be applied for many cases and in
particular to congruence groups. The main technical result of this paper is thus an adaptation
of this method to prove a second moment formula in this setting. We now give a special case
of this formula that could be of independent interest.

Let G = SL,(R) and I" = SL,,(Z) and let p denote the Haar measure of G normalized so
that u(I'\G) = 1. Let L < G denote the stabilizer of e,, = (0,...,0,1) and note that there
is a natural identification of L\G with R” := R"\ {0} given by Lg — e,g. For ¢ € N we let
I'1(¢) < T denote the congruence subgroup

(1.8) I'i(g)={yeTl:e,y=e, (mod q)}.
For a function on f on R" of sufficiently fast decay, we define its incomplete Eisenstein series
by
Ol g)= Y.,  flen).
Yl (@)NL\T'1(q)

Note that ©'7 is a function on I'i(¢)\G. We then show the following formulas for the first
and second moments (see Corollary 2.5 and Theorem 2.1 for the general result).

Theorem 1.4. Let n > 3 be an integer. Let [ be a bounded compactly supported function
on L\G = R™. Then

n f]R" f(z)dzx
: 07 (g)d — JRr AT
(1.9 L. O wnts) = = B
and
(1.10)
. o fl@)daP 1 5
»q 2d _ R 2d q — y
f ot =Bl s s [ M@Pde 1t [ il
where 6, =1 if g € {1,2} and 6, =0 if ¢ > 3 and {,(n) = > =1 k7"
ged(k,q)=1

Remark 1.11. Here the first moment formula (1.9) also holds for n = 2, see Corollary 2.5.
We also note that the orbit e,I'1(q) C Z"™ is precisely all primitive vectors in Z" that are
congruent to e, modulo ¢, so the incomplete Eisenstein series @;ﬁ’q is closely related to the

Siegel transform when incorporating this congruence condition. If we want to change the
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congruence condition to u = p (mod q) for a different vector p # e,, it can be done by
replacing I'1(¢) by an appropriate conjugate.

1.5. Irrational shifts. The relation between values of an inhomogeneous form at integer
points and values of the corresponding homogeneous form on integer points satisfying con-
gruence conditions clearly no longer holds when the shift is irrational. Nevertheless, using
the fact that the dependance on ¢ in our second moment formula is very explicit, we can still
get some results for irrational shifts by approximating them by rational ones, as long as we
have sufficient control on how fast the denominators grow. This control on the growth of the
approximating vectors can be obtained for irrational vectors satisfying certain Diophantine
conditions for which we can show the following.

Theorem 1.5. Let n > 5 and let o € R™ be an irrational vector with Diophantine exponent
wa and uniform Diophantine exponent Wo (see §5.1). Assume that we < 00 and that De >

-2 Then for any k € (O,%), for any & € R, and for almost every non-

n—2
degenerate indefinite quadratic form @ in n variables, the system of inequalities (1.4) has
integer solutions for all sufficiently large t.

Remark 1.12. We note that here the assumption that n > 5 is to ensure the existence of a
satisfying the above two Diophantine conditions (see Remark 5.3), and in fact we can handle
a slightly larger set of irrational vectors (see Theorem 5.3). We also note that our result for
irrational shift is much weaker (for example our exponent is always smaller than @, which
is less or equal to 1 (see Remark 5.3) while for generic shifts the correct critical exponent
is n — 2). This could be just an artefact of our proof, but it might suggest that there are
special irrational shifts that behave much worse than the generic ones, and it reflects the
sensitivity of the Diophantine problem under consideration.

1.6. Further generalizations. We have not addressed here the uniform results for approx-
imating all targets simultaneously as done in [Boul6, GK18, KY18] for homogeneous forms.
We note that while there are some obstacles getting a uniform analogue of Theorem 1.5, our
method can be easily adapted to deal with this type of problem in the fixed rational shift
setting. We refer the reader to the proof of Corollary 4 of [KY18] to see how such a result
follows from the second moment formula.

We also note that, just as in [KY18], one can extend these methods to give similar results
not only to quadratic forms but to shifts (either rational or irrational and satisfying similar
Diophantine conditions) of more general homogeneous polynomials of higher degrees.

Notation. Let us fix some notation throughout this paper. For two positive quantities A
and B, we will use the notation A < B or A = O(B) to mean that there is a constant ¢ > 0
such that A < ¢B, and we will use subscripts to indicate the dependence of the constant on
parameters. We will write A < B for A < B < A. For any t > 0 we denote by B; C R"
the open Euclidean ball centered at the origin with radius ¢. For any measurable function f
on R™ we denote by vol(f) := [, f(x)dz.

Acknowledgements. The authors would like to thank Jens Marklof for his comments and
for bringing their attention to some references. The authors would also like to thank an
anonymous referee for a thoughtful report, especially for suggesting an alternative proof to

the second moment formula in Theorem 3.2.
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2. MOMENT FORMULAS OF INCOMPLETE EISENSTEIN SERIES

In this section we prove the main technical result of this paper, which is a more general
second moment formula than (1.10) for certain translates of the incomplete Eisenstein series
@’;’q defined in the introduction. To prove such a moment formula we need to work on
homogeneous spaces of different ranks, and we thus keep this parameter in our notation. Let
n > 2. Let G,, = SL,,(R) and let I';, = SL,,(Z). Let p, be a Haar measure of G,, normalized
such that p,(I',\G,) = 1.

Let P, < G, be the identity component of the maximal parabolic subgroup of G,, fixing
the line spanned by e, = (0,...,0,1) € R™ under the right multiplication action, and let
L,, < P, be the stabilizer of e,,. Since this action on R" = R" \ {0} is transitive, it induces
an identification between the homogeneous space L, \G,, and R” identifying L,g with e,g,
the bottom row of g.

Let I' < T, be a finite-index subgroup of I',,. Given a bounded compactly supported func-
tion f on L,\G, (that we think of as a left L,-invariant function on G, ), the corresponding
incomplete Fisenstein series at P,, denoted by @IJ; on '\G,, is defined by

Ofg) = > f()
~ETNP,\T
We note that it is not difficult to check that I',, " P, =1I',, N L,,. Since I' < T',, we also have
I'nP,=InNL,. Together with the assumption that f is left L,-invariant, this implies that
the series defining @? is well-defined. Moreover, it is easy to check that @? is left [-invariant,
and since f is bounded and compactly supported, the series for @?(g) is actually a finite
sum for any g € (G,,, and hence absolutely converges.
For any integer ¢ € N, let

[M(q) ={v€el, | e,y =e, (modq)}
be the congruence subgroup consisting of elements in I',, whose bottom row is congruent
to e, modulo ¢. We denote by X, , = I'f(¢)\G, the corresponding homogeneous space.

For any ¢ € Z we denote by [¢] its reduction in Z/qZ, and denote by [f] the inverse of [¢]
in (Z/qZ)* if ged(¢,q) = 1. For each [¢] € (Z/qZ)* since the action of I', on the set of

primitive integer vectors, Zg , is transitive, we can take 74 € I';, such that

(2.1) e, = [{]e, (mod gq).

We note that the choice of 7y is not unique and (2.1) implies that 7j; normalizes I'f(¢). For
simplicity of notation, when I' = T'}(¢) we abbreviate @?f(q) by ©'?. Since T'{(q) N P, =
I'7(q) N Ly, this definition of ©77 here coincides with the definition given in the introduction.
We prove the following inner product formula for @?’q.

Theorem 2.1. Let fi and fy be any two bounded and compactly supported functions on
L\G, = R™ Then for anyq>1,n>2 and [{] € (Z/qZ)* we have

(2:2) /X 0%(9)0';" (1199)dpn(9) — L <5mm vol(fifz) + djgr-y VOl(f1f2>>

¢(n)
vol(f1) vol(fz)
_ ] e n23
Zw7£0 % Jgs f1 (x1,22) fo (zq%uf;% + txy, ;?f% + t$2> dtdridxy, n =2,
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where f(zx) == f(—x), S is the Kronecker delta function, (,(n) = 3 1 k", ¢ is
ng(k7Q):1
the Buler’s totient function and for any integer w # 0, w, is the largest positive divisor of w

such that ged(wy, q) = 1.

Remark 2.3. When n = 2 the inner product formula in (2.2) generalizes a recent result
in [KY20, Theorem 2.1]. This formula will not be needed for our application, but it is of
independent interest.

The rest of this section is devoted to proving the inner product formula (2.2). In [KY19],
a similar formula was proved for the symplectic group, by relating the incomplete Eisenstein
series as an integral over Eisenstein series and using the analytic properties of the constant
term of the Eisenstein series. While the same approach can also be applied here (and was
done in an earlier version of this paper), we will use instead a more direct approach using
unfolding and some elementary properties of the space of lattices.

Before proceeding to the proof, let us first make a few remarks about the integral in
the left hand side of (2.2). First we note that since 7 normalizes I'7(g), the function
I'M(q)g — ©7%(1199) is well-defined on X,, ; and so is the above integral. Moreover, suppose
7y € I'n is another element in I', satisfying (2.1), then by definition we have 7/, 7'[2}1 e I'(q).
Using the left '} (¢)-invariance of ©', we have

07 (1n9) = O (7(49)

for any g € G, implying that the above integral is independent of the choice of 7. Moreover,
for later reference we note that for any [¢1], [(2] € (Z/qZ)* we have

(24) @?’q(T[Zl]T[&]g) = @?’q(T[Zl@]g).

Finally we note that the condition that f being bounded and compactly supported can be
relaxed to the condition that f is bounded and nonnegative, see [KY19, Remark 5.13]. In
particular, we can apply (2.2) to indicator functions of any finite-volume subsets of R™.

2.1. Coordinates and measures. Let P, and L, be as above. There is a Langlands
decomposition P, = U, A, M, with

I, ¢ .
Un:{ut:<01 1) ‘t:(tl,...,tn_l)eR 1},

. 1 e
n — {ay:dlag(yn_l>"'7yn_lay 1) |y>0}

~ (1
i fme (3 9) tmeai ).

We note that L, = U,M,. Fix a maximal compact subgroup K, = SO,(R) and with
slight abuse of notation, we denote by K,_; := M, N K,. Note that K, ; = SO,,_;(R) is
a maximal compact subgroup of M,, = G,_;, and we can identify K, ;\K, with the unit
sphere S"7! := {x € R" | ||z||= 1} by identifying K,, 1k with e, k.

Recall the identification between L,\G, and R™ sending L,g to e,g. Let dx be the
Lebesgue measure on R” that we think of as a measure on L, \G,. We also use the following

polar coordinates on R™ = L,\G,: as a consequence of the Iwasawa decomposition for G,
8
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we have G,, = U,M,A,K,. Thus any element in L,\G,, can be represented uniquely by a,k
with a, € A, and k € K,_1\K,, = S™~1. In these coordinates we have that

21% dy

(2.5) de(ayk) = Ty puerdon(h),

where do, (k) is the probability right K,-invariant measure on K,,_1\ K,, (which is the surface
measure on S"~') and I'(s) = [~ ¢*~'e~'dt for Re(s) > 0 is the Gamma function.

Next, let L, (Z) = L, ﬁ F and denote by pir, the probability Haar measure on L,,(Z)\ L.
Explicitly, for any h € L,, writing h = ugm with ug € U,, m € M, and identifying M,, with
G—1, we have

(2.6) dpr, (h) = dpr, (ugm) = dtdp,—1(m),

where when n = 2, p,_; is the probability measure on the trivial group. Using this decom-
position, for any smooth and compactly supported function F’ on G,, we have

dy
(2.7) / Flg)dyin(g) = w / . / (hay ) () (),

where w,, = with £(s) = 77*/?T(£)((s) the Riemann Xi function.

2
&(n)
2.2. More on the congruence subgroup I't(q). Let v, , = 1n(Xny) = [I'n 0 I'T(q)] be
the index of I'f(¢) in I',,. We first prove a formula for v, ,.

Lemma 2.2. For anyn > 2 and g € N we have
Vg = q Cq(n)_
¢(n)
Proof. Define I'} (¢ ) < I, such that
't (q {7 el | e,y = le, (mod q) for some [{] € (Z/qZ)X} .
By [EBHL18, Proposition 2.1] we have [, : Ti(q)] = ¢"~* I, et - —+. Consider the map
fTo(a) = (Z/aZ)”

sending v = (a;j)nxn € T'H(q) t0 [ans] € (Z/qZ)*. 1t is easy to check that f is a surjective
group homomorphism with the kernel given by I'7(¢), so that

T5(q) : Ti(g)] = [(Z/qZ)| = ¢ ] J(1 =~
plg

We thus have

Ung = [T TT(@)] = [0 : T5()][T6(q) : TY (@] =¢" | |1 —p ") = =

concluding the proof. 0
For any (p,q) € Z" x N with ged(p, q¢) = 1, we define
O(p) := {v € Z"\ {0} [ v = p (mod q)},
and for any [(] € (Z/qZ)* we define
O(p; []) =={v e Z§r9| v = [(]p (mod q)}.



The following lemma gives an identification between the coset representatives for I'f(¢g) N
P\I'!(g) and O(e,, [1]), the set of primitive integer vectors congruent to e, modulo g.

Lemma 2.3. The map from I't(q) to Zy, sending v € I'T(q) to e,y induces an identification
between I't(q) N P,\I'T(q) and O(ey;[1]). More generally, the map sending YTy to e,y
gives a bijection between I't(q) N P, \I'T(q)mq and O(ey; [(]).

Proof. For the first identification, it suffices to show that e,I'7(¢) = O(e,,[1]) and that
the stabilizer of e, in I't(q) is I'f(¢) N P,. For the first claim, the containment e, ['f(q) C
O(ey, [1]) is clear from the definition. For the other containment, since the right multiplica-
tion action of I', on Z7 is transitive, for any v € O(ey; [1]), there exists some v € I, such
that e,y = v. Hence e,y = v = e,, (mod ¢) implying that v € I'}(¢). For the second claim,
since L,, is the stabilizer of e,,, we have the stabilizer of e,, in I'}(q) is '} (¢)N L, = ' (¢)N Py,
proving the claim. The second part follows from the first identification and the relation

O(en; [(]) = Olen; [1]) 74 =

2.3. Unfolding. In this subsection, we prove some preliminary identities using the standard
unfolding trick, captured in the following. We note that I'?(¢) satisfies the below assumptions
on the lattice I

Lemma 2.4. Let I' < T',, be a finite-index subgroup of I',, satisfying that ' N P, =1, N P,.
For any bounded function f on L,\G,, satisfying that |f(a,k)|<< y° for some o > n, and
U e L?(I'\G,) we have

2.8) / . OHOVo)ale) = / . f<ayk>7><w><ayk>%dan<k>,

where P is a period operator sending a function ¥ on I'\G,, to a function on L,\G, given
by
(2.9) P(V)(ayk) ::/ U(hayk)dur, (h).

Ln(Z)\Ln

Proof. First note that since I', N P, =T', N L,, = L,,(Z) we also have that I' N P,, = L,(Z).
Now the condition f(a,k) < y” with ¢ > n implies that the series

%)= Y f()
"/eLn(Z)\F
absolutely converges and hence the standard unfolding argument gives

O (9)¥(g)dpn(g) = / F(9)¥(g)dpn(9)
r\Ga Ln(2)\Gn

dy
Lo\Gn J L (Z)\Ln, Yy

dy
o [ FaRP) ) do (1),
Lo \Gn Yy
where the second line follows from the decomposition (2.7) of the Haar measure p,, and the
left L,-invariance of f. O

Using this with ¥ = 1 gives the following first moment formula.
10



Corollary 2.5. Let I' < T',, be as in Lemma 2.4. For a function f on L,\G, = R™ as in
Lemma 2.4 we have

1) [ el = [ flah) o)

Ln\Gn

_ Jen [ () de
¢(n)
2.4. Proof of Theorem 2.1. In this subsection we give the proof of Theorem 2.1. Let

f be a bounded and compactly supported function. For any [(] € (Z/qZ)* denote by
@;’q’m] the incomplete Eisenstein series on I'f(q) twisted by 7y, that is, for any g € G,

@?’q’m (9) == 07(1199). In view of Lemma 2.4, to prove Theorem 2.1 it suffices to compute

the period function P (@;’q’m). A similar computation was done in [KY19] for symplectic
groups by using some general theory of Eisenstein series. However, as we mentioned above,
in this situation there is a more direct way of computing this period function (following the
argument in [MS10, Lemma 7.7]). We prove the following formula for P (@:ﬁ’q’m]) which,
together with Lemma 2.4 directly implies Theorem 2.1.

Proposition 2.6. Let f : R — C be a bounded and compactly supported function. For any
q>1,n>2and[l| € (Z/nZ)* let P (@}L’q’m) be as in (2.11). Then forn >3

n,q,T[e l
P (@f H> (@) = O f(x) + o f(—x) + %((J;))’

while for n = 2
P (@?’%T[ﬂ) (l‘) = 5[5][1].](‘({1,‘) —+ 5[£”_1]f(—m>

o(w,) / quTs —quxy
—_— t — 41 dt.
+Z Rf x%+x2+xl’x2+x2+$2

w
wreo 1Wa 2 1 2

where (,(n), ¢ and w, are as in Theorem 2.1.

Proof. We first give a more explicit description of the period operator P. Let M, (Z) =
M, NT, and U,(Z) = U, NT,. Using the measure decomposition (2.6) and the relation
Un(Z)M,(Z) = L,(Z) and identifying L,\G,, with R™ we have

(2.11) P(07") (enayk) = / / O (rgugmayk)dtdyi, 1 (m).
M (Z)\Mn J Un(Z)\Un
Let u: N — {0,+1} be the Mobius function. For any v = (vy,...,v,) € R", we denote
by vM» = (vy,...,v,_1) € R*"L. Firstly, by the second part of Lemma 2.3, we can rewrite
OFi(rg9) = > flvg)
veO(en;[f])
= O f(eng) + o1/ (—eng) + n(d) f(vg)
v=[lJen(mod q) d|ged(v)
vMn£0
= 0 feng) + 0uf(—eng) + > pu(d) D f(dvg),
d>1 v=[dl]en(mod q)
ged(d,g)=1 vMn£Q

11



where for the second equality we used the fact that +e, € O(e,;[¢]) if and only if [¢] = [£1]
and the identity >, y1(d) = 6,1, and for the third equality we used that ged (v) is coprime

to ¢ and did a change of variable v — dv. For any A > 0 denote by f\(x) := f(Ax). Taking
g = ugmayk and identifying U, (Z)\U, with [0,1)""! we get that

P"qT[’](enayk) = (5[6”1f(enayk) + 011 f(—enayk))

/ . / o Falvuina,k)dtdps, (m).
n M, 0,1)7—

d>1 *[d@]en (mod q)
ged(d,q)= vMn £0

It thus suffices to compute the inner integral

(2.12) / . /0 5 Favuginayk)dtdi, 1 (m).

[d@]en (mod q)
vMn 0

Fix df 6 Z a lift of [df] in (Z/qZ)*. Note that any v € Z" satisfying v = [df]e,(mod q)
and vM» #£ 0 can be written uniquely as v = qw + dle,, for some w € Z" with w*» # 0.
Moreover, in this case by direct computation we have

v = (qw + dle,) wym = (qw"™m, qu, + dl + q(wit; + ... + wu_1t,_1)),
so that the set
{vuym | v = [dl]e,(mod g), £0}
can be written explicitly as
{(q'wM"m7 quy, + dl + q(wit; + ...+ wn—ltn—l)) | w e Z", w #£0}.

Since wM» £ 0, there exists some w; # 0 for some 1 < i < n — 1. For this fixed 4, note
that as w, runs through all the integers, the intervals

[qw, +dl + q Z wit, qu, + dl + q Z wit; + qu;)
j#i J#
cover R exactly |w;| times, implying that for a fixed w*» # 0 we have

/ Z fa ((quw™m, qu, + dl + q(wity + ... + Wo_1t,_1)) ayk) di
[Oln 1

wWnEZ

:/[ ) 1|wz|/ fd qw "“m, qwz 7 ay
0,1)n—

where for the second equality we did a change of variable w;t; — t. Summing over all
wM € 7"\ {0} we get that

/[01)n1 Z fa(vugmayk)dt = /fqd wrm, t)a,k)dt

v=[dl)en(mod q) wMn £0

an¢0
= > Fp, (w"m),

wMn +£0

i I —/fqd wrm, t)ayk)dt,

1<]<n 1
JFi

12



where, for fixed a,k € G,, we let Fy : R"' — C be defined by Fy(z) := [, f((z,t)a,k)dt
(note that since f is bounded and compactly supported, so is FY). Plugglng this back into
(2.12) we get that

I = F Mum) dpt,— .
/Mn(Z)\Mn 2 Fpua (wm) dyina (om)

wMn +£0

Now we separate the proof into two cases. First we assume that n > 3, then using the
isomorphism I',,_1\G,,—1 = M,,(Z)\M,,(Z), Siegel’s Mean Value theorem [Sie45] (noting that
D w20 Fppa(W wnm) is a Siegel transform defined on M,,(Z)\M,,, see §3 for more details on
Siegel transforms) and the fact that a,k is of determinant one, we get

= = B vol(f)
I = /R"_l Fy . (z)dz = /Rn—l /qud ((z,t)ayk) dzdt = T

Thus using the identity > 4>1 “ﬁ) = (,(n) 1, we get for ¢ = e,a k
ged(d,g)=1

v vol vol
Py (@) = (S f (=) + G0 f(—)) = ; (d) q”g) N CI”Cq(Z;))’

ged(d,q)=1

as claimed.
Next, when n = 2, M, (Z)\M,, is just a single point and pu, 1 is the probability measure
supported on this point. Hence we get

I:Zqud Z/fqd (w, t)ayk)dt = Z /f (qu, t)ayk)
d\w

w#0 w#0

where for the last equality we did change of variables ¢dt — t and dw — w. Thus we have
for ¢ = esayk, Py’ T (@) — (S £ (@) + Ojgi—1)f(—T)) equals

Z qu/f (qu,t)ayk) dt = ZZM /f (qw, t)a,k)

d>1 w0 d>1
ged(d,g)= d\w d|wg
w
= Z P /f qu, t)a,k)
wro 1

where for the first equality we used the fact that for d > 1 satisfying ged(d, ¢) = 1, the condi-
tion d|w is equivalent to d|w,, and for the second equality we used the identity Y 4>1 p(d)/d =
d

o(w,)/wy. Finally, we conclude the proof by noting that for (z1,z2) = (0, 1)qayk9 with

_ (v O _ cosf sinf
ay = <O y—1> and k’g - (7sin9 cos@)’

quxa —qux;
(qu,t)ayko = ((qu,0) + (0,1)) ayks = <x2 g +tay, 21 a2 + m’z) : U
13



3. MOMENT FORMULAS OF SIEGEL TRANSFORMS

Let n > 2 and let AX,, = ASL,(Z)\ASL,(R) be the space of affine unimodular lattices
in R™. For any bounded and compactly supported function f : R® — C recall the Siegel

transform, f: AX, — C, is defined such that for any A € AX,,

> fw)

veA\{0}

For any a € R" we denote by Y, the space of affine lattices of the form (Z" + a)g with
g € Gy. In this section we will prove a first moment and a second moment formula for
the Siegel transform restricted to Y, with a a rational vector. Our first observation is that
similar to the space of unimodular lattices, when « is rational the space Y, can also be
parameterized by a certain homogeneous space I'\G,, with I" a conjugate of the congruence
subgroup I'?(¢). This way when e is rational we can naturally endow Y, with the right
G ,-invariant measure p,, we fixed before.

Lemma 3.1. Let (p,q) € Z" x N with gcd(p,q) = 1, and let v, € I, such that p = re, v,
with r = ged (p), then Ye can be parameterized by the homogeneous space vzjlf’f(q)vp\Gn
q

via the identification identifying (Z" + 2)g with Yy ' TH(@)1pg-

Proof. Consider the right multiplication action of G,, on Yp that g- A = Ag~! for g € G,
and A € Yp It is clear from the definition of Yp that this action is transitive and it
thus suffices to show that the stabilizer of AR “under this action is Y5 'T1(9)7p- The
stabilizer clearly contains 'yplf‘”( )Yp- For the other containment, suppose g € G, fixes
Z" + 2, then Z"g + g — 2 = Z". This implies that Z"g = Z" and 29 — 2 € Z". The
first Condltlon 1mphes that g € T',, and the second condition implies that pg = p (mod q).
Hence re,vp9 = re, v, (mod ¢). By assumption r = ged (p) is coprime to ¢, thus we have
e, pd = €, (mod ¢), or equivalently, vpg%;l € I'"(q). Hence we have g € szlf’f(q)%
completing the proof. O

We now state our moment formulas for the Siegel transform restricted to the space Yz.
q

Theorem 3.2. Let n > 2 be an integer. Let (p,q) € Z™ x N with ged(p,q) = 1, and let Ye
be as above. Let f be a bounded and compactly supported function on R™. Then we have

f( )dpin(A) = vy g vol(f).

If we further assume that n > 3, then

I O O A SR OIS DI (/8]

C( ) k1>1 ko€Z\{0}
ged(k1,9)=1ko=k1 (mod q)

where v, , = qcc& and for any X > 0, fr(x) := f(A\x) are as before.

Remark 3.2. When ¢ = 1, Theorem 3.2 gives an alternative proof to Rogers’ second moment
formula [Rogh5] on the space of unimodular lattices. We also note that since we will prove

Theorem 3.2 using the moments formulas for incomplete Eisenstein series, we can apply
14




Theorem 3.2 to indicator functions of any finite-volume subsets of R”, see the paragraph
after (2.4).

3.1. Relating the Siegel transform with incomplete Eisenstein series. Our strategy
of proving Theorem 3.2 is to relate the Siegel transform restricted to Y§ to the incomplete
Eisenstein series ©'7? and then apply the moment formulas (2.10) and (2.2) to these incom-
plete Eisenstein series. The following lemma rewrites the Siegel transform restricted to Ye

q
as an infinite sum of incomplete Eisenstein series.

Lemma 3.3. Let (p,q) € Z" x N and v, € I, be as in Lemma 3.1. Let f : R — C be a
bounded compactly supported function on R™. Then for any A = (Z" + %)g €Yer withg € G,
we have

o~

F) =Y O (),
k>1 1
ged(k,q)=1

where for any () € (Z/qZ)*, T € I'y, is defined as in (2.1), and fr(x) = f(%:c) as before.

Proof. First we note that for any A = (Z" + 2)g € Y we have

q

(3.3) =Y fwg= Y f<"’7j>,
)

ve(Zr+2)\{o} veO(p

where O(p) = {v €Z"\ {0} | v =p (mod q)} is as before. Note that for any v € O(p)
there exists a unique k > 1 such that v = kv’ with v' € Z7. Thus ged (K, ¢) = ged (kv', q) =
ged (p, ) = 1 implying that v" € O(p; [k]) with O(p; [k]) = {w € ZL. | w = [k]p (mod ¢)}
defined as before. Conversely, for any k£ > 1 coprime to ¢ and any v’ € O(p; [k]) we have
kv € O(p). We thus have the decomposition

op)= || |] *ow:i).
e@/an)* k1
SED

Moreover, since p = re,7p, for any w € O (p; [{]) we have wy, ! = [rfle, (mod ¢) implying
that

O(p; [t]) = O(en; [r])7p = Olen; [1])7im7p,

where for the second identity we used the relation O(e,; [(7]) = O(ey; [1])7. Hence we get
decomposition

[e(Z/qz)* k=1
[kl=[]
15



Now use this decomposition and (3.3) to get

v ¥ ¥ % f("“’”’"”pg)

[€(Z/qZ)* k>1 veO(en;[1])
[k]=[]

_ Z Z Z £ kenVT[ef] Vpg)

(e(Z/qz)% k21 ~eT}(@)nPa\T7(q) 4
K=l

- Z Z @fk T[gr]’)/pg Z @fk Tlkr ’7199)

[Qle(z/qz)* k>1 K k>1
(K1=1¢] ged(k,q)=
where for the second equality we used Lemma 2.3. U

Proof of Theorem 3.2. Let ]—"p C Gy be a fundamental domain for v, T} (¢)7p\G, and note
that F, := = pfe C Gy, forms a fundamental domain for Xong = I'1(@)\G,. Then making a
change of variable Ypg — g we have

ROTUESDS /f 2 (741 9) i),

k>1 a
ged(k,q)=

Next, we note that for any v € T',,, the shift y.F, forms a fundamental domain for yI'}(q)y '\ G,.
In particular, for any [k| € (Z/qZ)*, since Ty normalizes I'(q), we get that 7,7F, is also
a fundamental domain for X,,,. Thus for each [k] € (Z/¢Z)* making a change of variable
Tkrg — g and applying (2.10) and using Lemma 2.2 we get

VT G
; ) = ) vol(f) = vy q vol(f)

ged(k,q)=1

y F(A)dpa(g) =

as claimed.
Next for the second moment, making a change of variable v,g — g we get

/Y F () = 30

/ fkq Tlk1719 @’;ﬂq (T[k’zr 9)dpn(g).

ki>1
ged (ki

,q)=1
= 72

Making a change of variable 7,79 — g, noting that 7,75, is also a fundamental domain
for X, , and using the relation (2.4), we have [J. |f(A)[*du,(A) equals
q

3 / O (9)OF (it rar9)dpin(9) = / 997, (Tta18)diin(9)

k> ¢« v (i

(kiq)=1 gcd i) =1
=1,2

s
(O
i
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Now applying Theorem 2.1 to the functions fx, and fr, we get that Iy, |f(A)|2dun(A) equals

vol (f '“*1> vl <ﬁ*2> - (5[k1nk21 vol (f uf ’“*) T Oli-rel VOl (fk*ﬁ*))

2| T T
gcd(k;q)zl
i=1,2
[vol(f)[? ¢ g .
- nl.n + VOl(fk fk )
q"¢(n)¢y(n) ,; krky — ¢(n) k; szZZ\{O} v
ng-(EifQQ)ZI ged(k1,9)=1 ka=k; (mod q)

= quyVOl(f)‘z‘i‘q_:L Z Z VOl(fk1fk2)>

<< ) k1>1 ko€Z\{0}
ged(k1,9)=1 ko=k;1 (mod q)

finishing the proof, where for the first equality we used that ka /g = Ik, /q and did a change
of variable —ks — ko and for the second equality we used the identity that

1 " q"G(n)
- = :VTM . |:|
PG A R qm
ng(Ei;q2)=1

3.2. An alternative proof to the second moment formula. As illustrated to us by an
anonymous referee, the second moment formula in Theorem 3.2 can also be proved differently
using results from [MS10, Section 7]. Following the referee’s suggestions we sketch this
alternative proof below. We first need to introduce some notations and definitions from
[MS10]. We will fix a = 2. Let

I'(g) ={vel,|v=1I, (mod q)}
denote the principle congruence subgroup of level ¢ and let X, = I'(¢)\G,,. For any y €
R™\ {0} let
Xoy) ={l'(q)g € Xy | y € (Z" + a)g}.

It was shown in [MS10] that X,(y) is an embedded submanifold of X, and that it carries
an invariant Borel measure v, (see the paragraph before [MS10, Lemma 7.2] for the precise
definition). We will now show how the second moment formula follows from the following
two properties of this measure.

The first is [MS10, Proposition 7.6] stating that for any compactly supported bounded
measurable function f : R™ — R and for any y € R" \ {0},

~ n a
sy [ f@sagine —vin+ Y e S 1 ().
Xq(y) t>1 acqZ+t
ged(t,9)=1 ged(a,t)=1
and the second is [MS10, (7.25)] stating that for any Borel set £ C X, and for any Borel
subset U C R™\ {0},

[wEnswiw= ¥ mFEne),

ve(Z"+a)\{0}
17



where fi, = t,,/[I'n, ['(q)] is the normalized Haar measure on X,, F C G, is a fundamental
domain for X, and for any v € (Z" + ) \ {0}

Ev ={9€G, | T(qgeé& vgeU}.

Using the definition of &, and changing the order of summation and integration we have
the following identity

(3.5) /X v (09)xe (T(@)9)dfin(g) = / vy (€0 X, (y)) dy,

UE(Z"Jra \{0} v

where both sides of the equality are allowed to be oo. Using a standard approximation
argument from measure theory, one can deduce from (3.5) the following equality for arbitrary
Borel measurable functions F' : X, x (R™\ {0}) — R, that is

(3.6) /X F(I'(q)g,vg)dpn(g / ol /X ) 9,y)dvy(g)dy.

q vE(Z"+a \{o}
Now, we first assume that f is non-negative. Using the identification between Y, and the
homogeneous space v, 'I'f (¢)7p\Gr and the facts that I'(¢) < I'f(¢) and that I'(¢) is a normal
subgroup of I',,, we have that f|,, is left I'(¢)-invariant, so we can think of f[,. as a function

on X,. Now unfolding one of the factors and applying (3.6) with F(I'(¢)g,y) = f(F(q)g)f(y)
we get that

L /Y | F[” ama ) /X F(09) (T (@)9)dTin(9)

4 pe( Z"+a {0}

_ / / FT(@)9)f (w)dvy (9)dy
R7\{0} J X,(y)

_ / ) ( / f<r<q>g>dvy<g>) dy.
R7\{0} Xq(y)

Next, note that f(I'(q)g) = f((Z" + a)g) and apply (3.4) to the inner integral to get that

2 Y a

ol dww=[ s | [ @iz Y e S G |
Rr\{0} R t>1 a€(t+q2)\{0}

ged(t,q)=1 ged(a,t)=1

= vol(f Z Z /fay (ty)d

t>1 ae(t+qZ) \{0}
ng(t =1 gecd(at)=

= vol(f) o Z Z Z /féay (oty)dy,

t>1  ac(t+qZ)\{0}  §>1
gcd(t Q=1 ged(at)=1 gecd(d,q)=

where for the second equality we did a change of variable y/t — y and for the last equality

we used the identity (,(n) =Y s>1 0 " and did a change of variable y — Jy.
ged(d,q)=1
18



Finally, making a change of variables da — ki and 6t — ko gives the second moment
formula (3.1) concluding the proof for f a non-negative function. For a general complex-
valued function f, one can check that the right hand side (and hence also the left hand side)
of (3.1) absolutely converges when f is bounded and compactly supported. Thus by splitting
f into real and imaginary parts and further into positive and negative parts, one can extend
(3.1) for a complex-valued function f.

3.3. Application to discrepancies. As a direct consequence of our moment formulas, we
have the following mean square bound for the discrepancy function. For any finite-volume
Borel set A C R"™ and for any affine lattice A € Ye we define the discrepancy function as

q

D(A, A) := [#(A N A) — vol(A)|.

Corollary 3.4. Keep the notation as above. For any finite-volume Borel set A C R™ with
vol(A) > 1 we have

/ |D(A, A) dpin(A) < ¢ vol(A),
Yp

where the bounding constant only depends on n.

Remark 3.7. We note that the assumption that vol(A) > 1 is only needed to handle the case
when ¢ =1 and 0 € A.

Proof of Corollary 3.4. Using the first moment formula in Theorem 3.2, the assumption that
vol(A) > 1 and the relation that for any A € Yz

O0<#ANA) —#(AN(A\{0})) <1
we may assume without loss of generality that 0 ¢ A. Let f = x4 be the indicator function
of A, and for any k > 1 let fy(x) = f(kx) as before. We note that since 0 ¢ A, for any
Ae Yo we have f(A) = Xa(A) = #(A N A). Hence integrating D(A, A) over Yo we get

~

DO AVdpa(8) = [ [T dia(8) 2v01(4) [ FNda () +-v0l (42

q
1,
q

= % Z Z VOI(kalfk2)

k1>1 ko EZ\{O}
(k1]€(Z/qZ)* [k2]=[k1]

vol(4)  2¢ "
> D, < iy 4ol

E1>1  kpeZ\{0} kl k'2
(k1]€(Z/aZ)* [ka]=[k1]

Yp
q

-~

)] dun(8) ~ v (i

where for the second equality we applied the first moment formula and Lemma 3.1, for the
third equality we applied the second moment formula in Theorem 3.2, for the first inequality

we applied the Cauchy-Schwarz inequality, and for the last inequality we used the following
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bound

ooy =<2 Z%z?qg)%oo- O

k1 kQEZ\{O}k k’2 ki ka1 B g
(k1]€(Z/qZ)* [ko]=l[k1]

4. RATIONAL SHIFTS AND GENERIC FORMS

In this section we give the proof of Theorem 1.2. First we note that in view of Remark
1.5 it suffices to consider quadratic forms with unit determinant. Next we note that with
our new moment formulas, the proof is almost identical to the ones given in [KY18]. Here
we only collect the necessary ingredients needed for the proof and refer the reader to [KY18,
Theorem 6] for the details. Let us first fix some notation. For any n = p; + ps > 3 with
p1,p2 > 1 we denote by Q,, ,, the space of unit determinant quadratic forms of signature
(p1,p2). We fix a base quadratic form )y € Q,, ,, such that

p1 n
Qofv) = vi= D v
=1 i=p1+1

As mentioned in the introduction, any other quadratic form @) in Q,, ,, can be written in
the form Q(v) = g - Qo(v) := Qo(vg) for some g € G,,.

As in [KY18], we will prove Theorem 1.2 by studying a lattice point counting problem.
More precisely, for any inhomogeneous form @, with @ = g- Qo € Q,, , and a € R, for
any target set / C R and for any ¢ > 0, we have

(4.1) Noar(t) = # (2" M QM I) M B) = (2" + a)g M Q1 (1) N (B, + a)g) ,

where Ng,, (t) is the counting function defined as in (1.1), B; C R" is the open Euclidean
ball as fixed in the introduction, and for the second equality we used that

Qa' (1) =Qy'(Ng™" — e
To simplify notation for fixed ¢ € R" let us define for any g € GG,,, for any subset I C R and
for any ¢ > 0
Agrei=Qy ()M (B, + a)g.

In view of the above relation, we are thus interested in proving an asymptotic power saving
bound for the discrepancy function D ((Z" + «t)g, Ay 1,+) with o and I; as in Theorem 1.2.
We note that as g runs through G,,, the set of affine lattices we consider here is exactly the
space Y, as defined in §3. In particular, when « is rational we have the following bound
for measures of the sets of A € Y, with large discrepancies. We refer the reader to [KY18,
Lemma 2.2] for the proof of the case when ¢ = 1, and we note that the same proof carries
over for general ¢ € N after replacing [KY18, (2.4)] with our mean square bound (Corollary
3.4) and noting that the number of copies of fundamental domains of X, , needed to cover
a compact set K C G, is bounded from above by that of X, ;.

Lemma 4.1. Let v = 2 € Q" be a fized rational vector with (p,q) € Z" xN and ged (p, q) =

1. Fiz K C G, a compact subset with positive measure. For any bounded and measurable
subset A C R™ with vol(A) > 1 and any T > 0

- q"vol(A
(4.2) (M(K ) <Lkn %7
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where MEf’Ta) ={g9eK | D(Z"+a)g,A) >T}.

Another key ingredient in our proof is an effective volume estimate for sets of the form
Q~'(I) N B, which holds for all quadratic forms @ € Q,, ,,,. For this we record the following
effective volume estimate from [KY18, Theorem 5]. We note that the volume estimate in
[KY18] holds for a more general family of homogeneous polynomials of a fixed even degree.
In particular, taking the degree to be two we get the following.

Theorem 4.2. ([KY18, Theorem 5]) Let n = py + pe > 3 with p1,p2 > 1, and let N > 1.
For Q € Qp, », and I C [—N, N| measurable, there exists cg > 0 such that for anyt > 2N/?
we have

vol(Q M (I) N By) = colI[t" "% + Og(|T| N2t 3 1og(t)),
where the implied constant is uniform over compact sets and the log(t) factor is only needed
when n = 3.

For our application the interval [ is shrinking to a fixed point so we may ignore the
dependence on N. Moreover, using the estimates By_|jo| C Bi+a C By and (t£|a[)* =
t% + Oq(t*71) for any t > 2||a|| and a € R, we get the following.

Corollary 4.3. Keep the notation as in Theorem 4.2. For A,1, = Qy'(I) N (B, + a)g as
above with I C [~N, N| we have for t > 2N1/?

vol(Ag,re) = colI|t"™ + Oga(|]t"*log(t)),
where @ = g - Qo and the log(t) term is needed only when n = 3.

Following the same arguments as in the proof of [KY18, Theorem 6] with slight modi-
fications replacing [KY18, Lemma 2.2] by Lemma 4.1, and using the aforementioned two
estimates, gives the following bound for the discrepancies D ((Z™ + ) g, Ag 1,.t)-

Theorem 4.4. Keep the assumptions as in Theorem 1.2 and keep the notation as above.
Then there exists some ¢ € (0,1) such that for p,-a.e. g € G,, there exists t, o > 0 such that
forallt > 1,4

D ((Zn + a) 9, Ag,[z,t) < VOI(Ag,Iz,t>5~
The proof of Theorem 1.2 and Corollary 1.3 now easily follows.

Proof of Theorem 1.2. Let a¢ € Q™ be fixed. Using the scaling trick in Remark 1.5, it suffices
to prove this theorem for generic unit determinant forms. Fix py, po > 1 with p; +ps = n and
let Qo be the fixed unit determinant form of signature (p;, p2) as above. Then by Theorem
4.4 and the relation (4.1) we get that there is some § € (0,1) such that for u,-almost all
g € G, there is ;o > 0 such that for Q) = ¢g- Qo and for all t > ¢, ,

Noar(t) = #(Z" + a)g N Ag1,0) = vol(Ag1,1) + O(vol(Ay 1, 4)°).
Thus by Corollary 4.3
vol(Ag 1,.1) = colL|t" ™2 + Oq(I1[t" > log(t)))

we get that for almost all unit determinant non-degenerate quadratic forms () of signature

(p17 p2)7
Naw () = oL + Og.a(t">77),
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with some positive v < min{(n —2—x)(1 —0),1}. Since this holds for any signature (pi, p2)
with py,po > 1, the result holds for almost all unit determinant non-degenerate indefinite
forms in n variables. 0

Proof of Corollary 1.3. For any ¢ € N and p € (Z/qZ)" let o = . For any v € Z" write
w = qu + p and use the observation (1.7) to get that for any I C R, any ¢ > 0 and any
quadratic form @)

#{w € 2" [ Q(w) € I,w = p (mod q), [w]|< t} = #{v € Z" | Qa(v) € ¢ [[vt+a| < ¢t}

Now, the left hand side is bounded from above and below respectively by Ng_ .21 (ti;/ﬁ>,

so the result follows by applying the power saving formula (1.6) to Ng_ 421, <%ﬁ> for the
full measure set of @ satisfying (1.6). O

5. IRRATIONAL SHIFTS AND GENERIC FORMS

In this section we will prove Theorem 1.5 by proving a slightly more general result (The-
orem 5.3). The proof uses some properties of simultaneous Diophantine approximations,
which we now review.

5.1. Backgrounds on simultaneous Diophantine approximation. For any a € R" we
denote by
;= inf — V||
() = inf floc o]

to be the shortest distance of a to integer points with respect to the supremum norm |||/
on R™. Recall that for any irrational @ € R™ the Diophantine exponent w,, (respectively
uniform Diophantine exponent We,) of a is the supremum of v > 0 for which the system of
inequalities

(5.1) (qa) <t and |¢|< t

has nontrivial integer solutions in ¢ for an unbounded set of ¢t > 0 (respectively for all
sufficiently large ¢ > 0). It is clear that ws > @, and by the generalized Dirichlet’s theorem

on simultaneous Diophantine approximation (see e.g. [Casb7, §1.5]) we have that 0, > % for
1

any irrational e € R™. Moreover, by the Borel-Cantelli lemma we have that w, = Wa = =

for Lebesgue almost every a € R™. We call the vectors a for which w, < 0o, Diophantine
vectors.

For any irrational o = (ay,...,a,) € R" let Spang(a) be the linear span of 1, a4, ..., ay
over the rationals, and we denote by do = dimSpang(a) — 1. It is clear that do < n and
we note that d, = n if and only if 1,aq,...,a, are linearly independent over QQ. We call

a € R" totally irrational if do, = n. Choose a basis {1, A1,..., Aq, } for Spang(a) and let
A= (A,...,Ag,) € Réa. Tt is then not hard to see that w, = wx and @y = Wy, implying
that we > Og > -

5.1.1. Best simultaneous Diophantine approzimation denominators. Following [Chel3], for
any o € R™ we say a positive integer q is a best simultaneous Diophantine approximation
denominator of a if (qa) < (la) for any 1 < [ < ¢. For any irrational a € R", the set
of best simultaneous Diophantine approximation denominators is infinite, and we thus get

an increasing sequence ¢p = (@) = 1 < ¢ = () < ... < qx = qx(ax) < ... of best
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simultaneous Diophantine approximation denominators of ae. Throughout this section, we
will assume a € R” to be irrational. For each ¢, there exists a unique p; € Z™ such that
(grar) = ||grax—Pr || and note that it is clear from minimality that ged(pg, gx) = 1. For later
use, we note that Lagarias [Lag82] showed that { gy }ren satisfies the relations gxion > qri1+qr
and thus there exists some ¢ > 1 (depending on ) such that g, > c*. For instance, we can

take ¢ > 1 sufficiently small such that ¢ < min {qil/i |1<i< 2”} and c+1 > ¢ and prove
the result by induction. We call r, := % the kth partial convergents of a. Note that the

aforementioned generalized Dirichlet’s theorem implies that

1
(5.2) o = Tpfloc< —

kg 41
The following simple lemma gives a relation between the Diophantine exponent a and its
sequence of best simultaneous Diophantine approximation denominators { ¢ }ren-

Lemma 5.1. Keep the notation as above. Let o« € R™ be a Diophantine vector. Then for

any v > we the sequence {q;,jryl}keN 15 bounded with the bounding constant depending on o
k

and v.

bt 4

Proof. First we note that wg is the supremum of v > 0 for which the inequality (ga) < ¢
has infinitely many integer solutions in ¢. Thus

wa:sup{u>0| li_mq”(qa><oo}:inf{y>0| h_mq”(qa):oo},

q—0o0 q—o0

where for the second equality we used the fact that lim ¢”{ga) = 0 for any v < w, and
lim ¢"(qa) = oo for any v > ws. Thus for any Vq—>>oowa there exists € > 0 such that
o0

;]nfqu ¢"{qa) > e. In particular, taking ¢ = g, and using (5.2) we have ¢ < ¢/ (gra) < q%,’;
q;gul < &~ is bounded. qHDl

implying that

The following lemma gives an interpretation of the uniform Diophantine exponent W, in
terms of the sequence {q}ren. We note that such an interpretation was used in [KW18,
Lemma 2.1].

Lemma 5.2. Keep the notation as above and let o« € R™ be irrational. Then we have
We = sup{u >0 | kh_m Qi1 (qror) < oo} :
—00

In particular, for any w < W, the sequence {qml(qka)}qu is bounded.

Proof. Let us denote @], = sup {V >0 | km a (geer) < oo} We would like to show Wy =
—00

w., and we note that the in particular part follows immediately from this equality. Suppose
v < We then by the definition of Wy, the system of inequalities (5.1) has nontrivial integer
solutions in ¢ for all ¢ > 0 sufficiently large. In particular the system of inequalities (qax) <
@t 1> 19|< g1 has nontrivial integer solutions in ¢ for all sufficiently large k. Since |q|< gi41

we have (gra) < (qa) < g}, for all sufficiently large k, implying that kﬁ Qyq(qror) < 00,
—00

Hence v < @, for all v < @, and we have W, < &,. For the other inequality, suppose
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0 < v < W, then we have km 451 (qrer) = 0 implying that there exists some integer ky
— 00

such that for all & > ko we have (gra) < ¢, ;. Note that for any ¢ > g, there exists some
k > ko such that gy < t < ggy1. For such t, g is a nontrivial integer solution to (5.1) since
() < gy <t77 and 0 < g, < t. This implies that &}, < W, finishing the proof. O

5.2. Effective density for irrational shifts. In this subsection we state and prove our
main result of this section. Let a € R™ be an irrational vector, and let {gx}ren be the
sequence of best simultaneous Diophantine approximation denominators of c. To state our
result we first define a new Diophantine exponent attached to a using the sequence {gx }ren-
Namely, let

l/a::inf{l/>0|kli_mqk;1<oo}.
—00 qk

We now give the set of irrational vectors that we can handle. Let n > 5 and we define the
set
N 2
DI = {aER"\@” | Va<ooandwa>m}.
We can now state our main result regarding the effective density for values of generic inho-
mogeneous quadratic forms with a fixed irrational shift.

Theorem 5.3. Let n > 5 and let o € DI with vy and Wn as above. Then for any k €

(0, %), for any £ € R, and for almost every non-degenerate indefinite quadratic

form Q in n variables, the system of inequalities (1.4) has integer solutions for all sufficiently
large t.

Remark 5.3. We note that Lemma 5.1 implies that v, < wa. Thus v, < o0 is a slightly
weaker condition than « is Diophantine and hence it is a full measure condition and the
set DZ contains all the vectors considered in Theorem 1.5. In contrast, since ﬁ > % the

condition W, > % is very restrictive and is only satisfied by a null set. In fact, it was shown
by German [Ger12, Theorem 3] that + < &, < 1 for any irrational & € R" (see also [Marl8,

Theorem 1.4]). Hence when n = 3 or 4 the condition @s > -2 is void and we note that this
is exactly why our result can only handle the case when n > 5. On the other hand, when
n > 5 let [ be a positive integer such that [ < "7_2 Let A € R! be any Diophantine vector
and let Spang(A) be the rational span of the coordinates of A together with 1. Then for any
irrational a € (Span@()\))n such that its coordinates together with 1 also span Spang(A)
we have v, < wq = wy < 00 and We = Wy > % > %, implying that a € DZ. In addition to
these examples which essentially come from lower dimensional Euclidean spaces, there are
many other vectors lying in DZ. For instance Marnat and Moshchevitin [MM18, Theorem
1] showed that for any % < w < 1 there exist continuum many totally irrational Diophantine
vectors a € R" such that W, = w. In particular this implies that there are continuum many
totally irrational vectors lying in DZ.

Proof of Theorem 5.3. We first prove this theorem for generic unit determinant forms. Fix
an arbitrary compact set K C G,, and fix integers p;, po with p,po > 1 and p; + po = n.

Let Qo be the fixed unit determinant form of signature (p;,p2) as in §4. It suffices to prove
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the conclusion of Theorem 5.3 for g - Qg for p,-almost every g € K. For any ¢ € R and any
K € (0 M), denote by I; = (£ —t",{ +t*) and for any g € K let

' n(1+vatvaba)
Ag e = Qo (L) M (B + a)g

be as defined in §4. Let {qx}reny be the sequence of best simultaneous Diophantine ap-
proximation denominators of a and let {ry}ren be the sequence of partial convergents of

a. Since Kk € (O, %), we can take v > v, sufficiently small and w € (%,@a)

(n—2)w—2

sufficiently large such that k € (O, A toe)

). We fix these v and w for the rest of the proof

and note that by the definition of v, and Lemma 5.2, we have the sequences {q;jj } and
k JkeN

{qfﬂ(qka)}kéN are bounded (with the bounding constants depending on v, w and «). In
particular, we have

(5.4) ot — Tkl o Ko G Qs for all k € N.
For any t > 0 let
Bii={geK|(Z"+a)g(N Ay, =0}.

Then it suffices to show that lim,_,. B; is of zero measure. Take {tx, = q,f tren for some
b e (0 1+—“) to be determined. Since {j}ren is unbounded we have

P 14K
mes-NUs-NU U &
t—00
T>0t>T meN k>m t <t<tpi1

Thus it suffices show the series ), i, (Utk <t<tpon Bt) is summable for some choice of j.

Suppose g € Utk§t<tk+1 B;, then there exists some ¢, <t < t;,1 such that (Z”—i—a)gﬂAg,It,t =
0. Since ty <t < ty1 we have Ay, 4 C Ay, implying that (Z" + a)g M Agt, e = 0.
Shifting the set by (r, — a)g we get

(5.5) "+ 19 () (Q0' o) + (r — @)g) M (By, +74) 9)

Next, let I} = (£ — 5-,& + 5-), and we would like to show that there exists some ko > 1
sufficiently large such that for any k > ky and for any g € K we have

(5.6) Qo (I}, )MV (By, +71) g € (Q5 Ly, + (1 — @)g) (N (By, +74) g.
We note that for any v, w € R", |Qo(v) — Qo(w)|<, [|[v — W||so]|v + w]|s. Hence for any
veQy (Il )M (By, +7i)g with w :=v — (1, — a)g we have

tot1

0.

'IQo(’U) — &]=|Qo(w) — f\‘ < [Qo(v) = Qo(w)| < [[(rk — @)gl[oc[|v + wlloe < [[71 — tljocli

where for the last inequality we used the assumption that v € (B, + r)g. Thus by (5.4)
we have for any k£ > 1 and for any g € K

(5.7) \\@ow) ~ €|~ |Qo(w) 5\‘ oo T = 02
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where for the equality we used the assumption that ¢, = q,f . Note that

-1 —
qk qkfi ~1 Br-w B—l-wtfBr
= qk Qp1 < qy = o(1),
et

where for the inequality we used that ¢; < gr41 and Sr < w (since Sk < H“/@ < w with the

% < w), and for the last estimate we used that

b —1—w+ Br < 0 which follows from g < ﬁ—“; This estimate, together with (5.7) implies
that there exists some kg > 1 sufficiently large such that for any k > ko and for any g € K

second estimate following from s <

with v and w as above we have [|Qo(v) — &|—|Qo(w) — &|| < ’““ , implying (5.6).

Next, let O C G,, be an open neighbourhood of the identity element in G, satisfying
B 1, C Bih for any h € O and for any ¢ > 0 (for the existence of such an open neighborhood,

cf. [KY18, Section 2.2]). Since K is compact, there is a finite set I C K such that K C
U,er Oz. Then for any g € K there exists some x € I and h € O such that g = ha, implying
that for k > kg

(5.8) Bi,—aa)® C Bi—2jaihe C (B, + 71)9,

where for the second inclusion we used that By, oo C By, + 7 which follows from the
triangle inequality and the estimate that ||rx||< 2||a||. Now for any x € I and for any
k > ko we denote by

Akl‘ = QO ( tk?Jrl) m Bl (tr— 2”(1”)
and (5.6) and (5.8) imply that for any g € K, there exists some x € I such that A,  C
(Qal([tkﬂ) + (ry — a)g) M (B, +7)g. Now for any k > ko suppose g € Utk§t<tk+1 B,

together with (5.5) we get that there exists some = € I such that (Z" + r)g [ A =0
This implies that for £ > kg

U BclUloek | @ +mgNa, =0} c|JME™),

tp<t<tp41 zel zel

IC'r'k
k,z

where T}, , = vol (A,m) Thus applying Lemma 4.1 to ./\/l
to Ty, = vol (A,M), we can bound for & > ko

and applying Theorem 4.2

1
U Bt <<IC a Z T <k W Loy B(n—2)—n—nvkB’
tp <t<tpi1 zel kyx k+1%k qk‘

qk+1

L leen is bounded and that ¢, = qf. Since

where for the last estimate we used that {

qe > c* for some ¢ > 1, it suffices to show that there exists g € ( ,ﬁ) such that (n —

2) —n —nvkfB > 0, or equivalently, § > —"—. We note that since x € (O, %)
we have ?FT‘;’ > —"——. Thus we can always take 3 € (0, }iw) sufficiently large such that

£ > — finishing the proof for unit determinant forms.
Finally for general determinants, for any A > 0 we want to show that for almost every
Q € 9, p, the system of inequalities

(5.9) ANQa(v) —&|<t™ and |jv]|<t
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has integer solutions for all ¢ sufficiently large. Take some k' € (/@, %) and apply

the above results for unit determinant forms for A7'¢ and &’ to get that for almost every
Q € 9, », the system of inequalities

AQa(v) —&|< M7 and ||v||<t

has integer solutions for all ¢ sufficiently large. Since s’ > & we have \t™* < t=* for all ¢
sufficiently large, implying that for almost every Q) € Q,, ,, the system of inequalities (5.9)
has integer solutions for all ¢ sufficiently large. This finishes the proof. ([l
Proof of Theorem 1.5. Let & € R™ be as in this theorem, that is we < 00 and @ > —25

n—2"
As mentioned in Remark 5.3 since v, < wq we have o« € DZ. Then the theorem follows

immediately from Theorem 5.3 and noting that n(ﬁ;i)fggga) < n((li_yi)fl‘j;ga) O
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