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ABSTRACT

Despite their structural differences, supercells and quasi-linear convective systems (QLCS) are
both capable of producing severe weather, including tornadoes. Previous research has highlighted
multiple potential mechanisms by which horizontal vorticity may be reoriented into the vertical at
low levels, but it is not clear in which situation what mechanism dominates. In this study, we use
the CM1 model to simulate three different storm modes, each of which developed relatively large
near-surface vertical vorticity. Using forward-integrated parcel trajectories, we analyze vorticity
budgets and demonstrate that there seems to be a common mechanism for maintaining the near-
surface vortices across storm structures. The parcels do not acquire vertical vorticity until they
reach the base of the vortices. The vertical vorticity results from vigorous upward tilting and
simultaneous vertical stretching. While the parcels analyzed in our simulations do have a history
of descent, they do not acquire appreciable vertical vorticity during their descent. Rather, during
the analysis period relatively large horizontal vorticity develops as a result of horizontal stretching

by the horizontal wind, such that it can be effectively tilted into the vertical.
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1. Introduction

The development of near-surface rotation has been investigated for many years in both super-
cells and quasi-linear convective systems (QLCSs). There have been many different proposed
mechanisms of acquiring positive vertical vorticity in the lowest tens of meters by reorienting the
horizontal vorticity into the vertical (e.g., Davies-Jones and Brooks 1993; Davies-Jones 2000; Dahl
et al. 2014; Markowski and Richardson 2014; Parker and Dahl 2015; Rotunno et al. 2017; Flournoy
and Coniglio 2019; Roberts et al. 2020). These mechanisms generally fall into three categories
(i) upward vortex line tilting via the downdraft (Davies-Jones and Brooks 1993; Markowski et al.
2008; Dahl et al. 2014; Dahl 2015; Parker and Dahl 2015), (ii) upward vortex line tilting via
the updraft (Schenkman et al. 2012; Mashiko 2016; Roberts et al. 2016; Roberts and Xue 2017;
Rotunno et al. 2017; Flournoy and Coniglio 2019), and (iii) downward vortex line tilting via the
downdraft (Weisman and Trapp 2003; Trapp and Weisman 2003; Parker 2012; Dahl 2015).

The upward vortex line tilting via the downdraft mechanism was first proposed by Davies-Jones
and Brooks (1993) and is often referred to as the DJB mechanism. This mechanism has been shown
both in theoretical models (Davies-Jones 2000, 2017) and in numerical simulations (Davies-Jones
and Brooks 1993; Dahl et al. 2014; Markowski and Richardson 2014; Parker and Dahl 2015). Fig. 1a
depicts the process of tilting as well as the interaction of an initially horizontal vorticity vector
with a downdraft. Horizontal vorticity is continually generated throughout the process, causing
the vorticity vector to attain less downward inclination than the streamlines. As the streamlines
turn horizontally near the ground, the vorticity vector is thus tilted into the vertical, leading to a
vertical vorticity component as the streamline reaches its nadir very close to the surface.

In contrast to this mechanism, Rotunno et al. (2017) discussed the possibility of the updraft being

the agent that facilitates the upward tilting of horizontal vorticity to achieve near-surface (lowest
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tens of meters) vertical vorticity. Through a parcel trajectory analysis in a supercell simulation and
theoretical arguments, they showed that near-surface vertical vorticity is not acquired until after the
parcel reaches its nadir. Therefore, the parcel attains substantial vertical vorticity after it enters the
rising motion of a strong low-level updraft, indicating the importance of the updraft in tilting and
subsequent stretching of the near-surface horizontal vorticity. This mechanism is shown in Fig. 1b.

The third mechanism involving the depression of horizontal vortex lines was discussed by Trapp
and Weisman (2003) for QLCSs and Dahl (2015) for supercells. In this mechanism, the convective
scale downdraft tilts the horizontal vorticity downward to the surface. Trapp and Weisman (2003)
observed in their numerical simulations that the mesovortices are generated behind the outflow
boundary of the QLCS with the cyclonic mesovortex forming to the south and the anticyclonic
mesovortex forming to the north (Fig. 1c).

All of these processes have been shown to be present within supercells (Markowski and Richard-
son 2014; Dahl et al. 2014; Schenkman et al. 2014) and linear storm modes (Atkins and St. Laurent
2009; Flournoy and Coniglio 2019), which raises the question in which situation what mechanism
is most relevant. Inspection of the different results indicates that different authors tend to look
at different altitudes when analyzing the vorticity as well as different stages of vortex develop-
ment. Our goal is to clarify the mechanism that maintains relatively intense near-surface vortices
across archetypal storm structures. A trajectory analysis including vorticity budget calculations is
performed on a vortex within each simulation to diagnose the sources of the storm’s near-surface
vertical vorticity.

The rest of the paper is structured as follows. In section 2 we describe the methodology of
simulations and the associated trajectory analyses while section 3 presents the results. A discussion

is given in section 4, followed by conclusions in section 5.

4

Accepted for publication in Monthly Weather Review. DOI10.1175/MWR-D-20-0082.1.

020z 1snbny gz uo 1sanb Aq 4pdz8000ZPIMW/FZ L L 66¥/L 2800-02-0-4MIN/SLL L"0L/10p/pd-ajoile/imw/Bio-00s}awe s|euInol//:dpy woly papeojumoq



67

68

69

70

7

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

2. Methods

a. Model Configuration and Base-state

Using the Bryan Cloud model 1 (CM1, Bryan and Fritsch 2002) release 19, simulations of a
supercell, a quasi-two-dimensional squall line and a three-dimensional QLCS were performed. For
all simulations, the model domain is 150 km x 148.8 km x 20 km with a horizontal grid spacing of
200 m and a stretched vertical grid with spacing of 20 m at the lowest level and 300 m at the model
top, resulting in 125 vertical levels. The lowest model level at which the u and v wind components
are defined is 10 m above ground level. A large numerical time step of 2.0 s is employed.

The upper and lower boundary conditions are free slip while the horizontal boundary conditions
are open. A fifth-order advection scheme is employed in both the horizontal and vertical dimensions
for all scalar and velocity variables. The fifth-order scheme results in implicit diffusion occurring in
the simulations. Each simulation also employs the Morrison double-moment microphysics scheme
(Morrison et al. 2005; Dawson et al. 2010). Lastly, no radiative or surface fluxes were applied and
the Coriolis parameter was set to zero.

A horizontally-homogeneous base-state is used for all simulations, given by the Weisman-Klemp
analytic sounding, which has modest convective available potential energy (CAPE, 1830 J kg™!).
In order to simulate the different storm modes, the wind profile was altered between the simulations.
The Weisman-Klemp quarter-circle hodograph was used for the supercell/QLCS simulation!, while
the more linear quasi-two-dimensional squall line was initialized using the wind profile introduced
by Rotunno et al. (1988).

The supercell/QLCS simulation was initialized using three warm bubbles, spaced 30 km apart

from each other, with a 5 K temperature perturbation. This distance allowed the storms to grow and

I'The supercell and QLCS both occur within the same simulation. The supercell forms at the southern end of the ongoing, larger-scale QLCS.
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mature prior to merging together and growing upscale. In the quasi-two-dimensional squall line
simulation, storms were initiated using a breaking-dam-style cold pool with a potential temperature
perturbation of -6 K and a depth of 2500 m that spanned the entire south-north direction of the
domain. The squall line simulation included random potential temperature perturbations in the

model domain to allow for some 3D structure (including 3D turbulence) to develop.

b. Trajectory Analysis and Vorticity Budget Calculations

Near-surface vortices were selected based on their maturity and persistence. In the simulations,
one vortex was analyzed in each of the supercell and squall line cases while 2 adjacent vortices
were analyzed in the QLCS. The vortices within the supercell/QLCS simulation were required to
meet a threshold vertical vorticity value of 0.1 s~! at the lowest model level (10 m). The vortices
chosen within the supercell and QLCS stood out due to their strength, size and persistence when
compared to the other vortices, and they remained at 0.1 s~! vertical vorticity for at least five
minutes. In the squall line simulation, none of the vortices stood out, and all of them remained
relatively weak (vertical vorticity less than 0.1 s~') and short-lived. We thus randomly selected a
typical vortex for our analysis.

After identifying a vortex of interest within the simulations, forward trajectories were calculated
on a restart simulation prior to peak vortex strength. The parcels were initialized so that they were
included within both the outflow and inflow regions of the storms and were seeded every 200 m in
the horizontal and every 100 m in the vertical, beginning at 30 m AGL. The parcel trajectories were
integrated forward in time on every model time step (2.0 s). The release time and number of parcels
varied with each simulation. The number and release times of the parcels are as follows: 2 000
000 parcels at 6900 s (approximately 5 minutes before vortexgenesis) for the supercell, 1 875 000

parcels at 3900 s (approximately 40 minutes before vortexgenesis) in the quasi-two-dimensional
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squall line, and 2 250 000 parcels (approximately 15 minutes before vortexgenesis) at 6000 s for
the QLCS. Since the parcels originated within the cold pool, relatively long histories were analyzed
for the squall line and QLCS to ensure that at least part of the descent of the parcels was captured.

Due to the amount of parcels released in each simulation, it is unreasonable to analyze data on
every parcel because we are interested only in those parcels that enter the vortex, so several criteria
were set. First, the general area containing the vortex was identified, so an east-west, north-south
window was set for each of the three vortices that the parcels had to enter. Depending upon the
vortex, the horizontal search area had a diameter between 2 to 3 km in each direction. In addition
to the area criterion, a height threshold was also used. The parcels had to enter the vortex within
the lowest 100 m of the simulation. The time windows were set for the individual vortices, and
were chosen during the mature stage of the vortices’ lifespan. Therefore, the parcels were entering
the vortex while it was at peak strength. The final criterion considered for the parcels was the
vertical vorticity. The individual parcel had to reach a threshold value of at least 0.01 s~ vertical
vorticity. From the above criteria, the simulations of the supercell, quasi-two-dimensional squall
line, and QLCS yielded 75, 14, and 61 parcels, respectively. In summary, we identify those parcels
that enter the very bottom of mature vortices.

Along the trajectories, the time-integrated, 3D vorticity forcing terms were calculated within CM 1
at every large time step. These terms were used to calculate the evolution along the trajectories of
the horizontal vorticity magnitude, as well as the vertical vorticity component. The equation for

the horizontal vorticity magnitude is given by

lwi| = Vwp, - wp, (D

from which it follows that

2)

Dlwy| 1 (5%+ Dn)’

Dt Jwn \°Df "Dt
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The vertical vorticity equation is given by
DE__ (I Do) (v o) (0uop dudy) (08 0F,
Dt ay (9y oxdy 0ydx ox dy ()

A B C D

where wy, is the horizontal vorticity vector; &, i, and { are the x-, y-, and z-components of
vorticity; u, v, and w are the x-, y-, and z-components of velocity; « is the specific volume of
the air; p is the air pressure; and the vector F' includes the diffusion and subgrid scale mixing
(turbulence) terms.

Term A on the right in Eq. 3, Eq. 4 and Eq. 5 represents the stretching term while the term B
represents the tilting term. These terms can be grouped together because both terms can stretch
and tilt vortex lines (Davies-Jones 1982; Dahl et al. 2014). The pressure-volume solenoid term
represents the baroclinic processes within the storm and is given by term C. Term D includes sub-
grid scale (SGS) turbulence and implicit diffusion. These five terms described will be integrated
to identify the mechanism to maintain the vortices. The individual terms of the vorticity budgets
were retrieved via momentum forcing using the built-in diagnostics within CM1. Each of the
momentum forcing terms was cross differentiated and the results were interpolated trilinearly to
the locations of the parcels. Furthermore, the vorticity budget calculations were only applied to the
parcels found according to the criteria discussed earlier. In addition, parcels that descended below
the lowest scalar model level were excluded from the analysis following the recommendation by

Vande Guchte and Dahl (2018).
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3. Results

a. Supercell

The supercell simulated for this study was located on the southern edge of a larger-scale QLCS
(Fig. 2a). The supercell of interest forms from a right-moving split of the southernmost supercell
at the start of the simulation. After the split, the storm begins to deviate from the larger-scale
QLCS and begins to form a hook echo. Although the supercell remains fairly isolated, there is a
downdraft in the forward flank (northeast of the updraft), which is possibly related to interactions
with the other cells. The supercell then cycles and produces a second, more intense mesocyclone
with the hook echo becoming more defined. The near-surface vertical vorticity fields show that
a strong cyclonic vortex forms along the forward flank convergence boundary (FFCB, Beck and
Weiss 2013) and strengthens into a persistent and more organized mesocyclone with the formation
of the second hook echo. This second mesocyclone is the vortex that will be analyzed.

The parcel trajectories that met the criteria described in section 2b are shown in Fig. 2b with the
representative trajectories used for the vorticity budgets drawn in purple. All of the 75 parcels that
enter the mesocyclone are seen to originate within the forward flank outflow region of the supercell
between 0.5 km and 3.5 km. There are two main mesocyclone entrance regions for the parcels, a
northern and western region. Interestingly, all parcels appear to avoid entering the vorticity river
(Dahl et al. 2014) seen along the FFCB northeast of the mesocyclone. The vertical cross-sections
of Fig. 2b show that the parcels initially descend within the forward flank of the supercell and move
towards the near-surface vortex prior to being lifted once they enter the low-level updraft.

The vorticity budgets calculated along the parcel trajectories provide insight into which of the

forcing terms are most relevant in the vorticity evolution. The focus of this paper is on the near-
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surface vertical vorticity, but it is instructive to consider how the horizontal vorticity is acquired
prior to being reoriented into the vertical.

A representative parcel was chosen from each of the entrance regions of the mesocyclone for a
detailed analysis. These parcels both originate below 1 km and have likely made the majority of
their decent prior to parcel initialization given their starting position (the average vertical vorticity
of all parcels that remain of above the lowest model level will be shown later to discuss the
representativeness of the chosen parcels). The western parcel comes from the north but eventually
enters on the western edge of the mesocyclone. The vorticity budgets show reasonable agreement
between the interpolated vorticity and the integrated vorticity for the magnitude of horizontal
vorticity (wy,) and vertical vorticity (¢, Fig. 3a-d). The interpolated vorticity exhibits some noise,
which we speculate is related to 2Ax waves. These are less visible in the smoother integrated
forcing terms. Furthermore, once the parcels enter the vortex, the budgets become unreliable. In
Fig. 3e-h, the individual time-integrated terms of the magnitude of horizontal vorticity and vertical
vorticity of each trajectory are analyzed. The horizontal vorticity plots show that the stretching
term is the primary driver of the magnitude of horizontal vorticity evolution (Fig. 3e,f). Consistent
with this analysis, we see a lengthening of the wind vectors along the trajectories in Fig. 2b, which
causes stretching of the horizontal vorticity and therefore increases the magnitude. The SGS terms
also play an important role in modulating the horizontal vorticity. The significant magnitude of
SGS could potentially be related to internal boundaries where there are large velocity gradients
(Meneveau and Katz 2000). In both of these cases, the contributions to the horizontal vorticity
from diffusion and baroclinity when compared to stretching and SGS are minimal. Importantly,
the integrated terms of the vertical vorticity equation, shown in Fig. 3g,h, indicate that tilting and
stretching of initially horizontal vorticity during vortex entrance are the main mechanisms by which

large vertical vorticity arises. There is a noticable local minimum in vertical vorticity prior to the
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significant increase in the vertical vorticity around 7550 s (in Fig. 3g) and 7600 s (Fig. 3h). This
dip is caused by numerical dispersion errors, causing stationary 2Ax waves (Durran 1999). These
oscillations are also present in the simulation results by Dahl et al. (2014), Schenkman et al. (2014)
and Markowski and Richardson (2014). The gradients resulting from the numerical dispersion
lead to implicit diffusion, which leads to oscillations in the integrated budgets.

The main observation regarding the vorticity budget is that the large increase of vertical vorticity
results from the rapid reorientation of horizontal vorticity close to the surface in rising air. The
vertical vorticity thus only becomes significant after the parcel has passed the nadir, indicating that

the DJB mechanism is not relevant for these parcels.

b. Quasi-two-dimensional Squall Line

All of the vortices that develop in this simulation form along the gust front ahead of the highest
reflectivity values, as shown in Fig. 4. As expected, the vertical vorticity is not as strong as in the
supercell simulation. The strongest updrafts have relatively large vertical vorticity (£ = 0.05 s™!)
for a few time steps, then weaken and strengthen again as a new updraft develops along the gust
front. This process continues throughout the simulation.

Parcel trajectories for the squall line originate from the downdraft region of the storm and enter
the vortex from the west within outflow air (Fig. 4), similar to the supercell case. The trajectories
calculated within the squall line simulation are analyzed over a longer time period to be able
to capture the initial descent of the parcels toward the surface. The 14 parcels that entered the
mesovortex were initialized almost 3000 seconds (50 minutes) prior with a rather steep descent
occurring early on and a more gradual descent to the surface thereafter (Fig. 4b).

The vorticity budget terms behave similarly to the supercell, but the magnitude of both the

horizontal and vertical vorticity components is smaller (Fig. Sa,b). The horizontal vorticity budgets
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are largely affected by stretching and baroclinity (Fig. 5c). The smaller magnitude of stretching
relative to the supercell case is related to the weaker horizontal accelerations in the squall line
simulation. In contrast to the supercell case, the baroclinic term is a secondary forcing for
horizontal vorticity, and becomes the primary forcing at the end of the time series. This is likely
due to the earlier restart time resulting in longer parcel histories, which captures the baroclinic
production during the early descent of the parcels, as well as a strong buoyancy gradient across
the gust front (not shown). The SGS term is much smaller because of less turbulent motion and
smaller velocity gradients in the squall line than in the supercell (Fig. 5c).

The time-integrated vertical vorticity terms show significant similarities to the supercell. Tilting
and stretching continues to drive the vertical vorticity amplification with smaller contributions
from the other time-integrated terms (Fig. 5d). Similarly to the supercell, as the parcel approaches
its nadir, the vertical vorticity is near zero, implying that the DJB mechanism is practically absent
because the vertical vorticity is decreasing as it approaches the nadir. Also, the local maxima and
minima of vertical vorticity prior to reaching the nadir between 4500 and 5500 s are likely due to
the series of weak updrafts and downdrafts seen by the parcel’s height in Fig. 5Sb. At this point,
the parcel is not within the lowest 100 m AGL and the vertical vorticity is not associated with the
vortex of interest. This indicates that the reorientation of horizontal vorticity into vertical vorticity
is occurring after the parcel reaches the updraft associated with the vortex. Also, the implicit
diffusion dip and peak are seen again in the squall line simulation just prior to the significant

increase in vertical vorticity as the parcel enters the vortex (Fig. 5d).

c. QLCS

At the beginning of the QLCS simulation, three updrafts develop and then split. Due to the

storm splitting, interactions between the storms occur and the system begins to grow upscale into
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a QLCS (Fig. 6), while the supercell described in Section 3a deviates to the south. Consistent with
previous research, our simulated QLCS develops a majority of its mesovortices north of the apex
of the system (Weisman and Trapp 2003).

A segment along the northern half of the QLCS was considered, as it produces two strong and
persistent vortices (Fig. 6). The trajectories for the QLCS are consistent with the results found in
the supercell and squall line simulations (Fig. 6b). All of the 61 parcels that enter the specified
window originate within the outflow of the QLCS. The parcels have a long time history and are
initialized 1800 seconds (30 minutes) prior to entering the mesovortex. Early in the analysis period,
the parcels begin to rapidly descend towards the surface. The parcels then move along the surface
and gradually reach their nadirs before entering one of the two mesovortices (Fig. 6b, Fig. 7c,d).

As was the case with the trajectories in both the supercell and squall line simulations, the
stretching term continues to be a significant forcing term in the horizontal vorticity budgets due to
stretching caused by the acceleration of the wind (Fig. 6, Fig. 7e,f). The SGS term is as significant
as the stretching term at some points along the trajectory of the horizontal vorticity. The vertical
vorticity reaches significant values near the surface only after reaching the updraft with the tilting
and stretching term providing the main forcing for the increase of vertical vorticity (Fig. 7g,h). In
fact, the vertical vorticity in both QLCS mesovortices is negative prior to becoming positive as
the parcel enters the mesovortex. The negative values of vertical vorticity indicate that the DJB
mechanism is not present in the representative trajectories since they are not acquiring cyclonic

vertical vorticity during their descent.

4. Discussion

Through the analysis of the trajectories and vorticity budgets, we find that the near-surface

vertical vorticity, following the parcel motion, develops through the reorientation of horizontal
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vorticity into the vertical at the base of the vortex. To check whether the selected trajectories are
representative of the bulk behavior, we show the averaged parcel in Fig. 8. Especially close to the
vortex, the interpolated vertical vorticity of the representative trajectories align reasonably well
with the average interpolated vertical vorticity of the remaining trajectories. The time has been
normalized, such that every parcel enters the vortex at t = 0. We therefore feel confident that the
mechanism captured by the individual trajectories is reasonably representative of the airflow into
the vortices. The diverse results found in previous studies are, at least in part, likely tied to the
different altitudes in which the vortices were analyzed. In simulating the multiple storm modes
and keeping the altitude consistent across the three simulations, our study found one common
mechanism across all storm modes within in the lowest 100 meters, i.e., the vorticity is tilted in the
rising air described by Rotunno et al. (2017).

These results seem at odds with a large body of research (e.g., Davies-Jones 1982; Davies-Jones
and Brooks 1993; Dahl et al. 2014; Markowski and Richardson 2014; Parker and Dahl 2015) that
demonstrated that vertical vorticity at the surface must develop within a downdraft. We hypothesize
that this discrepancy is tied to the maturity of the vortex. The initial emergence of vertical vorticity
seems to require the DJB mechanism, but once a sufficient pressure deficit develops in the vortex
core (Dahl 2020), the horizontal vorticity may be tilted into the vertical practically at the ground?.
This hypothesis is being explored in ongoing work to quantify what defines a sufficient pressure
deficit. Indeed, pressure deficits have developed in all of the vortices analyzed herein (Fig. 9).

An interesting aspect is that the parcels either do not pass through vertical-vorticity rivers (e.g.,
in the supercell simulation), or the absence of rivers altogether (e.g., the 2D squall line simulation,

Fig. 10). In light of the absence of the DJB mechanism, this is perhaps not surprising, because the

2In real-world vortices, the horizontal vorticity may be scooped up practically at the surface within the corner-flow region (Lewellen and Lewellen

2007); in our simulations, this process cannot be resolved.
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parcels do not acquire vertical vorticity until they enter the vortex. It thus seems that the existence
of vertical vorticity rivers is not required to maintain the vortices. The need for river-like vortex
patches in vortex genesis is discussed by Dahl (2020).

The simulations performed in this study were free-slip. However, if surface friction was included,
the fundamental results of acquiring near-surface vertical vorticity would likely not change. In
fact, the "in-and-up" mechanism identified in this work would likely be enhanced because the
vortex structure would be more realistic, allowing for more abrupt upward tilting and a frictional
enhancement of near-surface horizontal vorticity; see Schenkman et al. (2012), Roberts et al.
(2016), Roberts and Xue (2017).

Despite the variety of processes that have been proposed to maintain vortices in supercells
and QLCSs, we find that mature vortices only require the presence of a near-surface updraft and
pressure deficit to first stretch horizontal vorticity, which may then be tilted upward abruptly (Fig. 9,
Fig. 11). Considering the results, it seems possible that ultimately tornado-like vortices may be
driven by the same basic mechanism across different storm structures,®> which also suggests that
the nomenclature for near-surface vortices accompanying different storm structures may not be
justified from a dynamical standpoint (e.g., near-surface mesovortex in QLCSs vs. near-surface

mesocyclone in supercells).

5. Summary

The primary goal of this research was to identify the mechanism of maintaining large near-
surface vertical vorticity across various storm modes including a supercell, a quasi-2D squall
line, and a QLCS. To investigate the most relevant mechanism of acquiring near-surface vertical

vorticity, idealized, free-slip, double-moment microphysics simulations were performed using CM 1

3Maxworthy (1973) inferred the same mechanism for (mature) dust devils.
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to simulate the different storm modes at 200 m horizontal grid spacing. The simulations included
long-history parcel trajectory and vorticity budget analyses. The parcels were only considered if
they had acquired vertical vorticity of 0.01 s~! within the vortex in the lowest 100 m AGL of the
model domain.

The analysis in this study was performed on mature vortices yielding the following conclusions:

* The near-surface vertical vorticity (lowest 100 m AGL) is acquired as horizontal vorticity is
tilted into the vertical and simultaneously stretched at the base of the vortex across all of the
simulated storm modes (supercell, quasi-2D squall line, and QLCS). The parcels only achieve
appreciable values of positive near-surface vertical vorticity after reaching their nadirs (and
thus reaching the updraft). This indicates that the mechanism of upward vortex line tilting via
the updraft is the most relevant mechanism in the maintenance of mature vortices analyzed

herein.

* The Davies-Jones and Brooks (1993) mechanism (upward vortex line tilting via the downdraft)
and the Trapp and Weisman (2003) mechanism (downward vortex line tilting via the downdraft)
were not present in the parcel analysis within any of our simulations. However, we hypothesize
that the initial emergence of vertical vorticity is still due to the DJB mechanism, and once
a sufficiently strong pressure deficit vortex is present, the "in and up" mechanism becomes

relevant.

* Across all storm modes simulated, the parcels entering the vortex originated within the outflow

region of the storm.

* Parcels entering the vortex did not spend time in vertical vorticity rivers, or vertical vorticity

rivers were entirely absent, consistent with the "in-and-up" mechanism identified herein.
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Further research is required to assess and further understand the "in and up" process for the
maintenance of mature vortices, including what qualifies as a sufficient pressure deficit beyond

which the DJB mechanism no longer seems to be required.
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1.

10.

11.

The Davies-Jones and Brooks (1993) mechanism is presented in a), where the vorticity
vector attains an upward inclination during descent. The Rotunno et al. (2017) mechanism is
represented in b), where the updraft tilts the horizontal vorticity with the interpolated vertical
vorticity (black), the integrated vertical vorticity (red) and the nadir (cyan) with a zoomed-in
region within the subset. Finally, the Trapp and Weisman (2003) mechanism is shown in
c¢), where the downdrafts tilts the horizontal vorticity downward; shown are the vortex lines
(bold black), positive vertical vorticity (red), negative surface vertical vorticity (purple), the
gust front (green) and the air motion (black vectors).

(a) Reflectivity (shaded) and (b) vertical vorticity (shaded) with the horizontal velocity
vectors of the supercell simulation at 7650 s at the lowest model level (10 m AGL). The
parcel trajectories (black, solid lines) are included in panel b) with the trajectories used for
the vorticity budget calculations highlighted in purple. .

Shown are the vorticity evolution for the western stream (left column) and northern stream
(right column) of the supercell parcels. (a,b): Interpolated horizontal vorticity (black) and
integrated horizontal vorticity (red); (c,d) interpolated vertical vorticity (black) and integrated
vertical vorticity (red). Parcel height is shown in blue. (e,f): Integrated forcing terms of the
horizontal vorticity, color-coded according to the legend. (g,h): Integrated forcing terms of
the vertical vorticity, color-coded according to the legend. .

As in Fig. 2 but for the squall line simulation at 6810 s. The vortex used for analysis is circled
inb). .

Shown is the vorticity evolution for the squall line parcels. (a): Interpolated horizontal
vorticity (black) and integrated horizontal vorticity (red); (b) interpolated vertical vorticity
(black) and integrated vertical vorticity (red). Parcel height is shown in blue. (c): Integrated
forcing terms of the horizontal vorticity, color-coded according to the legend. (d): Integrated
forcing terms of the vertical vorticity, color-coded according to the legend.

As in Fig. 2 but for the QLCS simulation at 7890 s. The vortices used for analysis is circled
in b.

As in Fig. 3 but for the QLCS simulation with the eastern mesovortex (left) and the western
mesovortex (right).

The average vertical vorticity of all trajectories above the lowest model level (blue) against the
interpolated vertical vorticity (black) of each representative trajectory used for the vorticity
budgets for (a,b) supercell, (c,d) QLCS, and (e) squall line.

The pressure perturbations (shaded) with the 0.01 s~! vertical vorticity (contoured, white)
and the horizontal velocity vectors for a) the supercell at 7650 s, b) the squall line at 6810 s
and c) the QLCS at 7890 s at the lowest model level. The analyzed vortices are circled in b)
and c). Note the different scale of the colorbars.

Vertical vorticity (shaded) and trajectories zoomed in for view of vortices of the (a) supercell,
(b) squall line and (c) QLCS. The vertical vorticity river is encircled in a).

A vertical cross-section of vertical velocity (shaded) and vertical vorticity (contoured at 0.01

s71,0.05 s™! and 0.1 s™!) across the updraft of the individual vortices for the (a) supercell
aty = 18.4 km and 7650 s, (b) squall line at y = 93.6 km and 6810 s, (c) the QLCS western
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mesovortex at y = 103.6 km and 7890 s and (d) the QLCS eastern mesovortex at y = 103.2
km and 7890 s. The vortices discussed in the text are indicated by the arrow inc) andd). . . 34
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Fic. 1. The Davies-Jones and Brooks (1993) mechanism is presented in a), where the vorticity vector attains
an upward inclination during descent. The Rotunno et al. (2017) mechanism is represented in b), where the
updraft tilts the horizontal vorticity with the interpolated vertical vorticity (black), the integrated vertical vorticity
(red) and the nadir (cyan) with a zoomed-in region within the subset. Finally, the Trapp and Weisman (2003)
mechanism is shown in c), where the downdrafts tilts the horizontal vorticity downward; shown are the vortex
lines (bold black), positive vertical vorticity (red), negative surface vertical vorticity (purple), the gust front

(green) and the air motion (black vectors).
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vorticity (red); (c,d) interpolated vertical vorticity (black) and integrated vertical vorticity (red). Parcel height is
shown in blue. (e,f): Integrated forcing terms of the horizontal vorticity, color-coded according to the legend.

(g,h): Integrated forcing terms of the vertical vorticity, color-coded according to the legend.
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Fic. 4. As in Fig. 2 but for the squall line simulation at 6810 s. The vortex used for analysis is circled in b).
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Fic. 5. Shown is the vorticity evolution for the squall line parcels. (a): Interpolated horizontal vorticity
(black) and integrated horizontal vorticity (red); (b) interpolated vertical vorticity (black) and integrated vertical
vorticity (red). Parcel height is shown in blue. (c): Integrated forcing terms of the horizontal vorticity, color-
coded according to the legend. (d): Integrated forcing terms of the vertical vorticity, color-coded according to

the legend.
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FiG. 6. As in Fig. 2 but for the QLCS simulation at 7890 s. The vortices used for analysis is circled in b.
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Fic. 7. Asin Fig. 3 but for the QLCS simulation with the eastern mesovortex (left) and the western mesovortex

(right).
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502 Fic. 8. The average vertical vorticity of all trajectories above the lowest model level (blue) against the
ss interpolated vertical vorticity (black) of each representative trajectory used for the vorticity budgets for (a,b)

s« supercell, (c,d) QLCS, and (e) squall line.
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Fic. 9. The pressure perturbations (shaded) with the 0.01 s~! vertical vorticity (contoured, white) and the
horizontal velocity vectors for a) the supercell at 7650 s, b) the squall line at 6810 s and c) the QLCS at 7890 s at

the lowest model level. The analyzed vortices are circled in b) and c). Note the different scale of the colorbars.
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Fic. 10. Vertical vorticity (shaded) and trajectories zoomed in for view of vortices of the (a) supercell, (b)

squall line and (c) QLCS. The vertical vorticity river is encircled in a).

33
Accepted for publication in Monthly Weather Review. DOI 10.1175/MWR-D-20-0082.1.

020z 1snbny 9z uo 3senb Aq 4pd-Z8000ZPIMW/YZL L 66%/1 Z800-02-A-4MIN/SLL L 0L/10PAPd-8loIe/IMmw/B10-00s}1oWe S|euInolj/:dpy woly peapeojumoq



510

511

512

513

514

t=7650s

2
8
1.5 6
4
€ 2
< 1 0
> -2
-4
0.51 -6
-8
-10
0
36 42
m s
t=6810s
2
b 10
8
1.5 6
4
€ 2
S 0
> -2
-4
0.5 -6
-8
< -10
0 fF——— . y
79 80 83 84 85 .
ms
t=7890s
2
C 10
8
1.5 6
4
€ 2
53
> -2
-4
-6
‘ s
. /\ -10
04 ; : ; £\ : m s
50 54 55 56
t=7890s
2
10
8
6
4
€ 2
< 0
> -2
-4
-6
-8
-10
ms'

55 56

x (km)

Fic. 11. A vertical cross-section of vertical velocity (shaded) and vertical vorticity (contoured at 0.01 s71,
0.05 57" and 0.1 s™!) across the updraft of the individual vortices for the (a) supercell at y = 18.4 km and 7650 s,
(b) squall line at y = 93.6 km and 6810 s, (c) the QLCS western mesovortex at y = 103.6 km and 7890 s and (d)
the QLCS eastern mesovortex aty = 103.2 km and 7890 s. The vortices discussed in the text are indicated by the

arrow in ¢) and d).
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