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Abstract

Many applications of computational social sci-

ence aim to infer causal conclusions from non-

experimental data. Such observational data

often contains confounders, variables that in-

fluence both potential causes and potential ef-

fects. Unmeasured or latent confounders can

bias causal estimates, and this has motivated

interest in measuring potential confounders

from observed text. For example, an individ-

ual’s entire history of social media posts or

the content of a news article could provide

a rich measurement of multiple confounders.

Yet, methods and applications for this prob-

lem are scattered across different communi-

ties and evaluation practices are inconsistent.

This review is the first to gather and categorize

these examples and provide a guide to data-

processing and evaluation decisions. Despite

increased attention on adjusting for confound-

ing using text, there are still many open prob-

lems, which we highlight in this paper.

1 Introduction

In contrast to descriptive or predictive tasks, causal

inference aims to understand how intervening on

one variable affects another variable (Holland,

1986; Pearl, 2000; Morgan and Winship, 2015; Im-

bens and Rubin, 2015; Hernán and Robins, 2020).

Specifically, many applied researchers aim to esti-

mate the size of a specific causal effect, the effect of

a single treatment variable on an outcome variable.

However, a major challenge in causal inference

is addressing confounders, variables that influence

both treatment and outcome. For example, consider

estimating the size of the causal effect of smoking

(treatment) on life expectancy (outcome). Occupa-

tion is a potential confounder that may influence

both the propensity to smoke and life expectancy.

Estimating the effect of treatment on outcome with-

out accounting for this confounding could result in

Figure 1: Left: A causal diagram for text that encodes

causal confounders, the setting that is focus of this re-

view paper. The major assumption is that latent con-

founders can be measured from text and those con-

founder measurements can be used in causal adjust-

ments. Right: An example application in which practi-

tioner does not have access to the confounding variable,

occupation, in structured form but can measure con-

founders from unstructured text (e.g. an individual’s so-

cial media posts).

strongly biased estimates and thus invalid causal

conclusions.

To eliminate confounding bias, one approach is

to perform randomized controlled trials (RCTs) in

which researchers randomly assign treatment. Yet,

in many research areas such as healthcare, educa-

tion, or economics, randomly assigning treatment

is either infeasible or unethical. For instance, in our

running example, one cannot ethically randomly

assign participants to smoke since this could ex-

pose them to major health risks. In such cases, re-

searchers instead use observational data and adjust

for the confounding bias statistically with methods

such as matching, propensity score weighting, or

regression adjustment (§5).

In causal research about human behavior and so-

ciety, there are potentially many latent confounding

variables that can be measured from unstructured
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text data. Text data could either (a) serve as a surro-

gate for potential confounders; or (b) the language

of text itself could be a confounder. Our running

example is an instance of text as a surrogate: a

researcher may not have a record of an individual’s

occupation but could attempt to measure this vari-

able from the individual’s entire history of social

media posts (see Fig. 1). An example of text as a

direct confounder: the linguistic content of social

media posts could influence censorship (treatment)

and future posting rates (outcome) (Roberts et al.,

2020).

A challenging aspect of this research design is

the high-dimensional nature of text. Other work has

explored general methods for adjusting for high-

dimensional confounders (D’Amour et al., 2017;

Rassen et al., 2011; Louizos et al., 2017; Li et al.,

2016; Athey et al., 2017). However, text data differ

from other high-dimensional data-types because

intermediate confounding adjustments can be read

and evaluated by humans (§6) and designing mean-

ingful representations of text is still an open re-

search question.1 Even when applying simple ad-

justment methods, a practitioner must first trans-

form text into a lower-dimensional representation

via, for example, filtered word counts, lexicon in-

dicators, topic models, or embeddings (§4). An

additional challenge is that empirical evaluation

in causal inference is still an open research area

(Dorie et al., 2019; Gentzel et al., 2019) and text

adds to the difficulty of this evaluation (§7).

We narrow the scope of this paper to review

methods and applications with text data as a causal

confounder. In the broader area of text and causal

inference, work has examined text as a mediator

(Veitch et al., 2019), text as treatment (Fong and

Grimmer, 2016; Egami et al.; Wood-Doughty et al.,

2018; Tan et al., 2014), text as outcome (Egami

et al.), causal discovery from text (Mani and

Cooper, 2000), and predictive (Granger) causality

with text (Balashankar et al., 2019; del Prado Mar-

tin and Brendel, 2016; Tabari et al., 2018).

Outside of this prior work, there has been rela-

tively little interaction between natural language

processing (NLP) research and causal inference.

NLP has a rich history of applied modeling and di-

agnostic pipelines that causal inference could draw

upon. Because applications and methods for text

1For instance, there have been four workshops on repre-
sentation learning at major NLP conferences in the last four
years (Blunsom et al., 2016, 2017; Augenstein et al., 2018,
2019).

as a confounder have been scattered across many

different communities, this review paper aims to

gather and unify existing approaches and to con-

currently serve three different types of researchers

and their respective goals:

• For applied practitioners, we collect and cat-

egorize applications with text as a causal con-

founder (Table 1 and §2), and we provide a flow-

chart of analysts’ decisions for this problem set-

ting (Fig. 2).

• For causal inference researchers working

with text data, we highlight recent work in rep-

resentation learning in NLP (§4) and caution that

this is still an open research area with questions

of the sensitivity of effects to choices in repre-

sentation. We also outline existing interpretable

evaluation methods for adjustments of text as a

causal confounder (§6).

• For NLP researchers working with causal in-

ference, we summarize some of the most-used

causal estimators that condition on confounders:

matching, propensity score weighting, regres-

sion adjustment, doubly-robust methods, and

causally-driven representation learning (§5). We

also discuss evaluation of methods with con-

structed observational studies and semi-synthetic

data (§7).

2 Applications

In Table 1, we gather and summarize applications

that use text to adjust for potential confounding.

This encompasses both (a) text as a surrogate for

confounders, or (b) the language itself as con-

founders.2

As an example, consider Kiciman et al. (2018)

where the goal is to estimate the size of the causal

effect of alcohol use (treatment) on academic suc-

cess (outcome) for college students. Since ran-

domly assigning college students to binge drink is

not feasible or ethical, the study instead uses ob-

servational data from Twitter, which also has the

advantage of a large sample size of over sixty-three

thousand students. They use heuristics to identify

2We acknowledge that Table 1 is by no means exhaus-
tive. To construct Table 1, we started with three seed papers:
Roberts et al. (2020), Veitch et al. (2019), and Wood-Doughty
et al. (2018). We then examined papers cited by these papers,
papers that cited these papers, and papers published by the
papers’ authors. We repeated this approach with the addi-
tional papers we found that adjusted for confounding with
text. We also examined papers matching the query “causal” or
“causality” in the ACL Anthology.
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Paper Treatment Outcome(s) Confounder Text data Text rep. Adjustment method

Johansson et al.

(2016)

Viewing device

(mobile or desktop)

Reader’s experience News content News Word counts Causal-driven rep.

learning

De Choudhury et al.

(2016)

Word use in mental

health community

User transitions to post

in suicide community

Previous text written in a

forum

Social media

(Reddit)

Word counts Stratified propensity

score matching

De Choudhury and

Kiciman (2017)

Language of comments User transitions to post

in suicide community

User’s previous posts and

comments received

Social media

(Reddit)

Unigrams and

bigrams

Stratified propensity

score matching

Falavarjani et al.

(2017)

Exercise (Foursquare

checkins)

Shift in topical interest

on Twitter

Pre-treatment topical

interest shift

Social media

(Twitter, Foursquare)

Topic models Matching

Olteanu et al.

(2017)

Current word use Future word use Past word use Social media

(Twitter)

Top unigrams

and bigrams

Stratified propensity

score matching

Pham and Shen

(2017)

Group vs. individual

loan requests

Time until borrowers

get funded

Loan description Microloans (Kiva) Pre-trained

embeddings +

neural networks

A-IPTW, TMLE

Kiciman et al.

(2018)

Alcohol mentions College success

(e.g. study habits, risky

behaviors, emotions)

Previous posts Social media

(Twitter)

Word counts Stratified propensity

score matching

Sridhar et al. (2018) Exercise Mood Mood triggers Users’ text on mood

logging apps

Word counts Propensity score

matching

Saha et al. (2019) Self-reported usage of

psychiatric medication

Mood, cognition,

depression, anxiety,

psychosis, and suicidal

ideation

Users’ previous posts Social media

(Twitter)

Word counts +

lexicons +

supervised

classifiers

Stratified propensity

score matching

Sridhar and Getoor

(2019)

Tone of replies Changes in sentiment Speaker’s political

ideology

Debate transcripts Topic models +

lexicons

Regression

adjustment, IPTW,

A-IPTW

Veitch et al. (2019) Presence of a theorem Rate of acceptance Subject of the article Scientific articles BERT Causal-driven rep.

learning + Regression

adjustment, TMLE

Roberts et al.

(2020)

Perceived gender of

author

Number of citations Content of article International

Relations articles

Topic models +

propensity score

Coarsened exact

matching

Roberts et al.

(2020)

Censorship Subsequent censorship

and posting rate

Content of posts Social media

(Weibo)

Topic models +

propensity score

Coarsened exact

matching

Table 1: Example applications that infer the causal effects of treatment on outcome by measuring confounders

(unobserved) from text data (observed). In doing so, these applications choose a representation of text (text rep.)

and a method to adjust for confounding.

the Twitter accounts of college-age students and

extract alcohol mentions and indicators of college

success (e.g., study habits, risky behaviors, and

emotions) from their Twitter posts. They condition

on an individual’s previous posts (temporally pre-

vious to measurements of treatment and outcome)

as confounding variables since they do not have

demographic data. They represent text as word

counts and use stratified propensity score match-

ing to adjust for the confounding bias. The study

finds the effects of alcohol use include decreased

mentions of study habits and positive emotions and

increased mentions of potentially risky behaviors.

Text as a surrogate for confounders. Tradi-

tionally, causal research that uses human subjects

as the unit of analysis would infer demographics

via surveys. However, with the proliferation of the

web and social media, social research now includes

large-scale observational data that would be chal-

lenging to obtain using surveys (Salganik, 2017).

This type of data typically lacks demographic in-

formation but may contain large amounts of text

written by participants from which demographics

can be extracted. In this space, some researchers

are specific about the confounders they want to ex-

tract such as an individual’s ideology (Sridhar and

Getoor, 2019) or mood (Sridhar et al., 2018). Other

researchers condition on all the text they have avail-

able and assume that low-dimensional summaries

capture all possible confounders. For example, re-

searchers might assume that text encodes all possi-

ble confounders between alcohol use and college

success (Kiciman et al., 2018) or psychiatric medi-

cation and anxiety (Saha et al., 2019). We dissect

and comment on this assumption in Section 8.

Open problems: NLP systems have been shown

to be inaccurate for low-resource languages (Duong

et al., 2015), and exhibit racial and gender disparity

(Blodgett and O’Connor, 2017; Zhao et al., 2017).

Furthermore, the ethics of predicting psychologi-

cal indicators, such as mental health status, from

text are questionable (Chancellor et al., 2019). It

is unclear how to mitigate these disparities when

trying to condition on demographics from text and

how NLP errors will propagate to causal estimates.

Language as confounders. There is growing

interest in measuring language itself (e.g. the sen-

timent or topical content of text) as causal con-

founders. For example, Roberts et al. (2020) ex-

amine how the perceived gender of an author af-

fects the number of citations that an article receives.

However, an article’s topics (the confounders) are

likely to influence the perceived gender of its au-

thor (reflecting an expectation that women write

about certain topics) and the number of citations

of that article (“hotter” topics will receive more
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Figure 2: This chart is a guide to design decisions for applied research with causal confounders from text. Step

1: Encode domain assumptions by drawing a causal diagram (§3). If the application does not use text to measure

latent confounders, the causal effects are not identifiable or the application is outside the scope of this review. Step

2: Use NLP to measure confounders from text (§4). Step 3: Choose a method that adjusts for confounding in

causal estimates (§5). Evaluation should include (A) sensitivity analysis (§4), (B) human evaluation of adjustments

when appropriate (§6), and (C) evaluation of recovering the true causal effects (§7).

citations). Other domains that analyze language as

a confounder include news (Johansson et al., 2016),

social media (De Choudhury et al., 2016; Olteanu

et al., 2017), and loan descriptions (Pham and Shen,

2017). See Section 4 for more discussion on the

challenges and open problems of inferring these

latent aspects of language.

3 Estimating causal effects

Two predominant causal inference frameworks are

structural causal models (SCM) (Pearl, 2009b) and

potential outcomes (Rubin, 1974, 2005), which are

complementary and theoretically connected (Pearl,

2009b; Richardson and Robins, 2013; Morgan and

Winship, 2015). While their respective goals sub-

stantially overlap, methods from structural causal

models tend to emphasize conceptualizing, express-

ing, and reasoning about the effects of possible

causal relationships among variables, while meth-

ods from potential outcomes tend to emphasize

estimating the size or strength of causal effects.

3.1 Potential outcomes framework

In the ideal causal experiment, for each each unit

of analysis, i (e.g., a person), one would like to

measure the outcome, yi (e.g., an individual’s life

expectancy), in both a world in which the unit re-

ceived treatment, ti = 1 (e.g., the person smoked),

as well as in the counterfactual world in which the

same unit did not receive treatment, ti = 0 (e.g the

same person did not smoke).3 A fundamental chal-

lenge of causal inference is that one cannot simul-

taneously observe treatment and non-treatment for

3In this work, we only address binary treatments, but multi-
value treatments are also possible (e.g., Imbens (2000)).

a single individual (Holland, 1986).

The most common population-level estimand of

interest is the average treatment effect (ATE).4 In

the absence of confounders, this is simply the dif-

ference in means between the treatment and control

groups, τ = ❊(yi|ti = 1)−❊(yi|ti = 0), and the

“unadjusted” or “naive” estimator is

τ̂naive =
1

n1

∑

i:ti=1

yi −
1

n0

∑

j:tj=0

yj (1)

where n1 is the number of units that have received

treatment and n0 is the number of units that have

not received treatment. However, this equation will

be biased if there are confounders, zi, that influence

both treatment and outcome.

3.2 Structural causal models framework

Structural causal models (SCMs) use a graphical

formalism that depicts nodes as random variables

and directed edges as the direct causal dependence

between these variables. The typical estimand of

choice for SCMs is the probability distribution of

an outcome variable Y given an intervention on a

treatment variable T :

P (Y | do(T = t)) (2)

in which the do-notation represents intervening to

set variable T to the value t and thereby removing

all incoming arrows to the variable T .

Identification. In most cases, Equation 2 is

not equal to the ordinary conditional distribution

4Other estimands include the average treatment effect on
the treated (ATT) and average treatment effect on the control
(ATC) (Morgan and Winship, 2015)
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Figure 3: A causal diagram showing common causal

relationships.

P (Y | T = t) since the latter is simply filtering to

the sub-population and the former is changing the

underlying data distribution via intervention. Thus,

for observational studies that lack intervention, one

needs an identification strategy in order to repre-

sent P (Y | do(T = t)) in terms of distributions of

observed variables. One such identification strat-

egy (assumed by the applications throughout this

review) is the backdoor criterion which applies to a

set of variables, S , if they (i) block every backdoor

path between treatment and outcome, and (ii) no

node in S is a descendant of treatment. Without

positive identification, the causal effects cannot be

estimated and measuring variables from text is a

secondary concern.

Drawing the causal graph. Causal graphs help

clarify which variables should and should not be

conditioned on. The causal graphs in Figure 3

illustrate how the direction of the arrows differ-

entiates confounder, collider, and mediator vari-

ables. Identifying the differences in these variables

is crucial since, by d-separation, conditioning on

a confounder will block the treatment-confounder-

outcome path, removing bias. By contrast, con-

ditioning on a collider can create dependence be-

tween treatment-collider-outcome5 (Pearl, 2009a)

potentially introducing more bias (Montgomery

et al., 2018; Elwert and Winship, 2014). Mediator

variables require a different set of adjustments than

confounders to find the “natural direct effect” be-

tween treatment and outcome (VanderWeele, 2015;

Pearl, 2014). A practitioner typically draws a

causal graph by explicitly encoding theoretical and

domain assumptions as well as the results of prior

5In Pearl et al. (2016)’s example of a collider, suppose
scholarships at a college are only given to two types of stu-
dents: those with unusual musical talents and high grade point
averages. In the general population, musical and academic
talent are independent. However, if one discovers a person is
on a scholarship (conditioning on the collider) then knowing
a person lacks musical talent tells us that they are extremely
likely to have a high GPA.

data analyses.6

Open Problems: When could text potentially

encode confounders and colliders simultaneously?

If so, is it possible to use text to adjust exclusively

for confounders?

4 Measuring confounders via text

After drawing the causal graph, the next step is

to use available text data to recover latent con-

founders. Some approaches pre-specify the con-

founders of interest and measure them from text,

P (z | x). Others learn confounders inductively

and use a low-dimensional representation of text

as the confounding variable z in subsequent causal

adjustments.

Pre-specified confounders. When a practi-

tioner can specify confounders they want to mea-

sure from text (e.g., extracting “occupation” from

text in our smoking example), they can use either

(1) lexicons or (2) trained supervised classifiers as

the instrument of measurement. Lexicons are word

lists that can either be hand-crafted by researchers

or taken off-the-shelf. For example, Saha et al.

(2019) use categories of the Linguistic Inquiry and

Word Count (LIWC) lexicon (Pennebaker et al.,

2001) such as tentativeness, inhibition, and nega-

tive affect, and use indicators of these categories in

the text as confounders. Trained supervised clas-

sifiers use annotated training examples to predict

confounders. For instance, Saha et al. (2019) also

build machine learning classifiers for users’ men-

tal states (e.g., depression and anxiety) and apply

these classifiers on Twitter posts that are temporally

prior to treatment. If these classifiers accurately

recover mental states and there are no additional

latent confounders, then conditioning on the mea-

sured mental states renders treatment independent

of potential outcomes.

Open problems: Since NLP methods are still

far from perfectly accurate, how can one mitigate

error that arises from approximating confounding

variables? Closely related to this question is ef-

fect restoration which addresses error from using

proxy variables (e.g., a father’s occupation) in place

of true confounders (e.g, socioeconomic status)

(Kuroki and Pearl, 2014; Oktay et al., 2019). Wood-

6See Morgan and Winship (2015) pgs. 33-34 on both the
necessity and difficulty of specifying a causal graph for applied
social research. Time-ordering can be particularly helpful
when encoding causal relationships (for instance, there cannot
be an arrow pointing from variable A to variable B if B

preceded A in time).
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Doughty et al. (2018) build upon effect restoration

for causal inference with text classifiers, but there

are still open problems in accounting for error aris-

ing from other text representations and issues of cal-

ibration (Nguyen and O’Connor, 2015) and preva-

lence estimation (Card and Smith, 2018; Keith and

O’Connor, 2018) in conjunction with NLP. Ideas

from the large literature on measurement error mod-

els may also be helpful (Fuller, 1987; Carroll et al.,

2006; Buonaccorsi, 2010).

Inductively derived confounders. Other re-

searchers inductively learn confounders in order

to condition on all aspects of text, known and un-

known. For example, some applications condition

on the entirety of news (Johansson et al., 2016)

or scientific articles (Veitch et al., 2019; Roberts

et al., 2020). This approach typically summarizes

textual information with text representations com-

mon in NLP. Ideally, this would encode all aspects

of language (meaning, topic, style, affect, etc.),

though this is an extremely difficult, open NLP

problem. Typical approaches include the follow-

ing. (1) Bag-of-words representations discard word

order and use word counts as representations. (2)

Topic models are generative probabilistic models

that learn latent topics in document collections

and represent documents as distributions over top-

ics (Blei et al., 2003; Boyd-Graber et al., 2014;

Roberts et al., 2014). (3) Embeddings are continu-

ous, vector-based representations of text. To create

vector representations of longer texts, off-the-shelf

word embeddings such as word2vec (Mikolov et al.,

2013) or GloVe (Pennington et al., 2014) or com-

bined via variants of weighted averaging (Arora

et al., 2017) or neural models (Iyyer et al., 2015;

Bojanowski et al., 2017; Yang et al., 2016). (4)

Recently, fine-tuned, large-scale neural language

models such as BERT (Devlin et al., 2019) have

achieved state-of-the-art performance on seman-

tic benchmarks, and are now used as text repre-

sentations. Each of these text representations is

a real-valued vector that is used in place of the

confounder, z, in a causal adjustment method (§5)

Open problems: Estimates of causal effects are

contingent on the “garden of forking paths” of

data analysis, meaning any “paths” an analyst did

not take could have resulted in different conclu-

sions (Gelman and Loken, 2013). For settings with

causal confounders from text, the first fork is the

choice of representation (e.g., topic models or em-

beddings) and the second fork is the pre-processing

and hyperparameter decisions for the chosen repre-

sentations.

We highlight that these decisions have been

shown to alter results in predictive tasks. For in-

stance, studies have shown that pre-processing de-

cisions dramatically change topic models (Denny

and Spirling, 2018; Schofield et al., 2017); embed-

dings are sensitive to hyperparameter tuning (Levy

et al., 2015) and the construction of the training cor-

pus (Antoniak and Mimno, 2018); and fine-tuned

language model performance is sensitive to ran-

dom restarts (Phang et al., 2018). Thus, reporting

sensitivity analysis of the causal effects from these

decisions seems crucial: how robust are the results

to variations in modeling specifications?

5 Adjusting for confounding bias

Given a set of variables Z that satisfy the backdoor

criterion (§3.2), one can use the backdoor adjust-

ment to estimate the causal quantity of interest,

P (Y = y | do(T = t)) =
∫

P (Y = y | T = t, Z = z) P (Z = z) dz
(3)

Conditioning on all confounders is often imprac-

tical in high-dimensional settings such as those

found in natural language. We provide an overview

of methods used by applications in this review that

approximate such conditioning, leading to unbi-

ased estimates of treatment effect; however, we

acknowledge this is not an exhaustive list of meth-

ods and direct readers to more extensive guides

(Morgan and Winship, 2015; Athey et al., 2017).

Open problems: Causal studies typically make

an assumption of overlap, also known as common

support or positivity, meaning that any individual

has a non-zero probability of assignment to each

treatment condition for all possible values of the

covariates: ∀z, 0 < P (T = 1 | Z = z) < 1.

D’Amour et al. (2017) show that as the dimension-

ality of covariates grows, strict overlap converges

to zero. What are the implications of these results

for high-dimensional text data?

5.1 Propensity scores

A propensity score estimates the conditional prob-

ability of treatment given a set of possible con-

founders (Rosenbaum and Rubin, 1984, 1983;

Caliendo and Kopeinig, 2008). The true model

of treatment assignment is typically unknown so

one must estimate the propensity score from data

(e.g., from a logistic regression model),
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π ≡ P (T = 1 | Z). (4)

Inverse Probability of Treatment Weighting (IPTW)

assigns a weight to each unit based on the propen-

sity score (Lunceford and Davidian, 2004),

wi = ti/π̂i + (1− ti)/(1− π̂i), (5)

thus emphasizing, for example, treated units that

were originally unlikely to be treated (ti = 1, low

πi). The ATE is calculated with weighted averages

between the treatment and control groups,7

τ̂IPTW =
1

n1

∑

i:ti=1

wiyi −
1

n0

∑

j:tj=0

wjyj (6)

5.2 Matching and stratification

Matching aims to create treatment and control

groups with similar confounder assignments; for

example, grouping units by observed variables

(e.g., age, gender, occupation), then estimating ef-

fect size within each stratum (Stuart, 2010). Ex-

act matching on confounders is ideal but nearly

impossible to obtain with high-dimensional con-

founders, including those from text. A frame-

work for matching with text data is described by

Mozer et al. (2020) and requires choosing: (1) a

text representation (§4); (2) a distance metric (co-

sine, Eucliean, absolute difference in propensity

score etc.); and (3) a matching algorithm. As Stuart

(2010) describes, the matching algorithm involves

additional decisions about (a) greedy vs. optimal

matching; (b) number of control items per treat-

ment item; (c) using calipers (thresholds of maxi-

mum distance); and (d) matching with or without

replacement. Coarsened exact matching (CEM)

matches on discretized raw values of the observed

confounders (Iacus et al., 2012).

Instead of directly matching on observed vari-

ables, stratified propensity-score matching parti-

tions propensity scores into intervals (strata) and

then all units are compared within a single strata

(Caliendo and Kopeinig, 2008). Stratification is

also known as interval matching, blocking, and

subclassification.

Once the matching algorithm is implemented,

counterfactuals (estimated potential outcomes) are

obtained from the matches Mi for each unit i:

ŷi(k) =

{

yi if ti = k
1

|Mi|

∑

j∈Mi
yj if ti 6= k

(7)

7Lunceford and Davidian (2004) note there are two ver-
sions of IPTW, where both the weighted sum and the raw
count have been used for the n0 and n1 denominators.

which is plugged into the matching estimator,8

τ̂match =
1

n

n
∑

i

(

ŷi(1)− ŷi(0)

)

. (8)

Open problems: Ho et al. (2007) describe

matching as a method to reduce model dependence

because, unlike regression, it does not rely on a pa-

rameteric form. Yet, estimated causal effects may

still be sensitive to other matching method deci-

sions such as the number of bins in coarsened exact

matching, the number of controls to match with

each treatment in the matching algorithm, or the

choice of caliper. Are causal estimates made using

textual covariates particularly sensitive or robust to

such choices?

5.3 Regression adjustment

Regression adjustment fits a supervised model from

observed data about the expected conditional out-

comes

q(t, z) ≡ ❊(Y | T = t, Z = z) (9)

Then the learned conditional outcome, q̂, is used to

predict counterfactual outcomes for each observa-

tion under treatment and control regimes,

τ̂reg =
1

n

n
∑

i

(q̂(1, zi)− q̂(0, zi)) (10)

5.4 Doubly-robust methods

Unlike methods that model only treatment (IPTW)

or only outcome (regression adjustment), doubly

robust methods model both treatment and out-

come, and have the desirable property that if ei-

ther the treatment or outcome models are unbiased

then the effect estimate will be unbiased as well.

These methods often perform very well in practice

(Dorie et al., 2019). Adjusted inverse probability

of treatment weighting (A-IPTW) combines esti-

mated propensity scores (Eqn. 4) and conditional

outcomes (Eqn. 9), while the more general targeted

maximum likelihood estimator (TMLE) updates the

conditional outcome estimate with a regression on

the propensity weights (Eqn. 5) and q̂ (Van der

Laan and Rose, 2011).

5.5 Causal-driven representation learning

Several research efforts design representations of

text specifically for causal inference goals. These

8For alternative matching estimators see Abadie et al.
(2004). This estimator is techinally the sample average treat-
ment effect (SATE), not the population-level ATE, since we
have pruned treatment and control pairs that do not have
matches (Morgan and Winship, 2015).
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approaches still initialize their models with repre-

sentations of text described in Section 4, but then

the representations are updated with machine learn-

ing architectures that incorporate the observed treat-

ment assignment and other causal information. Jo-

hansson et al. (2016) design a network with a multi-

task objective that aims for low prediction error

for the conditional outcome estimates, q, and min-

imizes the discrepancy distance between q(1, zi)
and q(0, zi) in order achieve balance in the con-

founders. Roberts et al. (2020) combine structural

topic models (STM; Roberts et al. (2014)), propen-

sity scores, and matching. They use the observed

treatment assignment as the content covariate in

the STM, append an estimated propensity score to

the topic-proportion vector for each document, and

then perform coarsened exact matching on that vec-

tor. Veitch et al. (2019) fine-tune a pre-trained

BERT network with a multi-task loss objective

that estimates (a) the original masked language-

modeling objective of BERT, (b) propensity scores,

and (c) conditional outcomes for both treatment

and control. They use the predicted conditional

outcomes and propensity scores in regression ad-

justment and the TMLE formulas.

Open problems: These methods have yet to be

compared to one another on the same benchmark

evaluation datasets. Also, when are the causal ef-

fects sensitive to hyperparameter and network ar-

chitecture choices and what should researchers do

in these settings?

6 Human evaluation of intermediate

steps

Text data has the advantage of being interpretable—

matched pairs and some low-dimensional represen-

tations of text can be read by humans to evaluate

their quality. When possible, we suggest practi-

tioners use (1) interpretable balance metrics and/or

(2) human judgements of treatment propensity to

evaluate intermediate steps of the causal estimation

pipeline.

6.1 Interpretable balance metrics

For matching and propensity score methods, the

confounder balance should be assessed, since ide-

ally P (Z | T = 1) = P (Z | T = 0) in a matched

sample (Stuart, 2010). A standard numerical bal-

ance diagnostic is the standardized difference in

means (SDM),

SDM(j) =
1

n1

∑

i:ti=1
zij −

1

n0

∑

i:ti=0
zij

σt=1

j

where zij is a single confounder j for a single unit

i and σt=1

j is the standard deviation of zij for all i
such that ti = 1. SDM can also be used to evaluate

the propensity score, in which case there would

only be a single j (Rubin, 2001).

For causal text applications, Roberts et al. (2020)

and Sridhar and Getoor (2019) estimate the dif-

ference in means for each topic in a topic-model

representation of confounders and Sridhar et al.

(2018) estimate the difference in means across

structured covariates but not the text itself. As an

alternative to SDM, Roberts et al. (2020) use string

kernels to perform similarity checks. Others use

domain-specific, known structured confounders to

evaluate the balance between treatment and control

groups. For instance, De Choudhury and Kiciman

(2017) sample treatment-control pairs across all

propensity score strata and label the sampled text

based on known confounders (in their case, from a

previously-validated codebook of suicidal ideation

risk markers).

Open problems: For embeddings and causally-

driven representations, each dimension in the con-

founder vector z is not necessarily meaningful.

How can balance metrics be used in this setting?

6.2 Judgements of treatment propensity

When possible, one can also improve validation by

evaluating matched items (posts, sentences, docu-

ments etc.) to humans for evaluation. Humans can

either (a) use a scale (e.g., a 1-5 Likert scale) to rate

items individually on their propensity for treatment,

or (b) assess similarity of paired items after match-

ing. A simple first step is for analysts to do “in-

house” evaluation on a small sample (e.g., Roberts

et al. (2020)), but a larger-sample experiments on

crowd-working platforms can also increase the va-

lidity of these methods (e.g., Mozer et al. (2020)).

Open problems: How can these human judge-

ment experiments be improved and standardized?

Future work could draw from a rich history in

NLP of evaluating representations of topic models

and embeddings (Wallach et al., 2009; Bojanowski

et al., 2017; Schnabel et al., 2015) and evaluating

semantic similarity (Cer et al., 2017; Bojanowski

et al., 2017; Reimers and Gurevych, 2019).

7 Evaluation of causal methods

Because the true causal effects in real-world causal

inference are typically unknown, causal evalua-

tion is a difficult and open research question. As
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algorithmic complexity grows, the expected per-

formance of causal methods can be difficult to es-

timate theoretically (Jensen, 2019). Other causal

evaluations involve synthetic data. However, as

Gentzel et al. (2019) discuss, synthetic data has

no “unknown unknowns” and many researcher de-

grees of freedom, which limits their effectiveness.

Thus, we encourage researchers to evaluate with

constructed observational studies or semi-synthetic

datasets, although measuring latent confounders

from text increases the difficulty of creating realis-

tic datasets that can be used for empirical evalua-

tion of causal methods.

7.1 Constructed observational studies

Constructed observational studies collect data from

both randomized and non-randomized experiments

with similar participants and settings. Evaluations

of this kind include job training programs in eco-

nomics (LaLonde, 1986; Glynn and Kashin, 2013),

advertisement marketing campaigns (Gordon et al.,

2019), and education (Shadish et al., 2008). For

instance, Shadish et al. (2008) randomly assign

participants to a randomized treatment (math or vo-

cabulary training) and non-randomized treatment

(participants choose their own training). They com-

pare causal effect estimates from the randomized

study with observational estimates that condition

on confounders from participant surveys (e.g., sex,

age, marital status, like of mathematics, extrover-

sion, etc.).

Open problems: To extend constructed obser-

vational studies to text data, one could build upon

Shadish et al. (2008) and additionally (a) ask par-

ticipants to write free-form essays of their past

educational and childhood experiences and/or (b)

obtain participants’ public social media posts. Then

causal estimates that condition on these textual rep-

resentation of confounders could be compared to

both those with surveys and the randomized set-

tings. Alternatively, one could find observational

studies with both real covariates and text and (1)

randomize treatment conditional on the propensity

score model (constructed from the covariates but

not the text) and (2) estimate causal effect given

only text (not the covariates). Then any estimated

non-zero treatment effect is only bias.

7.2 Semi-synthetic datasets

Semi-synthetic datasets use real covariates and syn-

thetically generate treatment and outcome, as in

the 2016 Atlantic Causal Inference Competition

(Dorie et al., 2019). Several applications in this

review use real metadata or latent aspects of text to

simulate treatment and outcome: Johansson et al.

(2016) simulate treatment and outcome from two

centroids in topic model space from newswire text;

Veitch et al. (2019) use indicators of an article’s

“buzzy” keywords; Roberts et al. (2020) use “quan-

titative methodology” categories of articles that

were hand-coded by other researchers.

Open problems: Semi-synthetic datasets that

use real covariates of text seem to be a better

evaluation strategy than purely synthetic datasets.

However, with semi-synthetic datasets, researchers

could be inadvertently biased to choose metadata

that they know their method will recover. A promis-

ing future direction is a competition-style evalua-

tion like Dorie et al. (2019) in which one group

of researchers generates a causal dataset with text

as a confounder and other groups of researchers

evaluate their causal methods without access to the

data-generating process.

8 Discussion and Conclusion

Computational social science is an exciting, rapidly

expanding discipline. With greater availability of

text data, alongside improved natural language pro-

cessing models, there is enormous opportunity to

conduct new and more accurate causal observa-

tional studies by controlling for latent confounders

in text. While text data ought to be as useful for

measurement and inference as “traditional” low-

dimensional social-scientific variables, combining

NLP with causal inference methods requires tack-

ling major open research questions. Unlike pre-

dictive applications, causal applications have no

ground truth and so it is difficult distinguish mod-

eling errors and forking paths from the true causal

effects. In particular, we caution against using all

available text in causal adjustment methods with-

out any human validation or supervision, since one

cannot diagnose any potential errors. Solving these

open problems, along with the others presented in

this paper, would be a major advance for NLP as a

social science methodology.
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Gazpio, and Lucia Specia. 2017. SemEval-2017
task 1: Semantic textual similarity multilingual and
crosslingual focused evaluation. In Proceedings of
the 11th International Workshop on Semantic Evalu-
ation (SemEval-2017), Vancouver, Canada. Associa-
tion for Computational Linguistics.

Stevie Chancellor, Eric PS Baumer, and Munmun
De Choudhury. 2019. Who is the human in human-
centered machine learning: The case of predict-
ing mental health from social media. Proceed-
ings of the ACM on Human-Computer Interaction,
3(CSCW):147.

Alexander D’Amour, Peng Ding, Avi Feller, Lihua Lei,
and Jasjeet Sekhon. 2017. Overlap in observational
studies with high-dimensional covariates. arXiv
preprint arXiv:1711.02582.

Munmun De Choudhury and Emre Kiciman. 2017.
The language of social support in social media and
its effect on suicidal ideation risk. In Interna-
tional AAAI Conference on Web and Social Media
(ICWSM).

Munmun De Choudhury, Emre Kiciman, Mark Dredze,
Glen Coppersmith, and Mrinal Kumar. 2016. Dis-
covering shifts to suicidal ideation from mental
health content in social media. In Proceedings of
the 2016 CHI conference on human factors in com-
puting systems, pages 2098–2110. ACM.

Matthew J Denny and Arthur Spirling. 2018. Text pre-
processing for unsupervised learning: Why it mat-
ters, when it misleads, and what to do about it. Po-
litical Analysis, 26(2):168–189.



5342

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In North American Association of Compu-
tational Linguistics.

Vincent Dorie, Jennifer Hill, Uri Shalit, Marc Scott,
and Daniel Cervone. 2019. Automated versus do-
it-yourself methods for causal inference: Lessons
learned from a data analysis competition. Statistical
Science, 34(1):43–68.

Long Duong, Trevor Cohn, Steven Bird, and Paul Cook.
2015. Low resource dependency parsing: Cross-
lingual parameter sharing in a neural network parser.
In Association for Computational Linguistics.

Naoki Egami, Christian J Fong, Justin Grimmer, Mar-
garet E Roberts, and Brandon M Stewart. How to
make causal inferences using texts. Working paper.

Felix Elwert and Christopher Winship. 2014. Endoge-
nous selection bias: The problem of conditioning
on a collider variable. Annual Review of Sociology,
40:31–53.

Seyed Amin Mirlohi Falavarjani, Hawre Hosseini,
Zeinab Noorian, and Ebrahim Bagheri. 2017. Es-
timating the effect of exercising on users’ online be-
havior. In Eleventh International AAAI Conference
on Web and Social Media.

Christian Fong and Justin Grimmer. 2016. Discovery
of treatments from text corpora. In Proceedings of
the 54th Annual Meeting of the Association for Com-
putational Linguistics (Volume 1: Long Papers), vol-
ume 1, pages 1600–1609.

Wayne A Fuller. 1987. Measurement Error Models.
John Wiley & Sons.

Andrew Gelman and Eric Loken. 2013. The garden
of forking paths: Why multiple comparisons can
be a problem, even when there is no “fishing expe-
dition” or “p-hacking” and the research hypothesis
was posited ahead of time. Department of Statistics,
Columbia University.

Amanda Gentzel, Dan Garant, and David Jensen. 2019.
The case for evaluating causal models using inter-
ventional measures and empirical data. In Advances
in Neural Information Processing Systems.

Adam Glynn and Konstantin Kashin. 2013. Front-door
versus back-door adjustment with unmeasured con-
founding: Bias formulas for front-door and hybrid
adjustments. In 71st Annual Conference of the Mid-
west Political Science Association, volume 3.

Brett R Gordon, Florian Zettelmeyer, Neha Bhargava,
and Dan Chapsky. 2019. A comparison of ap-
proaches to advertising measurement: Evidence
from big field experiments at facebook. Marketing
Science, 38(2):193–225.

MA Hernán and JM Robins. 2020. Causal Inference:
What If. Boca Raton: Chapman Hall/CRC.

Daniel E Ho, Kosuke Imai, Gary King, and Elizabeth A
Stuart. 2007. Matching as nonparametric prepro-
cessing for reducing model dependence in paramet-
ric causal inference. Political Analysis, 15(3):199–
236.

Paul W Holland. 1986. Statistics and causal infer-
ence. Journal of the American statistical Associa-
tion, 81(396):945–960.

Stefano M Iacus, Gary King, and Giuseppe Porro. 2012.
Causal inference without balance checking: Coars-
ened exact matching. Political Analysis.

Guido W Imbens. 2000. The role of the propen-
sity score in estimating dose-response functions.
Biometrika, 87(3):706–710.

Guido W Imbens and Donald B Rubin. 2015. Causal
Inference in Statistics, Social, and Biomedical Sci-
ences. Cambridge University Press.

Mohit Iyyer, Varun Manjunatha, Jordan Boyd-Graber,
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