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The influence of temporal square-wave excitation on structural and mixing characteristics of an equidensity,
gaseous jet in crossflow (JICF) was explored in the present study. As in separate unforced and sinusoidally excited
JICF experiments, acetone planar laser-induced fluorescence imaging enabled this detailed quantification for the
JICF for mean jet-to-crossflow momentum flux ratios J ranging from J = 41 (with a convective unstable upstream
shear layer, or USL, in the absence of forcing) to J/ = 5 (with a globally unstable USL). Such square-wave excitation of
the jet fluid required adaptive feedforward control, not only to create more accurate temporal square waveforms but
to enable more accurate comparison among alternative forcing conditions. Square-wave excitation of the JICF
demonstrated a significant influence on the naturally globally unstable JICF, where specific nondimensional stroke
ratios within J-dependent ranges could produce deeply penetrating, periodic vortices with improved jet penetration
and spread. Enhanced jet penetration did not always correlate with better molecular mixing, however; there was a
stronger correlation of improved mixing at higher J values with creation of a more symmetric jet cross section via
square-wave excitation, especially one with a clear counter-rotating vortex pair structure.

Nomenclature

= local jet concentration at a pixel element
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J = jet-to-crossflow momentum flux ratio; p; U3 /pe, U,

L/D = stroke ratio

R = jet-to-crossflow velocity ratio; U;/U.,

Re; = jet Reynolds number; p;U;D/u;

S = jet-to-crossflow density ratio; p;/pe,

Sc; = jet Schmidt number; v;/D;_,

K = upstream shear-layer trajectory coordinate, m

Se = jet fluid concentration centerline trajectory in
question, m

S e unforced unforced jet fluid concentration centerline trajec-
tory, m

T = period, s

U. = center-plane-based unmixedness, %

Uj, Uy = mean jet and freestream crossflow velocities, m/s

Uy, = cross-section-based unmixedness, %

u; = temporally evolving jet velocity at center of jet exit

plane, m/s
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u; = jetvelocity at the center of the jet exit, averaged over
time 7, m/s

Uj s = root mean square of the jet velocity perturbation
relative to U;, m/s

downstream, spanwise, and axial coordinates

measured from jet orifice, m

2y = jet penetration, m

peak-to-peak velocity amplitude of square-wave

pulse at center of jet exit, m/s

T = temporal pulse width, s

X,z

I. Introduction

RANSVERSE jets or perpendicularly injected jets in crossflow

(JICFs) are relevant to a variety of aerospace propulsion and
energy generation systems [1,2], involving both airbreathing and
rocket applications. As indicated in Fig. 1, the flush injection of a
round jet with mean velocity U; into a crossflow with freestream
velocity U, generates a number of complex vortical structures that
contribute to specific structural and mixing features of the JICF [3-8].
These vortical structures include upstream shear layer (USL) vortices
[5,6,9,10], horseshoe vortices that form in the plane of the jet
injection wall [11], upright wake vortices that draw wall boundary-
layer fluid into the jet itself [4], and the well-known counter-rotating
vortex pair (CVP), which has long been understood to be the
dominant feature of the transverse jet’s cross section [3,5-7,12]. In
the figure, the trajectory of the transverse jet’s upstream shear layer
(USL) is parameterized by the coordinate s, whereas the trajectory of
the transverse jet’s concentration-based centerline is characterized by
the coordinate s, determined via a power-law fit [8]. Structural and
other features of the JICF have been characterized over the years
for a range of nondimensional parameters, including the jet-to-
crossflow density ratio S = p;/p,., velocity ratio R = U;/U,, and
momentum flux ratio J = p; U? /peoU% = SR?,in addition to the jet
Reynolds number Re; = p;U;D/u;, based on jet diameter D and jet
dynamic viscosity u;. The Schmidt number of the jet represents the

ratio of viscous to diffusion effects, Sc¢ =V / D 005 where D oo is
the binary mass diffusivity for the jet fluid into the crosstlow fluid.
Extensive recent experimental studies of the gaseous, nonreactive
JICF have focused on USL stability as well as jet structural
characteristics for a range of flow conditions in the absence of
external forcing [7,13—-15]. Additional studies quantity molecular
mixing characteristics [8] and strain/scalar dissipation rate fields
[16], again in the absence of any significant external jet excitation.
Early experiments on the gaseous JICF [13,14] document for the first
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Fig.1 Schematic of the JICF and relevant vortical structures. (x; y; z)
represent jet coordinates, s represents the USL trajectory coordinate,
and s, represents the jet concentration-based centerline coordinate.

time a transition in the jet’s upstream shear layer, from local
convective instability at higher values of J or R, with relatively weak
and broadband spectral peaks that evolve and grow spatially along the
USL, to absolute instability at lower J or R values, with strong, pure
tone spectral peaks that are rapidly initiated and dominate the
flowfield, as observed for global instability in other nonparallel flows
[17]. This USL transition is observed as the jet Reynolds number is
fixed while crossflow velocity is increased, so that J or R is reduced.
For example, for the equidensity (S = 1) flush nozzle-injected JICF
for Reynolds numbers 1900-3000, the transition from convectively
unstable to globally unstable behavior occurs near or below R, ~ 3.1
or J.. =~ 10 for a pure nitrogen jet injected into a crossflow of air
[13,14]. USL instabilities for the low-density jet in crossflow,
explored via hot-wire anemometry by Getsinger et al. [15] and
using jet mixtures of helium and nitrogen injected into air
(0.14 < S < 1.00), show that the transition in the USL occurs for
either a momentum flux ratio J < 10 or for density ratio S < 0.40.
These critical values are altered somewhat for the JICF with the
same jet and crossflow fluids but injected via an elevated nozzle
into crossflow [7,13]. For the flush nozzle-injected, equidensity
JICF, direct numerical simulations (DNS) by Iyer and Mahesh [18]
predict the same upstream shear-layer spectral characteristics, both
qualitatively and quantitatively, as in experimental studies using the
same nozzle shape and jet and crossflow conditions as in experiments
[13]. The correspondence applies to both convectively and globally
unstable USL conditions (at R = 4 and 2, respectively).

Laser diagnostics can be used for the quantitative study of JICF
structural and mixing characteristics. Acetone planar laser-induced
fluorescence (PLIF) imaging in both the center-plane (x—z plane at
y = 0) and cross-sectional planes (y—z planes at variable x values)
enable an understanding of differences in jet structure based on
different USL stability characteristics [7]; this study explores
2 < J <41, with additional data for various Reynolds numbers
(1000 < Re; < 6500). Among the more notable observations is the
rather strongly asymmetric mean jet cross section at J > 20 for the
flush nozzle, with a distorted and asymmetric CVP-like structure,
whereas for the absolutely or globally unstable JICF, strong USL
instabilities result in a symmetric mean cross-sectional CVP
structure. Follow-on studies Gevorkyan et al. [8] use acetone PLIF to
quantify mixing metrics for the equidensity and low-density
transverse jet, for both convectively and absolutely/globally unstable
USL conditions. Itis found that jets with a globally unstable upstream
shear layer and symmetric cross-sectional CVP tend to achieve
greater molecular mixing than do jets at larger J values with less
symmetric CVP structures and weaker convectively unstable
upstream shear-layer instabilities.

Typical molecular mixing metrics are based on mean as well as
instantaneous jet concentration images in both center-plane and
cross-sectional views of the JICF. The unmixedness [19], which is
also used in the present study as a mixing metric, expresses the
variance of the scalar concentration field relative to the mean
concentration value within an interrogation area (i.e., the second
moment of the scalar concentration). For the JICF, unmixedness in a
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cross-sectional interrogation area in the y—z plane with dimensions
L, X L, for example, is defined as follows:

1 (c/c,-C/C,)?
VoL // C/ca-cc,) M

where C/C,, represents the local instantaneous jet fluid concentration
within a pixel element at (y, z), scaled by the concentration of pure jet
fluid (C,) within the potential core, and C/C,, represents the spatially
averaged scaled concentration over the entire interrogation area
at a given time. A lower unmixedness corresponds to better local
molecular mixing in a flowfield, whereas larger values represent
poorer mixing. Methods for calculating unmixedness using Eq. (1) in
the present study are outlined later; more extensive details may be
found in prior papers [8].

Temporal excitation of the jet fluid, with either sinusoidal or square
waveforms, is known to alter the structural characteristics of the JICF,
in particular its degree of penetration into the crossflow and its spatial
spread, depending on flow and forcing conditions [20-26]. For
example, for the liquid jet in liquid crosstlow, Johari et al. [20] show
that, for the fully modulated JICF with square-wave excitation at
frequency f', arelatively small temporal pulse width 7 (or duty cycle
a = f;7) can increase jet penetration as well as improve mixing via
centerline decay enhancement. Other studies suggest significant
improvements in jet penetration with square-wave excitation via
periodically generated vortical structures [21], although sinusoidal
excitation is observed to have a greater effect on the JICF primarily
for higher velocity ratios [23]. In the presence of a chemical reaction
between jet and crossflow fluid, the visible “flame length” can
provide evidence of molecular mixing of species as a global metric
[20,21,25], where a shorter flame length suggests improved mixing
when viewed from the center plane (x—z plane).

Earlier University of California, Los Angeles (UCLA) based
experiments document the effects of both sinusoidal and square-wave
excitation of the JICF [22,24,26]. Smoke visualization enables
quantification of jet penetration and spread for a rather wide range of
velocity ratios (1.15 < R < 10), where smoke is seeded into the
nitrogen jet in a crossflow of air. Davitian et al. [26] observe that the
convectively unstable jet for R > 3.1 is strongly affected by even
low-amplitude sine-wave forcing, with an increase in both
penetration and spread during such excitation. But absolutely
unstable jets with R <3 are hardly affected at all by even high-
amplitude sinusoidal forcing. To have an impact on the absolutely
unstable JICF penetration and spread, Davitian et al. [26] determine
that axisymmetric square-wave excitation, with a prescribed
temporal pulse width 7 related to optimal vortex ring formation [27],
is best able to create periodic, deeply penetrating vortical structures
and thus to increase average jet penetration and spread. The ability to
create fairly precise temporal square-wave (or other non-sine-wave)
excitation for an absolutely unstable flow requires carefully tuned
feedforward and/or feedback control [22,24,26], as will be
discussed later.

Optimal vortex ring formation [27] is often expressed in terms of a
nondimensional stroke ratio L/D, which characterizes the short
temporal pulse during which fluid is introduced into a flowfield and
potentially forms a vortex ring. For the JICF, one can relate L/D to
the temporal pulse width 7 of square-wave excitation measured at the
jet exit. For example, Johari [25] relates L/D to 7 for a fully
modulated jet in which the time-varying local velocity at the jet exit
periodically reaches zero. In this case, the stroke ratio reduces to the

following relation:
L u;t
(5) *D @
FM

u;is the time- and area-averaged vertical velocity at the jet exit during
the pulse. For various R or J values, the critical stroke ratio L/D at
which distinct vortex rings form for transverse jet asymptotically is
often around 4, corresponding to the “universal time scale” for vortex
ring formation [27]. For the controlled JICF experiments in prior
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UCLA studies [22,24,26], however, partially modulated square
waveforms required a different approximation to the stroke ratio.
For example, Shapiro et al. [24] estimate the peak-to-peak velocity
amplitude of a square-wave pulse Au; as measured at the center of the
jet exit and then approximate the stroke ratio as

L Aujr
(5) PP D ©

to effectively account for only fluid pulsation in creating pulses of
vorticity. Nevertheless, optimal JICF vortex ring penetration and
spread are generally found to correspond to estimated stroke ratios of
order 4 [24,26], although in some lower-velocity ratio cases, optimal
penetration is seen to occur at stroke ratios that were smaller than 4.
A separate computational study of the partially modulated JICF with
prescribed square-wave forcing at the jet exit plane conducted by Sau
and Mahesh [28] indicates that the optimal stroke ratio L/D for
creation of deeply penetrating vortical structures is reduced as J
decreases, resulting from a structural transition from creation of
distinct successive vortex rings to a vortex ring with a trailing column
connected to subsequent structures. A relationship between stroke
ratio L/D and the velocity ratio associated with a vortex ring
distorted by the crossflow (studied in [29] and described in terms
of a ring velocity ratio ry,, = Au;/U) is used to quantify these
differences in vortex penetration.

The relevance of increased JICF penetration and spread arising
from various types of jet excitation [24,26] to actual improvements in
the molecular mixing of the jet with surrounding fluid has not been
studied to any significant degree. This is one of the goals of the
present study, which focuses on square-wave excitation of the jet for a
range of flow and excitation conditions. A separate study involving
sinusoidally excited JICF experiments [30] explores the effect of
such excitation on jet molecular mixing via the unmixedness
parameter described in Eq. (1), as well as using more traditional
metrics such as jet penetration and spread. One focus in this separate
study is on the effect of “lock in” of the upstream shear layer
to the external sinusoidal excitation frequency f. Earlier studies
demonstrate that the JICF can exhibit lock-in behavior [14,15],
typical of a self-excited dynamical oscillator or absolutely/globally
unstable flow [31], when f, is applied at either a moderate amplitude
close to the naturally occurring USL frequency f, or when very high-
amplitude forcing is applied at a frequency f, thatis further from f',.
In either instance, the excitation influences the shear layer’s spectral
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character, both under globally unstable USL conditions (i.e., low
J values) and for convectively unstable USL conditions (larger J
values), explored in detail in [30]. With sinusoidal excitation, these
studies demonstrate improved molecular mixing for the convectively
unstable JICF, especially when the USL is locked in to the forcing
frequency; this also causes the jet cross section to become more
symmetric. For a globally unstable JICF, only sinusoidal forcing
corresponding to clear lock-in conditions, close to the fundamental
shear-layer frequency and/or at very high amplitudes, affects jet
structure, with only moderate improvements in molecular mixing.

The impact of square-wave excitation of the jet in crossflow on
actual molecular mixing, beyond alterations in jet structure, is the
focus of the present experiments. These studies focus on the
equidensity (S = 1), flush nozzle-injected JICF studied via acetone
PLIF, imaged in both center-plane (x—z) and cross-sectional (y—z)
planes to examine the relationships among jet structure, penetration,
spread, and molecular mixing for various excitation conditions. To
study conditions in which the unforced transverse jet has both
convectively unstable and absolutely/globally unstable upstream
shear layers, we examine several alternative values of the momentum
flux ratio J (J = 41, 12, and 5) while fixing Re; = 1900.

II. Experimental Configuration
A. Jetin Crossflow Wind Tunnel and Experimental Diagnostics

A low-speed wind tunnel was used to explore axisymmetrically
forced JICF characteristics. A schematic of the wind tunnel and
associated diagnostics is shown in Fig. 2. Air (creating the crosswind)
entered the tunnel via a centrifugal blower (Baldor M3546-T) with
flexible ducting to minimize mechanical vibration, temperature, and
other effects on tunnel flow. The air then entered the test section
through a 9:1 area ratio contraction section with honeycomb and
screens [32], flowing in the positive x direction. The maximum
achievable crossflow velocity in the test section was approximately
7 m/s, with a maximum turbulence intensity less than 1.5% in the
freestream. A primary test section, fitted flush with the contraction
section, was 30 X 12 X 12 cm. A quartz window fitted onto the top of
the test section provided laser sheet access to the jet flowfield, while a
Plexiglas window was fitted into the side of the test section to enable
optical access in the center plane for the camera. A black panel with a
cutout could replace the side Plexiglas window for hot-wire
anemometry access to the jet. A second tunnel section, not shown in
Fig. 2, was followed by a wood cubic chamber (30 x 30 X 30 cm),
allowing optical access from the downstream end of the tunnel
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Fig.2 Variable-density transverse jet wind tunnel, with associated data acquisition and optical diagnostic apparatus. One additional tunnel section, of

identical dimensions, was situated downstream of the test section shown.
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through a 90 X 90 mm quartz window for cross-sectional imaging in
the y—z plane. The chamber exhausted the gases via a flexible tube
mounted on the top into the ventilation system of the lab.

The transverse jet injection system consisted of a nozzle with a
fifth-order polynomial shape (exit diameter D = 4.04 mm), with the
exit plane flush with respect to the tunnel floor and with the nozzle
mounted at a location 10 cm downstream of the end of the tunnel
contraction. The nozzle’s fifth-order polynomial shape created a top-
hat-like velocity profile at the exit plane in the absence of crossflow,
with a fairly thin jet boundary layer [13,16]. In the present studies, the
jet fluid was composed of a mixture of He, N,, and acetone vapor,
with the latter used for laser diagnostics. Mass flow controllers (Tylan
Model FC-260) were used to vary the He and N, mass flow rates; the
gases were mixed in a chamber downstream of the flow controllers to
passively remove nonuniformities, after which the mixture flowed
into a temperature-controlled acetone seeder. The seeded mixture
then entered four symmetrically center-oriented injectors beneath the
injection system. Altering the mole fractions of acetone, helium and
nitrogen enabled one to match the densities of jet fluid and crossflow
(or for low-density JICF experiments, to achieve the desired density
ratio S). The absolute viscosity of the jet mixture (x;) was determined
from the mole fractions of constituent gases, including acetone, via
the Reichenberg method [33]. In the present studies, the mole
fractions of acetone, He, and N, in the jet fluid were 0.218, 0.234, and
0.548, respectively [30].

As noted previously, the jet Reynolds number and the density ratio
were kept constant in the present experiments at Re; = 1900 and
S = 1, respectively, whereas the momentum flux ratio J was varied
independently by altering the crossflow velocity U,,. Crossflow
conditions corresponded to a laminar wall boundary layer consistent
with the Blasius profile, as documented in Getsinger et al. [7]; the
crossflow boundary-layer thickness was at most 25% of the jet
diameter [13]. In the present studies, jet-to-crossflow momentum flux
ratios included those producing a convectively unstable USL in the
absence of forcing (J/ = 41 and 12) and one producing a naturally
globally unstable USL (J = 5).

Axisymmetric excitation for the JICF was applied from the bottom
of the injection system, below a pipe connected to the nozzle, using an
acoustic loudspeaker (RadioShack 40-1022B, 4 in. woofer) as shown
in Fig. 2. The speaker was enclosed by a Plexiglas plenum housing
attached to the bottom of the injection system. For sinusoidal
excitation of the jet fluid, used for comparison with the present
square-wave forcing studies, the temporal waveform was created by a
function generator (BK Precision Model 4078) at a desired forcing
frequency f; and amplitude quantified via hot-wire measurement at
the center of the exit plane of the jet. The initial signal was delivered
to an amplifier (Adcom GFA-7300) with a constant gain of 30 for all
excitation conditions; the amplified signal drove the loudspeaker to
create the desired temporal jet waveform. To produce square-wave
excitation of the jet fluid, a dSPACE 1104 DSP data acquisition
(DAQ) board was used to generate superposition of 10 sinusoidal
signals with the desired forcing frequency f; and higher harmonics,
up to 10f, to create a square wave with the desired amplitude.
Details on the adaptive feedforward control system required to create
square-wave excitation are provided in Sec. I1.B.

Constant-temperature anemometry (CTA) was used for these
acetone-seeded JICF experiments, with and without external forcing,
using a single-component, boundary-layer-type hot-wire probe
(Dantec 55P15). The data taken by the hot wire were delivered first to
a290C10 CTA module in a Dantec StreamLine 90N10 frame and then
to an ac/dc signal splitter with signal conditioning developed by
Hendrickson [34]. The conditioned ac and dc signals were combined
and analyzed by the DAQ board using ControlDesk software within
Matlab’s Simulink program at a sampling frequency of 20 kHz. The
maximum forcing frequency (6000 Hz) resulted from the nonuniform
frequency response of the actuation system, consisting of the
amplifier, loudspeaker, hot wire, signal conditioner, and DAQ board.
The uncertainties in the hot-wire measurements were largest at very
low velocities; the largest uncertainties were of the order 1% for a
velocity of 1 m/s, as documented in earlier studies [7].

The temporally varying jet velocity u; was quantified via hot-wire
anemometry at a location 0.2 jet diameters above the center of the jet
exit plane. The rms of the jet velocity perturbation u} ., relative to
the mean jet velocity U}, was used to quantify the amplitude of jet

excitation and was defined as follows:

, 1 [u+T 5
Wi = |7 / (uy - U, dr 4)
1

where T'=1/f is the period of excitation. In the present studies,
Ujme Was matched among different forcing conditions and
waveforms, effectively matching the net periodic impulse introduced
to the jet via excitation. The rms values explored here were in
the range 1.0 <}, < 2.0 m/s for each waveform identified, as
compared with a mean jet velocity of U; ~ 6.5 m/s. For square-wave
excitation, matching u ;.rms values required application of an adaptive
feedforward controller, not only to create more accurate square
waveforms but to enable accurate quantification of velocity-relevant
parameters, as will be described in Sec. II.B. Square-wave forcing
studies focused on f, = 100 Hz, with a range of duty cycles or
temporal pulse widths, to achieve the large number of higher
harmonics required for a Fourier series to create a reasonable square
waveform.

Acetone seeded in the jet fluid was used for planar laser-induced
fluorescence (PLIF) imaging of the flowfield, enabling quantification
of jet structural and mixing characteristics. Thus, to be able to
quantify and match values of u; .. for jet mixtures containing
acetone, helium, and nitrogen, calibration of the hot wire operating in
such mixtures was required. The present studies used a known
velocity profile for a fully developed, flush pipe-injected jet in
quiescent surroundings (as used in separate JICF experiments [8])
and applied this to calibrate the hot wire for a range of jet Reynolds
numbers, 300 < Re; < 2300 [30]. u; ,, in the flush nozzle-injected
JICF experiments was measured at a location 0.2 jet diameters above
the center of the jet exit plane, corresponding to the potential core
region of the jet for all flow conditions in this study, where there was
little variation in local mole fraction of acetone. Hence, only a single
calibration curve at this single mole fraction of acetone (y = 0.218)
was sufficient to properly measure u; ..

As noted previously, PLIF imaging of acetone vapor seeded in the
jet was used to study jet structural and mixing characteristics, as done
in prior nonforced JICF experiments [7,8,16] and in sinusoidally
excited jet experiments [30]. Acetone is extensively used as a
molecular tracer for PLIF [35-38], and the optical setup for
these nonintrusive diagnostics is shown in Fig. 2. A dual-cavity
Q-switched Nd:YAG laser (Litron Nano L PIV) was employed in
these experiments with second and fourth harmonic generators. This
enabled creation of concentric beams in the visible (at 532 nm, for
separate particle image velocimetry experiments [7,16]) and
ultraviolet (at 266 nm, for the present PLIF experiments). Each
cavity was able to produce an 8 ns full width at half maximum pulse
with 30 mJ output at 266 nm at the maximum repetition rate of 15 Hz,
although the actual repetition rate used was 7.5 Hz. There was no
phase locking of the imaging to the external excitation; hence, forcing
frequency f; had to be selected so as not to be divisible by the
recording rate to avoid capturing images only at a single phase.
The recording rate was confirmed not to affect JICF mixing
characteristics when averaging data over 500 image realizations [30],
which is what was used in these studies to achieve statistical
convergence of image data.

In the present experiments, the light emitted by the laser passed
through two 266 nm dichroic mirrors and a 3-mm-thick uncoated
UV-grade fused silica window, two spherical lenses to enable
focusing at a desired location, a turning mirror for a 90 deg viewing
direction, an f = —10 mm cylindrical lens, and through the quartz
window at the top of the test section, forming a divergent sheet
oriented at the desired orientation within the test section. The dichroic
mirrors diminished the green light energy and transmitted the 266 nm
UV beam for acetone PLIF, and the UV fused silica window after the
dichroic mirrors reflected approximately 7% of the 266 nm beam
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energy to enable measurement of a portion of the laser energy using
a pyroelectric energy detector. The monitored laser energy was
eventually applied in PLIF image processing, in particular for
background subtraction and laser absorption correction, as a scaling
factor. To introduce the appropriate proportions of acetone and other
gases into the jet fluid, two acetone seeder chambers were placed
upstream of the nozzle injection system. The second acetone seeder’s
chamber pressure and temperature were continuously monitored
via a pressure transducer (Omega PX409-015G5V) and a type T
thermocouple to attain the appropriate vapor conditions.

For both center-plane and cross-sectional PLIF imaging, a 14-bit
charge-coupled device camera (LaVision Imager proX) with 1600 X
1200 pixel resolution recorded the acetone-seeded JICF fluores-
cence intensity. Calibration of the camera was performed with
a two-plane calibration plate (LaVision Type 7), after which image
coordinates could be transformed into the laboratory reference
frame. Further image processing involved bias noise correction, flat-
field correction, background subtraction, laser energy absorption
correction, and two-pass image filtering. For center-plane images, the
normalization of concentration values was performed using a mean
concentration value in the potential core region of the jet for each
instantaneous image. For calibration of concentration values in cross-
sectional images, a normalized mean center-plane image was used,
and average concentration data within a thin slice (7 pixels wide) at
the specific x location allowed calibration of concentration data in the
cross-sectional image at the same x location. The 266 nm laser sheet
thickness, based on the 1/e? criterion, was measured by the scanning
knife-edge technique [39.,40] to be approximately 400-900 ym
within the optical field of view. The in-plane pixel size of center-plane
PLIFimages was 80 ym per pixel, whereas the pixel size ranged from
60 to 90 pm for cross-sectional PLIF images, depending on the x/D
location. For the present diffusion-limited flowfield, a conservative
estimate of the smallest required resolution is related to the strain-
limited diffusion scale (1), which is estimated to be 350 ym in the
present study [16,38]. Hence, according to the Nyquist criterion, the
required spatial resolution for PLIF imaging (175 um) is easily met
by both the in-plane and the cross-sectional spatial resolution. This
gives greater confidence that the current optical configuration is
able to characterize and quantify JICF molecular mixing. Further
details on the optical diagnostics are provided in prior publications
[8,16,30,41].

B. Square-Wave Excitation via Adaptive Feedforward Control

Among the main challenges in exploring the effects of square-
wave forcing on the JICF was the creation of the square temporal
waveform itself, typically measured at the jet exit plane. An
inherently imperfect, nonflat frequency response of the actuation
system (consisting of the amplifier, loudspeaker, flush nozzle, hot
wire, signal conditioning), as well as nonlinear interactions among all
subharmonic and harmonic disturbances, introduced challenges in
creating a precise temporal square waveform at the jet exit [22,24,30].
In contrast, sinusoidal jet excitation can be reasonably achieved at the
desired forcing frequency f and amplitude of excitation u; . by
altering the gain settings in the actuation system. In both sinusoidal
and square-wave forcing cases, the input to be manipulated was the
amplifier input signal, and the output to be adjusted was the jet
velocity as measured by the hot wire. Our group at UCLA developed
several strategies for achieving temporal square-wave excitation.
Early work employed a feedforward filter based on the causal
inversion of a broadband model of the actuation system [22,24]. This
approach was successful in creating well-defined pulses, but control
over the inter-pulse behavior was challenging. Because periodic jet
velocities were desired, though, a simpler approach was used in [26],
whereby a truncated Fourier series of the desired periodic jet velocity
was approximated by adjusting the magnitude and phase of the
actuator input sinusoids specified at the same frequencies as
truncated jet waveform. The magnitude and phase of the input
sinusoids, however, were determined from the empirical frequency
response of the jet actuation like the earlier publications, and because
the empirical frequency response is based on estimating the “best”

linear model in a least-squares sense, its application in determining
the input sinusoids inevitably produced a jet velocity waveform that
deviated from the desired waveform despite providing the sharp
transitions in the pulses.

The next step in the evolution of the jet velocity shaping was to
build a map, discussed in greater detail later for the present research,
that links all input and output harmonics in the partial Fourier series
representations of the periodic amplifier input and jet velocity. This
approach has the advantage of explicitly estimating the effect of
changes in a given input sinusoid on the corresponding output
sinusoid and its neighboring harmonics. Thus, the nonlinearities
present in the system are captured about the local operating point. The
results in [42,43] showed how these maps can be identified and then
used to produce a control law to adjust the input harmonics such that
the output harmonics converge to the desired jet velocity waveform.
The control was shown to be robust in the sense that the identified
maps were determined about operating points that are not the desired
operating point, yet the controller was able to drive the jet velocity to
the desired waveform. Although this method proved quite effective
for creating many jet velocity waveforms, its potential disadvantage
was the amount of real-time computation required to implement the
controller in addition to the complex controller design process itself.

The present study is based on these ideas but is less demanding in
its real-time computational requirements and does not explicitly
require the design of a controller. To create a temporal square
waveform with a desired forcing frequency f (or period 7= 1/f),
temporal pulse width 7 (or duty cycle @ = 7/T), and amplitude u; ...,
the amplifier input is a superposition of 10 sinusoidal components of
a Fourier series (from f, up to 10f;). For these experiments,
S = 100 Hz, with higher harmonics up to 1000 Hz, beyond which
the actuation system frequency response naturally began to roll off.
Because the ability to control the jet velocity above 1000 Hz is
diminished, this range covers the available bandwidth of the
actuation system. The forcing frequency f; was chosen to enable a
clearer contrast with sine-wave forcing at the same forcing frequency,
which may or may not have achieved lock-in, depending on forcing
amplitude [30]. Note that the presence of acetone alters the
fundamental frequency of the instability via small changes in the jet
fluid viscosity [30]; therefore, this behavior must be included in
characterization of the actuation system for each of the J values
examined.

A description of the process for determining the amplitudes and
phases of the 10 sinusoidal input components is now given. Itis easier
to work with amplitudes of the cos(kf ;) and sin(kf st) functions at
frequency kf,, k = 1,2, ..., 10, instead of the amplitude and phase
of a single sinusoidal term; thus, the input signal is quantified by
a 20-element real-valued vector denoted a (i.e., a € R?"). Similarly,
a 20-element vector denoted d € R?° also represents the periodic jet
velocity corresponding to the input defined by a. The underlying
assumption in the present work as well as [42,43] is that d is related to
a by a continuously differentiable function F. For a linear time-
invariant system, F is well-defined and can be determined from the
system’s frequency response function; however, there is currently no
formal proof of the existence of such a function for the nonlinear
system representing the jet-in-crossflow. The main justification for F
is due to the fact that conceptual framework it provides works well in
practice for guiding the adjustment of the amplifier input to drive the
jet velocity to the desired waveform. For a nominal periodic input a,
with corresponding jet velocity dj [i.e., dy = F(a,)], deviations in a
neighborhood of this operating point can be approximated as
dy+ 6, ~F(ay) + K(ay)s,, where 5, and &, represent the
deviations in the periodic input and output, respectively, and K (a,) €
R20%20 j5 the Jacobian of F. In practice, F is not explicit identified;
however, K(ay) is determined from experiments in which the
elements of a are sequentially perturbed and the corresponding jet
velocity perturbations 6, are measured. Although this appears time
consuming, the identification process can be automated and the
Fourier coefficients can be simply determined from the discrete
Fourier transform of the jet velocity measurements.

An initial operating point is required and is determined by using
the desired jet velocity components, represented by d, and the
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Fig. 3 Typical frequency response of the actuation system from 100 to 1000 Hz, with data for the acetone-seeded JICF with J = 5. Shown are:

a) magnitude, and b) phase.

“frequency response” of the system. The target jet velocity in these
experiments is periodic rectangular pulse with fundamental
frequency f, and duty cycle a, with the rms of the jet’s vertical
velocity perturbation given by u} s The frequency response is
determined simply correlating the jet velocity measurement with a
sinusoidal input at frequency kf, fork = 1,2, ..., 10. For example,
the case when J =5 is shown in Fig. 3. This relationship is
approximate because it ignores super- and subharmonics in the jet
velocity associated with the input frequency kf ;. Nevertheless, it is
useful for determining a suitable initial input @, by treating the
system as linear; a, is computed so that the input sinusoids, when
modified by the frequency response, produce the output sinusoids
with amplitudes given by d. With the input so determined, the
corresponding periodic jet velocity is given by d,, and in general
dy # d; thus, some adjustment of the input is required. The Jacobian
K(a,) is estimated, and the input perturbation §, is determined from

d - dy = K(a,)5,

Depending on the norm of §, relative to the norm of a, a smaller
“step” may be taken and then K evaluated at the new operating point.
This process is iterated until convergence is achieved, typically
requiring 13 iterations for the hot-wire output signal to be deemed
close enough to the desired waveform. Further details on the nature of
the perturbation matrix and the iterative process used to improve the
waveform may be found in Shoji [30].

A sample comparison of temporal hot-wire output signals with and
without control, as compared with the ideal waveform, is shown in
Fig. 4 for J = 5 at two different duty cycles, where the signal shown
represents the temporal mean-subtracted vertical jet velocity u; —U;
just above the jet exit. To accomplish matchlng of uj,., when
performing the acetone PLIF experiments, u J.rms Was precisely set to
be the desired value just before PLIF imaging by adjusting a gain
imposed on all input frequency components; this gain ranged from
0.9 to 1.1. This narrow range of gain, being close to unity, did not
appreciably alter the jet waveforms. At this point, the input
coefficients were frozen and the hot wire removed from the crossflow

|

1
0 0.01 0.02 0.03
a) Time (s)

so that the imaging experiments could be performed. In Fig. 4, the
temporal jet velocity distributions based on the frequency response
model were distorted compared to the desired jet velocity waveform,
whereas with iterative adjustment of the input, there was a clean
square-wave-like response of the jet for both forcing cases shown,
with the ability to achieve the desired sharp temporal upsweep
required for periodic vorticity generation as achieved in earlier
feedforward control experiments [22,24,26], but with far greater
efficiency and control authority. Further details on the adaptive
feedback control may be found in separate studies [42,43].

III. Results

For sinusoidal excitation of the JICF [30], the control parameters
available to alter transverse jet penetration, spread, and mixing
consisted of the frequency f, and amplitude (via u],, ) of jet
axisymmetric excitation. For square-wave forcing, in addition to
frequency and amplitude, time scales in the excitation associated with
the temporal pulse width 7 or duty cycle @ may also be varied to alter
temporal vorticity generation and jet mixing characteristics. The
stroke ratio L /D is typically used to characterize a nondimensional
temporal pulse width, as noted previously. The L /D expression for a
fully modulated JICF in Eq. (2) does not capture the net introduction
of pulsed fluid into the flowfield, despite the fact that it would include
mean jet fluid contributing to the total jet impulse, as discussed and
used in Davitian et al. [26]. The relation for the stroke ratio associated
with the approximate net pulse of fluid in Eq. (3), using the peak-to-
peak velocity amplitude, works reasonably well in estimating the
stroke ratio [24,28], but a more accurate method accounting for the
integration of the net velocity pulse over an actual pulse width is
possible via measurements of u;.

The peak-to-peak velocity amplitude of a temporal square
pulse Au; as measured at the center of the jet exit can be evaluated
between a local minimum point before the upsweep of the square
pulse (i, 1) and the first local maximum point within the same
square pulse (Upqy 1), producing Au; = tpay | — Upin - Buttoreflect
the imperfect nature of the square wave, especially when low-level
ringing takes place before the pulse, as observed in Fig. 4, an “actual”

uj —Uj (m/s)

|

1
0 0.01 0.02 0.03
b) Time (s)

Fig.4 Vertical velocity evolution measured at (x, y, z = 0, 0, 0.2D) inresponse to excitationat f = 100 Hz, with matchedu | ms = 1.7m /s and input
duty cycles a) ;, = 20% and b) 50 %. Shown are the ideal square wave (dashed line), jet response w1thout control (blue line) and jet response with control

(red line).
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velocity pulse is often defined via the “5% criterion” proposed by
Johari et al. [20]. Here, 5% of Au; is added to the local minimum
point u,;,; to define a so-called “5% point” in the temporal
waveform, usq,. The actual (or “output”) temporal pulse width 7, is
based on this quantity and is also different from the prescribed or
input pulse width to the function generator, in that 7, is defined as
the time period between the 5% points on each side of the square
pulse. Hence, both 7, and us4, may be applied when one integrates
the effective velocity over time to produce the stroke ratio used in the
present studies:

L 1 [Tou
(5) =D A (uj — usq) dt ©)

In the present evaluation of stroke ratio, L /D was calculated for
each square pulse over the entire set of temporal data sets for each
condition, and then a mean stroke ratio was obtained by averaging at
least 10 temporal cycles of square-wave forcing. For the alternative
momentum flux ratios J explored here, a range of L/D values were
studied, based on variable input duty cycles, forcing frequencies, and
amplitudes. Stroke ratios extracted from Eq. (5) ranged from approxi-
mately 1.3 to 6.3, inclusive of the range of values explored previously
[26] and which are relevant to optimal vortex ring formation [27].
Further details on comparing methods for determining stroke ratio
may be found in Shoji [30]. Although the controlled and uncontrolled
square waveforms differed from one another (e.g., as shown for
J = 5inFig. 4), if one matches stroke ratio based on output temporal
pulse width, the differences in the actual jet behavior were not
significantly different, as discussed in Shoji [30], although the
cleaner square waveform enabled more accurate control of these
time scales.

A. Jetin Crossflow Structural Characteristics

The effects of square-wave excitation on JICF structural
characteristics were explored for J = 41, 20, 10, and 5, the latter of
which corresponded to an absolutely unstable USL when the jet was
seeded with acetone [30]. Although many different square-wave
excitation conditions were examined in this study, with excitation
amplitudes intherange 1.0 < u; ..o < 3.0 m/s[30], only afew of the

,rms

most significant results will be documented here. These results focus

on a matched value of the rms of the jet’s vertical velocity
4
Jj.rms

perturbation u = 1.7 m/s, constituting approximately 26% of
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the mean jet velocity U; at the exit plane, the same velocity
perturbation explored in Davitian et al. [26]. A range of stroke
ratios was examined with a fixed forcing frequency f; = 100 Hz, as
noted in Sec. II.B. As done for the sinusoidal excitation studies,
instantaneous center-plane and mean cross-sectional acetone PLIF
imaging was used to study jet structure and mixing properties.
The effects of square-wave excitation at various L/D values were
compared with one another and compared to sinusoidal excitation at
the same frequency and value of u j{‘rms; note that, for sine wave
excitation at 100 Hz, for all flow conditions, the USL was only
marginally locked in, and the forcing was quite far from the natural
frequency ranges f, for the different J values, as documented in Shoji
[30]. Asnoted previously, this lower forcing frequency enabled direct
comparison with sinusoidal excitation at 100 Hz and a relatively large
number of sinusoidal Fourier components to be used in creating
the square wave. Separate studies of the effects of sinusoidal jet
excitation and lock-in involved a JICF with a long PVC pipe
connecting the nozzle and loudspeaker system [30] to eliminate swirl
or other potential sources of jet asymmetry. The presence of this pipe
did not alter the basic instability and structural characteristics of the
JICF without forcing or with sine wave excitation. The pipe was
removed for the present square-wave excitation experiments to
enable the adaptive feedforward control to produce more accurate
waveforms without internal resonance effects.

For the equidensity JICF with J = 41, where the USL was
relatively weakly convectively unstable in the absence of excitation
[7], square-wave forcing had the effect of increasing the jet spread
and penetration over the unforced condition. In most cases, the degree
of jet spread with square-wave forcing exceeded that with sinusoidal
forcing, as shown via sample center-plane images in Figs. 5a-5d.
But in some cases, there was relatively little alteration in the spread
with square-wave forcing, and in none of the conditions explored
(1.29 < L/D < 6.32, per Shoji [30]) were there distinct, periodic
vortex rings formed in the center-plane jet structure. These
observations were consistent with those by Davitian et al. [26] for
relatively large J values. Interestingly, the mean cross-sectional
images were generally made more symmetric with either square- or
sine-wave forcing at this amplitude, as shown in Figs. 5e-5h,
suggesting that mixing could be affected by such forcing, as will be
discussed in Sec. III.B. Although mean cross-sectional images are
shown here and in subsequent figures at only one downstream
location (x/D = 10.5), as shown in Getsinger et al. [7] and
Gevorkyan et al. [8], the cross-sectional shape was either asymmetric
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Fig.5 a-d)Instantaneous center-plane images and e-h) corresponding mean cross-sectional images at x /D = 10.5 for the JICF at J = 41, for unforced

and forced jet conditions.
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or symmetric from the very beginning of the jet, and it evolves
without altering its general orientation as one moves downstream.
As the momentum flux ratio was reduced by increasing U,
square-wave forcing became capable of creating periodically
generated, more deeply penetrating vortex ring structures, as
observed via smoke visualization in earlier studies [22,24,26].
Figure 6 shows instantaneous center-plane and mean cross-sectional
far-field PLIF images for J = 20 under square-wave and sine-wave
forcing, with matching values of u .. = 1.7 m/s, contrasted with
unforced jet behavior. Interestingly, the unforced JICF cross section’s
asymmetry for J = 20 (Fig. 6e) was opposite in its apparent
orientation from that for J =41 (Fig. 5e). This observation is
previously documented to be a highly repeatable trend [7] for these
two naturally convectively unstable shear-layer conditions. Based on
linear stability analysis relevant to the JICF in this regime [44], these
differences are likely the result of differences in naturally occurring
helical growth rates in the jet’s shear layer. Unlike the J = 41 case
with square-wave excitation, deeply penetrating puftlike vortical
flow structures started to be more clearly observed in Fig. 6,
depending on stroke ratios L/D. An asterisk is indicated for stroke
ratios L/D in Fig. 6 when periodic vortical structures were visually
determined to be produced (e.g., L/D = 2.81* in Fig. 6¢). In many
cases (with additional ones shown in Shoji [30]), the vortical
structures penetrate upstream, rather than vertically, in the lab
reference frame. As L/D was systematically increased within the
range 1.39 to 6.24 for a fixed u; ., = 1.7 m/s, there were specific
instances in which particularly deeply penetrating puffs of fluid were
produced (as shown in Shoji [30], corresponding to L/D = 1.39,
2.81,3.15,3.51,3.82, and 4.20). But there were other cases for which
these distinct vortical structures were not observed (L/D = 1.91,
2.15,2.52, and 6.24). In general the range of stroke ratios producing
maximal or “optimal” vortex penetration tended to be slightly lower
here than the universal time scale for vortex ring formation, L /D ~ 4
[27]. But the present observations were generally consistent with
conditions for maximum jet penetration observed for the transverse
jet by Shapiro et al. [24] (L/D =~ 1.7-2.0 and 3.2-4.2) and Davitian
et al. [26] (L/D =~ 3.1-3.7), despite the fact that the definition of
stroke ratio is slightly different for these earlier studies. At larger
stroke ratios associated with duty cycles approaching and exceeding
50% (e.g., for L/D = 6.24), center-plane flow structures differed
little from those associated with sinusoidal excitation at the same
value of u ... Despite the differences in instantaneous center-plane
structure for different stroke ratios, the jets without deeply
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penetrating vortical structures altered the mean jet cross section just
as significantly, though in different ways, as cases with deeply
penetrating center-plane structures (e.g., Figs. 6f—6h).

As crosstlow velocity increased further, reducing momentum flux
ratio J to values approaching globally unstable USL conditions in the
absence of forcing [7], square-wave excitation, especially at smaller
stroke ratios, was able to create more deeply penetrating, periodic
vortex rings. This trend is shown for the JICF at J = 10 in Fig. 7.
The lowest stroke ratio (L/D = 1.33 in Fig. 7b) produced the
most deeply penetrating vortical structures in the center plane.
Remarkably, square-wave excitation for higher values of L/D
approaching 4 (for example, L/D = 3.41) did not always produce
such strong vortical structures and, in some cases, had a lesser
degree of vortex penetration than did the JICF excited by sine-wave
forcing (Fig. 7d). Mean cross-sectional structures similarly showed
somewhat unexpected results; square-wave forcing conditions
producing deeply penetrating vortical structures in the center plane in
some cases produced relatively asymmetric cross sections (e.g.,
Fig. 7f) but, as expected, with evidence of a vertical trail of fluid
associated with the vortex pulse. Larger stroke ratios producing lesser
overall jet penetration were often associated with more symmetric
cross-sectional structures (e.g., Fig. 7g). Overall, it appeared that the
J = 10 JICF was somewhat less affected by or responsive to external
forcing at u;,, = 1.7 m/s than the J =20 case, most likely
because of the strengthening natural instability in the upstream
shear layer.

When the unforced JICF was produced with a low enough value of
J =5 to create a globally unstable upstream shear layer, strong
square-wave forcing at lower stroke ratios, similar to cases for
J = 10, was required to impact periodic vortex penetration. This is
shown in Fig. 8. As for J = 10, conditions producing deeply
penetrating vortical structures for J = 5 (for example, L /D = 1.38
and 2.10 in Figs. 8b and 8c) produced cross-sectional structures
for which there was a remnant of the vertical vortex ring pulse
(Figs. 8f—8g). Otherwise, as expected, the mean cross-sectional
structures were relatively symmetric and CVP-like, consistent with
existence and perturbation of an absolutely unstable shear layer.

B. Jet in Crossflow Mixing Characteristics

As in the case of the unforced JICF Gevorkyan et al. [8], mixing
metrics used for the jet excited by axisymmetric square-wave forcing
included quantities based on mean scalar field data and statistics
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Fig.6 a-d) Instantaneous center-plane images and e-h) corresponding mean cross-sectional images at x /D = 10.5 for the JICF at J = 20, for unforced
and forced jet conditions. The stroke ratio with an asterisk corresponds to deeply penetrating vortical flow structures.
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Fig.7 a-d) Instantaneous center-plane images and e-h) corresponding mean cross-sectional images at x /D = 10.5 for the JICF at J = 10, for unforced
and forced jet conditions. The stroke ratio with an asterisk corresponds to deeply penetrating vortical flow structures.
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Fig.8 a-d) Instantaneous center-plane images and e-h) corresponding mean cross-sectional images at x/D = 10.5 for the JICF at J = 5, for unforced
and forced jet conditions. The stroke ratio with an asterisk corresponds to deeply penetrating vortical flow structures.

associated with instantaneous data. Mean mixing metrics specifically
documented here include 1) jet penetration z,, (the z location of the
top of the mean jet concentration as a function of downstream
distance x), and 2) jet spread §,, normal to each (forced) jet centerline
trajectory in question. The jet centerline trajectory s. was defined as
that corresponding to the loci of maximum concentration in the mean
images. Because external forcing for some forcing conditions yielded
jet bifurcations, making jet trajectory determination more difficult
to quantify, one could alternatively evaluate the jet spread and
maximum concentration decay along the unforced jet centerline
trajectory, for comparison. Scaling mixing metrics with respect to the
unforced trajectory generally [30] showed the same trends as for
scaling with the forced condition-specific mean jet trajectory s,. For
all mean mixing metrics, a threshold for the pixel intensity used to

define the jet boundary was required; per the analysis in Gevorkyan
[41] and Shoji [30], a minimum threshold value based on 1% of the
maximum concentration in the mean center-plane images (C/C,)
was employed. In most cases, the maximum concentration C,
corresponded to the concentration value inside the potential core
region of the JICF, approximately unity. Additional mean metrics
(e.g., the maximum mean concentration decay C,,/C,), evaluated
along the jet centerline trajectory, are documented in Shoji [30].
Molecular mixing in the forced JICF was quantified using the
unmixedness parameter U, defined in Eq. (1), where a lower
unmixedness corresponds to better local molecular mixing in a
flowfield. We evaluated unmixedness here using both center-plane-
based (x—z) and cross-section-based (y—z) laser sheet imaging. The
center-plane-based unmixedness could be evaluated as a function of
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alternative coordinates (x or s.), and in the vertical and jet-normal
directions, U, ,, and U, g, respectively, whereas the cross-section-
based unmixedness U,, was determined as a function of scaled
downstream location x/D. As with the mean mixing metrics, results
for unmixedness in the vertical (z) and forced jet-normal (s,.)
orientations will be shown here. The center-plane-based unmixed-
ness was quantified inside an interrogation area with a fixed seven-
pixel width (in either x or s, directions) at a given location in each
instantaneous image. Although the width of this interrogation
area was fixed, the length was varied so as to match the mean
concentration within the area, C/C, in Eq. (1), at all locations along
the jet and for a range of flow and forcing conditions. This matching
of mean concentrations in all interrogation areas and under all flow
conditions enabled consistency in comparisons of instantaneous
mixing metrics, as discussed in detail in Gevorkyan et al. [8]. In
the cross-sectional view, the cross-section-based unmixedness was
quantified at three different downstream locations x/D = 2.5, 5.5,
and 10.5. The quantification of unmixedness was performed
at all locations and in all instantaneous images using Eq. (1), and
then mean unmixedness was determined by averaging over 500
instantaneous images at each location. Extensive analysis in Shoji
[30] determined that statistical convergence for the mixing evaluation
was satisfied with as few as 300 realizations. The complete set of data,
plotted as a function of both downstream distance x/D and distance
along the jet itself, relative to the unforced as well as the forced jet
trajectory, is available in Shoji [30].

As indicated by the center-plane images in Fig. 5, square-wave
excitation of the / = 41 JICF did produce increases in jet penetration
and spread when compared with the unforced jet, with smaller
improvements over sinusoidal excitation with a matched amplitude
that was relatively high (u} .. = 1.7 m/s, relative to the mean jet
velocity U; = 6.5 m/s). This observation was borne out quanti-
tatively, for example, in the variation in jet penetration shown in
Fig. 9a for square-wave excitation in the range 1.29 < L/D <
6.24. All excitation conditions produced improved jet penetration
over the unforced case and, shown in Fig. 9b, improved normal jet
spread as well. None of the square-wave excitation cases here

produced periodic, deeply penetrating vortex “puffs”, as seen for
square-wave forcing at lower J values, and this was manifested in
relatively similar effects of excitation on mixing metrics, especially
the mean penetration as well as instantaneous molecular mixing
metrics such as center-plane or cross-sectional unmixedness
(Figs. 9¢c—9e). Mean jet spread did show differences among the
various excitation conditions (e.g., in Fig. 9b). Interestingly, although
sinusoidal excitation produced the least improvement in normal
(and vertical) jet spread, it appeared to improve molecular mixing
compared with square-wave forcing, although the differences were
not significant. For J = 41, there were greater differences between
local center-plane-based unmixedness at a given x location and that
based on the cross-sectional jet slice (cf. Figs. 9d and 9e), and these
were likely due to differences in the asymmetric/symmetric structure
of the jet cross section, which were more difficult to capture
appropriately in center-plane imaging. Improved cross-sectional
symmetry over the unforced case via either square or sinusoidal
excitation did appear to improve cross-sectional molecular mixing, as
indicated in Fig. 9e. Cross-sectional symmetry and asymmetry could
not be captured in the center-plane-based unmixedness metric,
although the effects of jet spread were captured in the center-plane-
based metric.

As J was decreased to 20, per the center-plane and cross-sectional
imaging shown in Fig. 6, square-wave forcing had a greater influence
on the creation of deeply penetrating vortical structures, and hence on
jetstructure and cross-sectional shape, than for / = 41. The effects of
such forcing on mixing metrics for J = 20 are shown in Fig. 10.
There were greater differences among the metrics for various square-
wave conditions, with stroke ratios in the range 1.39 < L/D < 6.24
and a fixed value of u; .. = 1.7 m/s. As expected, the conditions
producing deeply penetrating vortex puffs also produced the greatest
degree of penetration and spread, with the optimal conditions lying in
the range L/D = 3.15-4.20. Interestingly, some deeply penetrating
jet cases also appeared to create improved molecular mixing,
especially in the range 2.81 < L/D < 3.15, although the excitation
conditions producing the best mixing did differ slightly depending on
near- and far-field locations and depending on the coordinate against
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Fig.9 Various mixing metrics for the unforced and forced JICF at J = 41. None of the cases involves deeply penetrating vortical structures.
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Fig. 10 Various mixing metrics for the unforced and forced JICF at J = 20. Cases with an asterisk denote deeply penetrating vortical structures.

which unmixedness was plotted. At a very low stroke ratio producing
deeply penetrating vortical structures (L/D = 1.39), near-field
penetration was quite high, yet unmixedness tended not to be the
lowest; hence, this condition was not typically deemed the best mixer.
There were also general consistencies in trends between cross-
sectional and center-plane-based unmixedness evaluated at a given
downstream location x, and in most cases even similar quantitative
values of unmixedness, with the exception of the unforced J = 20
case, one that was highly asymmetric in cross section. These results
appeared to demonstrate that improved molecular mixing could be
attained via improved cross-sectional symmetry as well as generation

of periodic, deeply penetrating vortical structures, especially for
stroke ratios L /D around 2.81-3.82. Overall, however, there was not
a one-to-one correspondence among the greatest jet penetration and
spread (Figs. 10a and 10b), the greatest improvement in cross-
sectional symmetry (e.g., Figs. 6e—6h), and the greatest degree of
molecular mixing (Figs. 10c—10e).

For the JICF with J = 10, which is closer to the critical momentum
flux ratio J, = 5, per [30] for transition to a globally unstable USL,
the effects of square-wave excitation on mixing in the range 1.33 <
L/D < 6.16 are shown in Fig. 11. All external forcing conditions
shown here, including sinusoidal excitation, enhanced jet penetration
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Fig. 11 Various mixing metrics for the unforced and forced JICF at J = 10. Cases with an asterisk denote deeply penetrating vortical structures.
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and spread as compared with the unforced case, similar to that
observed for the / = 20 case. Consistent with the center-plane PLIF
images (Fig. 7), square-wave forcing creating deeply penetrating
vortical structures with stroke ratios in the range 1.33 S L/D $3.08
produced the greatest penetration and generally improved jet spread
(Figs. 11a and 11b); this range for optimal penetration was lower than
that for J = 41 (L/D ~ 3.60-5.04) and J = 20 (L /D =~ 3.15-4.20).
On the other hand, quantification of molecular mixing via
unmixedness in Figs. 11c—11e suggested that square-wave forcing
with L/D = 1.33 and 2.09, which created the best jet penetration and
spread, were among the poorest mixers (especially L/D = 1.33).
Forcing conditions in which cross-sectional symmetry was improved
but where deeply penetrating vortex rings were not necessarily
created (e.g., for L/D = 3.41 as in Fig. 7c) did appear to create better
molecular mixing. These results suggested that, especially for
lower momentum flux ratio conditions such as J = 10, square-wave
forcing creating deeply penetrating vortical structures may not
necessarily produce improved molecular mixing. This observation
resulted, at least in part, from the formation of a bifurcated jet
structure for some cases with square-wave forcing; the actual mass
exchange between jet and crossflow could be less vigorous even
when the jet penetrated more extensively. ForJ = 10, overall optimal
mixing tended to correspond to square-wave forcing in the range
L/D ~3.08-4.16.

Finally, mixing characteristics were evaluated for J =5,
corresponding to the globally unstable USL in the absence of
excitation; these metrics are shown in Fig. 12. Square-wave
excitation conditions with the lowest values of L/D, 1.38, and 1.87,
produced the deepest penetrating vortical structures in the center
plane (e.g., Fig. 8b), and correspondingly maximum jet spread and
penetration were observed for these conditions (see Figs. 12a and
12b); other excitation conditions produced somewhat lower
penetration and spread yet with improvements over the unforced
condition. The range of stroke ratios L /D for the best jet spread and
penetration continued to be reduced as J was reduced from J = 41 to
5. Interestingly, for the instantaneous mixing metrics for J =5
(Figs. 12c—12e), some square-wave forcing conditions that did not
create deeply penetrating vortical structures produced the best degree
of molecular mixing (e.g., L/D = 3.04, 2.72, and 2.45), in part
resulting from a bifurcated jet’s creating a lesser degree of mass
exchange with the crossflow. But overall, square-wave forcing in the

range L /D = 2.45-3.69 created optimal molecular mixing at J = 5
for a wide spatial region in the flow. As noted in Fig. 8, excitation for
J = 5 did alter the cross-sectional shape for deeply penetrating jets,
but it did not appear to alter the degree of cross-sectional symmetry
itself, so that there was little correspondence between changes in
symmetry and alterations in jet mixing, as shown in Figs. 8c—8e.

C. Optimal Vortex Penetration Versus Optimal Mixing

The trends in structure and mixing resulting from JICF square-
wave excitation are interesting from many perspectives. Stroke ratios
L/D producing deeply penetrating vortex structures, and thus
maximum transverse jet mean penetration and spread, generally
dropped off with a reduction in J. For J =41, the maximum
penetration and spread was attained for the range L/D ~ 3.6-5.0,
whereas for J = 20, L /D ~ 3.2-4.2 tended to maximize penetration
and spread; these values were close to the universal time scale for
vortex ring formation, L/D = 4 per Gharib et al. [27]. At lower J
values created by increasing crossflow velocity, the optimal stroke
ratios continued to be reduced; for J = 10, optimal stroke ratios
producing maximum vortex ring penetration lay in the range
L/D =~ 1.3-3.1, whereas for J =15, it was reduced to L/D =
1.4-2.1. These trends were consistent with those observed in JICF
experiments by Davitian et al. [26] via smoke visualization.

These trends were also consistent with relevant computational
studies of the evolution of vortex rings in crossflow [29] and the
pulsed jet in crossflow with square-wave excitation [28]. These
studies showed that optimal square-wave-like pulsing conditions
creating the deepest-penetrating vortex structures in jets corres-
ponded to values of L/D that decreased as crossflow velocity
increased. The relationship was expressed in terms of the vortex ring
velocity ratio 7y, = AU;/Uy, and L/D ~ AU ;7/D, so that, for a
fixed velocity stroke AUj, increasing the crossflow velocity U,
would cause the critical L/D value for maximum jet penetration to
decrease. Sau and Mahesh [28] concluded that the optimal stroke
ratio for the JICF converges to L /D = 4 as the crossflow velocity U,
approaches zero.

Trends documented in Sau and Mahesh [28], wherein increasing
crosstlow velocity for the pulsed JICF causes a reduction in the stroke
ratio L /D, producing maximum jet/vortex penetration, may also be
examined in the context of the present experiments. In addition
to the data shown in Secs. III.A and III.B, experiments with other
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Fig.13 Optimal range of stroke ratios L /D for varying J, estimated using Eq. (5) for the best jet spread and penetration (hollow circles) and molecular

mixing (solid triangles).

forcing amplitudes were conducted and documented in Shoji [30]:
Ujme = 1.0, 15, and 2.0 m/s, in addition to the excitation
Ujms = 1.7 m/s. The range of stroke ratios producing the best jet
spread and penetration, for various J values and for various forcing
amplitudes, is shown by the hollow circles in Fig. 13. For a given
forcing amplitude /.., there was a reduction in L/D producing
maximum vortex penetration as U, was increased and thus J
reduced, consistent with the DNS of Sau and Mahesh [28]. In
contrast, conditions producing optimal molecular mixing (lowest
overall unmixedness) are shown by the solid triangles in Fig. 13.
For example, as described earlier for square-wave forcing at
U} me = 1.7 m/s, the best molecular mixing was achieved roughly in
the following ranges of stroke ratios: L/D =~ 2.5-3.5 for J = 20,
L/D~3.1-42 for J =10, and L/D ~2.5-3.7 for J = 5. For
J = 41, there were not significant differences in molecular mixing
characteristics among the various excitation conditions. These values
of L /D were generally in the same range as one another for various
amplitudes u; ..., suggesting that stroke ratios producing the best
molecular mixing were generally less independent on J. From a
practical level, these results suggest that molecular mixing could
be independently optimized, as compared with jet spread and
penetration, depending on the application.

IV. Conclusions

These experimental studies document the effects of a range of
temporal square-wave jet excitation conditions on transverse jet
structure and molecular mixing characteristics. Examinations of
equidensity gaseous jets in crossflow at a fixed jet Reynolds number
(Re; = 1900) and with momentum flux ratios relevant to a range of
engineering applications (5 <J <41) and for various forcing
conditions revealed new insights into the control of such flows. For
the first time, there was a quantification of trends in jet structure
(degree of jet penetration, spread, bifurcation, and cross-sectional
symmetry) as distinct from molecular mixing resulting from square-
wave excitation. The nature of the unforced jet’s upstream shear-layer
instability, being either convectively or absolutely/globally unstable,
also influenced the impact of square-wave excitation, suggesting that
controlled, tailored excitation should depend on the jet’s engineering
application and flow regime.

Adaptive feedforward-controlled square-wave excitation enabled
additional time scales associated with temporal pulse width 7z, to be
used to alter jet in crosstlow (JICF) structure and mixing. The
nondimensional stroke ratio L /D, defined in terms of 7, and mean jet
velocity U; via Eq. (5), was observed to have a significant effect on
transverse jet structure when u., was fixed among excitation
conditions. For the JICF with a convectively unstable upstream shear
layer (USL) in the absence of excitation (/ = 41), square-wave and
sinusoidal excitation at a relatively high amplitude (u} ., = 1.7 m/s)
were observed to affect jet structure and cross section in fairly similar
ways, causing the jet penetration to increase and the naturally
asymmetric cross section to become more symmetric in the mean,
yet not becoming quite counter-rotating vortex pair (CVP)-like
(Fig. 5). There were no forcing conditions identified for which there

were deeply penetrating, periodic vortex rings formed, and as a
consequence, jet penetration and molecular mixing did not differ
significantly among all excitation conditions for this case (Fig. 9). As
crossflow velocity was increased and J was reduced, specific L/D
ranges were observed for which periodic, deeply penetrating vortex
ring formation did take place, and these L/D values tended to be
reduced as J was reduced from J = 20 to 5. Conditions creating
periodic, deeply penetrating vortex rings did not necessarily create
symmetric, CVP-like cross-sectional structures, however (Fig. 7).

Penetration and spread (traditional mean metrics for jet mixing)
only quantify the average boundaries for the jet in various ways. But
molecular mixing is generally quantified based on instantaneous
statistics, in our case via the unmixedness parameter [Eq. (1)], from
which a more detailed exchange of mass between injectant and
surroundings, at the molecular level, may be quantified. Hence, a
bifurcated jet structure with large penetration may have relatively
poor molecular mixing. But at moderate J values for which there was
not an absolutely unstable USL without forcing, the cases with
deeply penetrating vortex rings did, in some cases, improve
molecular mixing as well as jet penetration. Strikingly, as J was
reduced to J =35, the low L/D stroke ratios producing deeply
penetrating vortical structures and jets did not produce the optimal
molecular mixing. The L/D ranges producing optimal molecular
mixing tended to have little dependence on J, in fact, typically lying
inthe range L /D ~ 3-3.5. The cases for which molecular mixing was
optimized (lowest unmixedness in both center-plane and cross-
sectional views) tended to have symmetric cross sections, but not
necessarily CVP-like, especially for the globally unstable JICF cases.

The variation in L /D values producing the greatest penetration and
spread as well as (separately) improved molecular mixing, for
different momentum flux ratios J, is summarized in Fig. 13. The
reduction in the L/D values producing maximum vortex/jet
penetration with lowered J was consistent with trends predicted in the
simulations of Sau and Mahesh [28] as well as others’ experiments
[21,24]. But L/D values producing maximum jet penetration and
spread did not always correspond to conditions with improved
molecular mixing in either center-plane and cross-sectional views, in
contrast to long-standing assumptions of the direct correlation of
JICF penetration and molecular mixing [1,3]. Again, it was the
improved symmetry in the jet cross section, as well as the CVP cross-
sectional structure, that appeared to have the greatest effect on
molecular mixing enhancement, and trends such as those
documented in this study could be applied in a range of engineering
applications for the transverse jet.
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