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Abstract—Large scientific facilities are unique and complex
infrastructures that have become fundamental instruments for
enabling high quality, world-leading research to tackle scientific
problems at unprecedented scales. Cyberinfrastructure (CI) is
an essential component of these facilities, providing the user
community with access to data, data products, and services
with the potential to transform data into knowledge. However,
the timely evolution of the CI available at large facilities is
challenging and can result in science communities requirements
not being fully satisfied. Furthermore, integrating CI across
multiple facilities as part of a scientific workflow is hard, resulting
in data silos.

In this paper, we explore how science gateways can provide
improved user experiences and services that may not be offered
at large facility datacenters. Using a science gateway supported
by the Science Gateway Community Institute, which provides
subscription-based delivery of streamed data and data products
from the NSF Ocean Observatories Initiative (OOI), we propose
a system that enables streaming-based capabilities and workflows
using data from large facilities, such as the OOI, in a scalable
manner. We leverage data infrastructure building blocks, such as
the Virtual Data Collaboratory, which provides data and comput-
ing capabilities in the continuum to efficiently and collaboratively
integrate multiple data-centric CIs, build data-driven workflows,
and connect large facilities data sources with NSF-funded CI,
such as XSEDE. We also introduce architectural solutions for
running these workflows using dynamically provisioned federated
CI.

Index Terms—Cyberinfrastructure, science gateways, data
streaming, virtual data collaboratory, scientific workflows, feder-
ated infrastructure

I. INTRODUCTION

Open, large-scale facilities are already an essential part of
scientific observation systems; they are openly accessible and
deliver a broad range of data and data products. For example,
current and future experimental and observation facilities,
such as the Large Hadron Collider (LHC) [1], the Laser
Interferometer Gravitational-Wave Observatory (LIGO) [2],
the Large Synoptic Survey Telescope (LSST) [3], and the
Square Kilometre Array (SKA) [4], provide or will provide
massive amounts of data and data products that have the
potential to revolutionize the science and engineering domains.
However, despite providing reliable and pervasive access to

the data and data products, users typically have to download
the data of interest and process them using local resources.
Consequently, transforming these data and data products into
insights requires local access to powerful computing, storage,
and networking resources. These requirements can signifi-
cantly limit the impact of the data, especially for researchers,
educators, and students who do not have access to such ca-
pabilities. Furthermore, large scientific facilities and advanced
cyberinfrastructure (CI) remain largely disconnected [5], and,
as a result, users are forced to actively be part of the process
that moves data from large facilities to local computational
resources or NSF-funded CI. The size of the data makes
this process very challenging as it involves making use of
wide area networks, which often connect users with limited
bandwidth. Moreover, users might not have enough storage at
their disposal to archive all the required data before executing
their scientific simulations. This data delivery mode thus
becomes inefficient and limits the potential utility that the data
would have if processed in an automatic manner.

The goal of this effort is to bring together science gateways
with data infrastructure building blocks (i.e., the Virtual Data
Collaboratory [VDC] platform) to provide access to obser-
vatory data and data products using effective delivery mech-
anisms (e.g., push-based data delivery not offered by large
facilities CIs) in a scalable manner. We also aim to integrate
large facilities, such as the OOI, with existing NSF-funded
CI to support end-to-end workflows. The proposed science
gateway provides ways to deliver OOI streamed data using
pub/sub mechanisms via an Apache Kafka-based resource
broker system; however, it can be used with other observatories
and can seamlessly combine data and data products from
multiple sources collaboratively provided through the VDC.
For example, the dashboard application described in this
paper delivers automatically generated scientifically rich data
products through a streaming-based workflow engine, which
avoids downloading complete data and can significantly reduce
the time to scientific insights. Existing scientific workflow
engines [6] include general systems, such as Pegasus [7],
Kepler [8], and Triana [9], and domain-specific workflow sys-



tems, such as Taverna [10]. Some of these systems incorporate
streaming workflow capabilities that have been applied in
science applications [11] and provide processing and query-
ing mechanisms on data streams, such as Spark-streaming,
STREAM [12], and Aurora [13]. While a Python-based scien-
tific workflow engine that natively supports Kafka data streams
has been designed and deployed to seamlessly integrate the
dashboard functionalities with the proposed science gateway,
we integrate it with the DyNamo framework to automatically
provision workflows with network and computing resources
across federated NSF-funded CI.

II. TOWARDS OPTIMIZING DATA DELIVERY FOR LARGE
SCIENTIFIC FACILITIES

Data and services provided by shared facilities, such as
large-scale instruments and observatories, have become impor-
tant enablers of scientific insights and discoveries across many
science and engineering disciplines. As a result, the quality
of service provided by these facilities and the associated CI
is an important concern and has direct impact on the ability
of researchers to effectively use these facilities. However,
ensuring quality of service can be challenging due to the
remote locations and distributed nature of these instruments
and observatories, combined with the rapidly growing volumes
of data produced on the one hand and the size of the user
communities on the other.

This paper addresses key issues associated with these chal-
lenges by exploring how push-based publish/subscribe data
delivery models coupled with emerging CI solutions can be
used to improve the performance, usability, and science impact
of data and services provided by facilities. The proposed
architecture and mechanisms can deliver capabilities that are
not offered by the data facility CI and have the potential
to improve the user experience and scientific insights. For
example, the dashboard use-case application described in sec-
tion IV delivers data and data products via a streaming-based
publish/subscribe science gateway (see section III), which is
not currently available in the OOI CI.

A. The Virtual Data Collaboratory

In this work, we leverage data infrastructure building blocks,
such as the VDC platform [14], to efficiently and collabo-
ratively integrate multiple data-centric CIs, build data-driven
workflows, and connect large facilities data sources with
NSF-funded CI, such as XSEDE. The VDC is a regional
CI composed of dedicated network and data transfer nodes,
storage, computing resources, and data services for enabling
open, collaborative, and interdisciplinary science. The VDC
accomplishes this goal by providing seamless access to data
and tools that are part of the federation and a set of unique
features, as shown in figure 1. In addition to the dedicated
high-speed network, the VDC provides a set of data services,
including indexing, cataloging, sharing, and metadata man-
agement, and an execution platform that allows distribution of
complex distributed analytics and abstractions for smart data
delivery strategies.
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Fig. 1. Overall system architecture within the VDC platform

In this paper, we focus on streaming-based pub-
lish/subscribe data delivery models. As shown in figure 1,
the VDC provides abstractions to which users can subscribe
via the science gateway described in section III, but it also
enables content delivery through existing NSF-funded CI, such
as XSEDE. Furthermore, the VDC provides a comprehensive
framework for implementing scientific workflows, which can
combine multiple data sources that are part of the VDC
federation.

III. SCIENCE GATEWAY: MESSAGE BROKER SYSTEM FOR
PUSH-BASED OOI DATA DELIVERY

The NSF OOI [5], [15] is a networked ocean research obser-
vatory with arrays of instrumented water column moorings and
buoys, profilers, gliders, and autonomous underwater vehicles
(AUV) within different open ocean and coastal regions. The
OOI infrastructure also includes a cabled array of instrumented
seafloor platforms and water column moorings on the Juan de
Fuca tectonic plate. This networked system of instruments,
moored and mobile platforms, and arrays provides ocean
scientists, educators, and the public with the means to collect
sustained, time-series datasets to enable the examination of
complex, interlinked physical, chemical, biological, and geo-
logical processes operating throughout the coastal regions and
open ocean. The OOI has been built with the expectation of
25 years of operation.

The OOI implements a geographically distributed, secure,
highly available CI that is responsible for data acquisition
and collection, data storage and processing, and on-demand
delivery of data and data products to scientists and application
developers. The core of the OOI CI software ecosystem
(uFrame-based OOINet) is based on service-oriented architec-
ture, datasets, instruments, platform drivers, and data product
algorithms that plug into the uFrame framework. uFrame is
implemented using a combination of scalable and highly avail-



able open source distributed data management technologies
and custom development.

The main data delivery in the OOI is based on an on-
demand product generation in the form of synchronous pull-
based data requests or asynchronous downloading of NetCDF
datasets. OOI CI also provides other data delivery methods,
such as a THREDDS, and a raw data server. OOI data, such as
high-volume video and hydrophone data, are rapidly growing
in size, and even modest queries can result in significant
latencies. As a result, the current data delivery methods are not
optimal for real-time processing, quality control/evaluation,
event detection, and distribution of this high sample-rate
data to interested scientists and organizations. The science
community has developed community tools using the OOI
machine-to-machine API for providing users with means to
access data in real-time. These tools employ the OOI API
to continuously make requests for new data with the goal of
retrieving data as soon as possible, even if the data is not
available in the system, which results in a large number of
failed requests. Consequently, these tools require hundreds of
thousands of pull-based data requests to be served daily per
user, which is not a sustainable approach.

To address this problem, this science gateway leverages the
OOI API for developing and deploying, in NSF-funded CI
(e.g., XSEDE resources, such as Jetstream [16]), a scalable,
reliable, and sustainable subscription-based mechanism for
real-time streaming-based data delivery to users, which is
currently not available in the OOI CI. With the extended
developer support from the Science Gateway Community
Institute (SGCI) [17], [18], the prototype implements the
resource broker based on Apache Kafka [19], illustrated in
figure 2, which delivers data streams from the OOI cabled
array in near real-time and provides a Java-based interface.
In our implementation, this architecture has three functions:
Kafka producer, Kafka consumer, and topic management. To
increase the efficiency in the application development process,
we designed and implemented a JSON schema that defines
the information necessary to specify scientific instruments in
a message broker and to perform the data streaming process
through these three functions in a straightforward way. It
contains multiple instruments metadata, such as the name and
code of the array and the platform, instrument, mooring, and
stream type and method. The Kafka producer and consumer
are used for publishing/subscribing to the targeted sensor
instrument for multiple streams. The topic management shows
the number of instruments registered and can create/remove
the targeted topic in a message broker to a particular instru-
ment. Further, easy-to-use front-end tools enable the end user
to subscribe to OOI data and to make data delivery and format
choices. This science gateway facilitates the development of
workflows based on streaming data, but it requires a workflow
engine system, as described in section IV.

IV. DASHBOARD USE CASE APPLICATION

We use a dashboard use-case application to illustrate how
data infrastructure building blocks, such as the VDC, can

Fig. 2. Resource broker system architecture: push-based on-demand OOI data
delivery through NSF-funded CI

provide the capabilities to process data from observatories
in the continuum for the users. The implemented dashboard
application generates and delivers data products consisting of
plots of the latest available data using different granularities
(customizable parameters). In this way, the users can access
rich information in a timely manner without having to pe-
riodically download the data and retain the entire dataset.
This use-case application is based on streamed data from
the OOI, but the system architecture is designed to support
other data sources and potentially combine data from different
observatories. This opens the door to generating and delivering
to the science community scientifically rich data products and
services that are not supported or cannot be supported in a
scalable manner by the large facility.

The dashboard application that is deployed at the VDC is
built upon three main components: (i) the science gateway,
(ii) the scientific workflow system described in section IV-A,
and (iii) a graphical user interface. The science gateway is
deployed with a set of agents that retrieve data from the
observatory and publish them to the message broker system
using Kafka topics, as illustrated in figure 2.

The scientific workflow system is subscribed to the Kafka
topics and continuously produces the data products (e.g., plots
for different parameters) based on the configuration parame-
ters, such as the plot granularity and plotting frequency. When
new plots are generated, they are automatically serialized and
published to the message broker system using Kafka topics
associated with those products. The Kafka topics and the
associated data pulled from the observatory are all available for
users to subscribe to. The message broker system implements
the data delivery abstraction shown in figure 1.

A prototype graphical user interface is structured as a web
site running on an Apache HTTP server at the VDC. Auxiliary
agents are employed to subscribe to Kafka topics and obtain
the latest generated plots, to be displayed on the web site. The
web site contents are refreshed regularly so they provide, as a
dashboard, an updated view of the plots for the different data
streams and parameters. The web site also provides links to
the different Kafka topics that can be used with the science
gateway client software.

A. Scientific Workflow System

The scientific workflow system is a Python-based package
focused on facilitating generic mechanisms for handling data



streams from different sources and applying operations to these
data as they become available. It schedules tasks according to
user-defined dependencies, which can be used to implement
data flows and analytics.

The workflow system provides an expandable catalog of
abstractions for constructing workflows, including (1) input
methods, (2) output methods, (3) data analytics, (4) task defini-
tions, and (5) workflow definitions. These abstractions are im-
plemented by the modules associated with them. For example,
the swinput module provides implementations for different
input methods, such as SWIFile and SWIKafka for files
and Kafka streams, respectively. A workflow is defined with
a YAML file, which is parsed using the SWGenerator class
in the swgenerator module. As the workflow configuration
files and catalog use the same format, the workflow catalog
is expanded as workflows are defined (i.e., users can deploy
their own code).

V. TOWARDS DYNAMICALLY PROVISIONED FEDERATED
CI

We are also developing the DyNamo system, which offers
new capabilities for (a) downstream computing to process the
data streams and generate higher-level science data products
by utilizing science workflows and workflow management
systems and (b) scalable and efficient data delivery using high-
performance layer 2 network overlays. The DyNamo system
allows dynamic resource provisioning on an integrated, diverse
infrastructure federation, which enables on-demand access to
multiple national-scale computational cloud resources (e.g.,
ChameleonCloud, ExoGENI racks, and Jetstream). It offers
end-to-end network management for malleable data movement
across infrastructures and external science data repositories
and includes a network-centric platform that hides the com-
plexity of resource and network provisioning from the scien-
tists. The dashboard discussed above is a use-case application
that can leverage such an elastic model for distributed process-
ing and real-time push of high-resolution seafloor pressure data
from OOI instruments.

VI. CONCLUSION

In this paper, we discuss how a science gateway can be
integrated with the VDC data infrastructure building block to
expand the data delivery capabilities supported by observatory
systems. It provides users with push-based, real-time, and
scalable access to streamed data and facilitates building data-
driven workflows from single or multiple sources. It makes
possible the dynamic creation of data products with rich
scientific value that otherwise would require orchestrating the
access and downloading of large volumes of data and sig-
nificant local processing capabilities. The proposed approach
also aims to connect large facilities data with NSF-funded
CI, which would enable data processing (e.g., generating
scientifically rich data products) in the continuum for the user,
which could improve the scalability and efficiency of content
delivery. Furthermore, it enables science workflows to be built

upon dynamically provisioned federated CI with the DyNamo
platform.
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