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for Additive Manufacturing

Tianyu Jiang, Hui Xiao, Jiong Tang™, Liting Sun™, and Xu Chen

Abstract— Closed-loop disturbance rejection without sacrific-
ing overall system performance is a fundamental issue in a wide
range of applications from precision motion control, active noise
cancellation, to advanced manufacturing. The core of rejecting
band-limited disturbances is the shaping of feedback loops to
actively and flexibly respond to different disturbance spectra.
However, such strong and flexible local loop shaping (LLS) has
remained underdeveloped for systems with nonminimum-phase
zeros due to challenges to invert the system dynamics. This article
proposes an LLS with prescribed performance requirements in
systems with nonminimum-phase zeros. Pioneering an integration
of the interpolation theory with a model-based parameterization
of the closed loop, the proposed solution provides a filter
design to match the inverse plant dynamics locally and, as a
result, creates a highly effective framework for controlling both
narrowband and wideband vibrations. From there, we discuss
methods to control the fundamental waterbed limitation, verify
the algorithm on a laser beam steering platform in selective laser
sintering additive manufacturing, and compare the benefits and
tradeoffs over the conventional direct inverse-based loop-shaping
method. The results are supported by both simulation and
experimentation.

Index Terms— Additive manufacturing, disturbance observer
(DOB), disturbance rejection, inverse-free control, local loop
shaping (LLS), selective laser sintering (SLS).

I. INTRODUCTION

CTIVE and flexible shaping of dynamic system
responses is central for ubiquitous modern precision
systems. For example, modern hard disk drives (HDDs)
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leverage adaptive disturbance attenuation to achieve nm-
scale precision control of the read/write heads [1]-[3]; in
smart headphones, active noise cancellation reduces acoustic
disturbance transmission from the environment to human
ears [4]; and in selective laser sintering (SLS) additive man-
ufacturing, minimizing position errors of galvo mirrors is
a key to improve achievable part geometry [5]. In these
applications, a certain form of output profile is desired
given various band-limited disturbances such as mechanical
and acoustic vibrations, yielding the problem of local loop
shaping (LLS).

Based on the target disturbance profiles, LLS can be
classified as either narrowband or wideband. In the first
category, the disturbance spectra concentrate at one or sev-
eral frequencies. To reject such narrowband disturbances,
peak filters [3], [6], [7], repetitive control [8], [9], narrow-
band Youla parameterization [10]-[12], H., gain schedul-
ing [13], and narrowband disturbance observer (DOB) [1],
[14], [15] can generate corresponding deep, narrow notches in
the closed-loop error-rejection functions. For wideband loop
shaping, the disturbance energy spans over wide frequency
bands. A narrow notch in the error-rejection function can
no longer provide sufficient attenuation; yet a wide notch
tends to cause undesired amplification at other frequencies
due to the fundamental waterbed limitation of feedback
control [16]—-[18]. In view of such challenges, the authors
proposed an infinite-impulse-response (IIR) filter design in
DOB to control the waterbed effect manually [15], [19]
and optimally [20]; such a design also benefits narrowband
disturbance rejection and underpins first-tier results [21], [22]
in an international benchmark on adaptive regulation [12].
Reference [23] provides additional comparison of the DOB
framework with peak filter algorithms.

Despite current research achievements, strong and flexible
LLS has remained challenging for systems with unstable zeros,
particularly in applications involving wideband disturbances.
Consider controlling a single-input-single-output (SISO) lin-
ear time-invariant (LTI) plant P with controller C' in a
negative feedback loop. Careful stability guarantees must
be enforced for algorithms that directly update C' [3],
[6], [8], [9], [13]. By using a control architecture that
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intrinsically guarantees stability, algorithms built on Youla
parameterization [10], [19], [24]-[26] have the benefit of
directly shaping the closed-loop sensitivity function S with,
eg.S=(1-NQ/Y)/(1+ PC), where transfer functions
N and Y come from coprime factorizations of P and C,
and transfer function () is the affine design parameter. For
plants with a stable inverse, we have shown that N and Y
are reducible to yield the minimum-order factorization S =
(1—2"™Q)/(1+ PC). This is the approach proposed in the
aforementioned DOB [1], [19], [21], but has been infeasible
for plants with nonminimum-phase zeros. Multiple strategies
exist to create stable and realizable model inversions. For
example, nonminimum-phase zeros-ignore [27], zero-phase-
error-tracking control [28], and zero-magnitude-error-tracking
control [29] find transfer function expression of the inversion
by replacing the unstable zeros with stable substitutions;
iterative learning control (ILC)-based methods construct
inverse models by generating impulse responses from feed-
forward signals [30]; time-domain strategies [31]-[34] aim
at identifying the optimal control signal that minimizes
the error between a given reference and the output. These
inversions apply well to feedforward applications, yet pos-
sess only limited functionality and causality for feedback
loops.

With the importance of disturbance attenuation on the one
hand and the discussed challenges of control design on the
other, we propose a new LLS algorithm for shaping the
closed-loop response. Compared with previous algorithms
such as the DOB, this forward model selective disturbance
observer (FMSDOB) avoids an explicit plant model inversion
and thereby offers freedom and flexibility of loop shap-
ing for nonminimum-phase systems. Compared with other
loop-shaping designs, the proposed algorithm inherits the
benefits of a DOB regarding design intuition and strong
performance [12], [15]. We achieve these benefits by pio-
neering an integration of the interpolation theory with Youla
parameterization and internal model controls to design a class
of Q-filters that safely invert the nonminimum-phase plant
locally with prescribed feedback functionality. The result is
that we can create strong notches flexibly in the closed-loop
sensitivity function to reject both narrowband and wideband
disturbances. From there, to mitigate undesired amplification
from the waterbed effect, we propose techniques to control the
frequency response of the Q-filter based on the disturbance
spectrum, the performance goals, and the robustness of the
overall closed loop. Augmenting these theoretical results,
we apply the proposed algorithms in both simulation and
experimentation to improve beam scanning in SLS additive
manufacturing—a domain where feedback control has been
a long-felt but extremely underdeveloped feature for assuring
manufacturing quality. During the validation, we further found
that for minimum-phase plants, the proposed algorithm per-
forms equally well with and even surpasses classical inverse-
based DOBs.

The remainder of this article is organized as follows.
Section II describes the principle of SLS and the galvo
scanner hardware to verify the proposed algorithm. Section III
describes the proposed FMSDOB and illustrates the loop
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Fig. 1.  SLS. (a) Schematic of SLS. (b) In-house built SLS testbed. (c)
Galvonometer scanner diagram [36]. (d) Frequency response for one axis of
the galvo scanner.

shaping philosophy. Section IV develops the main results on
filter design for both narrowband and wideband loop shaping.
Section V discusses techniques to control the waterbed effect,
following which Section VI analyzes the stability and robust-
ness of the proposed method. Section VII summarizes the ben-
efits of the algorithm and the associated tradeoffs. Section VIII
provides the simulation and experimental results. Section IX
concludes this article.

II. PLATFORM DESCRIPTION AND NOTATIONS

To demonstrate the developed algorithm, we performed
simulation and experimentation on a dual-axis galvanometer
scanner in SLS, a popular powder-based additive manufac-
turing process for making high-performance polymeric and
metallic parts directly from a digital model [35]. A schematic
of SLS is shown in Fig. 1(a). The principle procedures are as
follows.

1) Spread a layer of powder, usually 20 ym~0.1 mm, over

the build bed.

2) A galvo scanner controls a laser beam to scan across the

powder layer to form a cross-sectional slice of the part.

3) After consolidation, the build surface is lowered by the

thickness of a layer, and a new layer is spread by a
roller or a blade.

4) The process repeats until the entire 3-D part is created.
Fig. 1(b) shows a picture of an in-house built SLS testbed.
As a central element for laser-beam positioning in SLS, the
galvo scanner [see Fig. 1(c)] consists of two mini actua-
tion motors with a laser-reflection mirror mounted on each
shaft. The incoming laser beam is reflected by the high-
reflectance mirrors, the motion of which defines the position
of the beam spot on an X-Y Cartesian plane (i.e., the image
field). High-precision motion is achieved with a position
encoder on the motor that enables closed-loop servos to
control the two scanner motors collaboratively. Due to the
long distance between the mirrors and image field, small
errors in the angular positions ®; and ®, of the mirrors can
induce large linear position errors of the beam spot on the
powder bed, making the galvo scanner a vibration-sensitive
system.
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d(k) more specific, general Youla—Kucera parameterization for
l+ ® SISO systems provides Theorem 3.
= W
r=0 4.~ : Theorem 3 ([41], [42]): 1f a plant P(= N/D) € R can be

,,,,,,,,,,,,,,,,,,,,,,,,,,

Fig. 2. Proposed FMSDOB scheme.

Fig. 1(d) shows the frequency response for one axis of
the galvo, from the voltage input of the motor driver to the
voltage output of the encoder that characterizes the motor’s
position. The system has a bandwidth of around 1000 Hz (with
a sampling time of 2.5 x 1077 s). A picture of the physical
system is provided in [5].

Throughout this article, we use the following notation
system. P(z) and P(e’*) denote, respectively, a discrete-
time transfer function and its frequency response. & and &
denote, respectively, the real and the imaginary parts of a
complex number. The calligraphic S denotes the set of stable
proper rational transfer functions and R denotes the set of
proper rational transfer functions. S(= 1/(1+ PC')) denotes
the sensitivity function (i.e., the transfer function from the
output disturbance to the plant output) of a feedback loop
consisting of a plant P stabilized by an LTI controller C.
T(2 PC/(1 + PC)) denotes the complementary sensitivity
function.

III. FORWARD MODEL SELECTIVE
DISTURBANCE OBSERVER

Fig. 2 shows the proposed control scheme. We have the
following relevant signals and transfer functions.

1) P(z) and 15( z): The plant and its identified model.

2) C(z): A baseline controller designed to provide a

robustly stable closed loop.

3) d(k) and ci( k): The actual (unmeasurable) vibration

disturbance and its online estimate.

4) (k) and u(k): The control command with and without

the compensation signal.

5) wy(k): Measured residual error.

6) c(k): The compensation signal that asymptotically

rejects the disturbance d(k).

Assumption 1: Focusing first on nonminimum-phase zeros,
we assume that the transfer function P(z) is rational, proper,
and stable, but has unstable zeros. We will provide general-
izations to unstable plants after introducing the main design
principles of the Q-filter.

Assumption 2: The magnitude of P(e/*) is nonzero at the
target disturbance frequencies (otherwise, the disturbance is
directly blocked by the plant).

The basic structure of the closed loop employs the under-
lying principle of internal model control and is a special
version of Youla—Kucera parameterization [37]-[40]. To be

stabilized by a negative-feedback controller C'(= X/Y) € R,
with (N, D) and (X, Y") being coprime factorizations over S,
then any stabilizing feedback controller of P can be parame-
terized as

X + D@

Cl =y —NQ

:QeS, Y(oco)— N(co)Q(o0) # 0.

For the particular problem at hand, letting X (z) = C(z),

Y(z) =1, N(2) = P(z), and D(z) = 1 (this is feasible under
Assumption 1) yields the stabilizing controller
C(z) +Q(z)
C = — 1

and Fig. 2 presents one specific realization of the parameteri-
zation when P(z) = P(z).

Block-diagram analysis gives that if P(z) = P(z), then
d(k) = d(k) in Fig. 2. If Q(z) additionally inverts P(z) at
frequencies where d(k) contain major spectral components,
then passing d(k) through Q(z) (dashed box in Fig. 2) and
then through P(z) via the internal negative feedback yields
disturbance attenuation.

From a loop shaping perspective, one can obtain the aug-
mented plant dynamics

y(k) = P(z)u(k) + (1 -
When r = 0, by using u(k) = —C(z)y
loop dynamics between d(k) and y(k
function, becomes

SG) = T poe) = S0 - PEE) O

where Sp(z) = 1/(1 + P(2)C(z)) is the original system
sensitivity function without the added loop in the dashed box
in Fig. 2. Here, if the add-on module 1 — P(2)Q(z) = 0,
then the disturbance transmission is cut off entirely. Of course,
in the focused problem setup, 1 — P(z)Q(z) = 0 over the full
frequency range is not achievable because it implies Q(z) =
P~1(2), i.., an unstable inverse. In Section IV, we will design
Q to selectively invert the plant dynamics for controlling
general band-limited disturbances. Then, we will circle back
to discuss the case when the plant contains uncertainties [i.e.,

P(z) # P(2)].

P(2)Q(2))d(k). 2

(k) in (2), the closed-
), i.e., the sensitivity

IV. MAIN RESULTS
A. Pointwise Selective Model Inversion

We consider first a pointwise inverse of P such that
Q7 P(e?) =1 @

at a set of target frequencies {w; : w; € (0,m),7 =

1,2,...,71} (wi #wjv Vi #])
Under Assumption 2, the equation translates to
. 1 P(eiwi)
Jwi = =
U = Py = TR
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that is
. SP Jwi
SQ(e) =~ )
P
s i=1,2,...,n. %)
RO(e7) = RP(eIv)
Pl
Proposition 4: Let
Q) =g+ az' (6)
1=1
with
[ RP(e“1) ]
| [Peren)]?
[1  cosw cos mwy | JP(ev1)
0 sinw; sin mwq |P(eiw1)|2
do .
dm : -
1 coswy, Cos Mmwy, RP ()
|0 sinw, sin mwy, | |P(ejwn)|2
JP(el¥m)
L [P(edem)]? ]
(7

where m = 2n — 1. Then
Q7 P(e? ) =1 Vi=1,2,...,n.
Proof: Let Q(e/*) = qo + Y=, qre 7", where m(€ Z)

is the order of the filter. Based on (5), we must have, for
i=1,2,...,n

= RP(eIw)
qo +;q1005lwi = W

S g = 3P

=1 ! L Pere)

In the matrix form, the above is equivalent to

% RP(edwi)
1 cosw; COS Mw; |P(ej97:)|2 8)
0 sinw; sin mw; T SP(erv) |”

il PP

There are n such equation sets or 2n linear equations. When
w; € (0,7), the rows of the matrix on the left-hand side are
all linearly independent for different values of w;. We thus
have 2n linearly independent equations and m + 1 unknowns,
and the minimum order of Q)(z) for the existence of a unique
solution is m + 1 = 2n. Under this case, the solutions to ¢;
values are given by (7). [ ]

Proposition 4 relaxes the requirement of a full stable inverse
by focusing on P~!(e/*i) at selective regions based on
the target disturbance profiles. For implementation, one can
selectively measure the frequency response of the plant in
regions where loop shaping is desired. Putting these data
into the vector on the right-hand side (RHS) of (7), one can
obtain the Q solution for target loop shaping. Adaptation is
further possible, given a known or online identified P(e/*?)
(Section VIII).
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Fig. 4. Example of wideband disturbance spectrum [2].

Example 5: The nominal transfer function for the galvo
scanner described in Fig. 1(d) is given by

0.02822% 4 0.1504z + 0.1146

P =
=) z4 —1.319023 4 0.92922 — 0.6073z — 0.0035

©)

with a sampling time of 7, = 2.5 x 10> s. Then, for three
narrowband disturbances wi; = 0.1m, wy = 0.27, and w3 =
0.357 (or 2000, 4000, and 7000 Hz), a Q-filter with order
m = 5 is needed. Solving (7) gives [qo ¢1 ¢2 ¢3 q1 q5]% =
[22.6 —88.0 149.7 —147.1 82.9 —21.7]7. The comparison
result between the frequency responses P~1(e/“) and Q(e/*)
is shown in Fig. 3. The intersection points at 2000, 4000, and
7000 Hz show that (4) is achieved at the target frequencies.

B. Higher Order Wideband Inversion

Compared with single-frequency excitations, wideband dis-
turbances (see Fig. 4) induce widely spanned spectral peaks.
For such disturbances, pointwise inversion of the plant alone
will not generate satisfying result. The reason, as can be
seen in Fig. 3, is that the slopes of the frequency responses
P~1(e7%) and Q(e’*) differ from each other at the intersection
points. In other words, because @Q(e’*) only interpolates
1/P(e’*) at w;, when the frequency deviates from these
points, the difference between 1/P(e“) and Q(e/*) increases
quickly. As a result, the frequency response of 1 — P(Q), both
magnitude and phase, can easily fall out of the prescribed
performance threshold. To address the limitation, we propose
an augmented Q-filter to minimize the frequency response
of 1 — PQ@Q in each frequency band by controlling both
1 — P(e’“)Q(e’) and its derivative. This yields a selective
Hermite interpolation [43] of 1/P(e’“) and expands signifi-
cantly the approximation region.

Proposition 6: Let w; € (0,7),7i = 1,2,...,n be the
center frequencies of the wideband disturbance. Let (N, D)
be a coprime factorization of P(z) such that P = ND™1,
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where N = >0 _ Obuz“ and D = 29+ 59”1 4,2, Design
Q(2)=qo+ >~ @z~ with m =4n — 1 and
[1 cosw;  cos2w; cosmwy | !
0 sinw; sin 2wy sin mwq
0 1 cosw, cos2wy, COS MWy,
. |0 sinw, sin 2w, sin mw,
. |0 cosw; 2cos2w; M COS Mw1q
am 0 sinw; 2sin2w; m sin mwq
0 cosw, 2cos2w, m COS MWy,
|0 sinw, 2sin2w, msin mwy, |
[ RP(e“1) 7
[P(eren]?
SP(el41)
|P(edwr)[?
%P(ej“")
|P(edwn)[?
X gp(einy | AV
|P(edwn ) [?
—RH (el“1)
SH(el41)
_%H(ejwn)
| S |
where
H ()
(gt + 3207 va el )N (e7%) = S | ubyed™ D(el¥)
- N (i)
then
1 — P(ed“)Q(elw) =0
d . . (1)
—(1— P(e? Je =0.
LU PEIRE)|

Proof: The first equation in (11) has been proved in Propo-
sition 4 and the resulting properties have been reserved in (10).
We only need to assure (d/dw)(1—P(e’*)Q(e’)) |wew,= 0,
that is

d Jw Jw
(1= P(e™)Q(e) -
d Jjw Jw
=~ (P(E*)Q(E™)) .
dP(e) oy dQ(e™) o 4,
— - (e + S pe)) B

=0. (12)

Note that 1 — P(e/#)Q(e’*i) = 0. Under Assumption 2
[P(e/*i) # 0], (12) becomes

<dP(ejw) 1 dQ(e’*) _0

W P dw L (ejw)>

wW=w;

that is
dQ(e’*) _ 1 dP(e’*) d 1
dw | _,, P2(e7v)  dw o, " dw P(ei®) .
(13)

Given Q(z) =qo+ Zl";l @27, the left-hand side of (13) is

- — l SlIl lwz - l 0S lwz l4

|W Wi

Given the FIR coprime factorization of P = ND~!, the RHS
of (13) becomes

d 1

dw P(er) |, _,.

d 1 dz(=ev)

T dz P( ) dw —,

B D(z) de?v

N dz N(z) dw |,_,,

_ & DE)N(z) - %N(Z)D(Z)Z

a N2(z) s

(@24 2 vans)N () — (0 ubaz) D)

-—J NQ(Z) z=el¥i
— H(eT). (15)

Matching the real and the imaginary parts of (14) and (15)
for ¢+ = 1,2,...,n gives the lower half of (10). There
are 4n linear independent equations in (10), and the mini-
mum order of ) for the existence of a unique solution is
m =4n — 1. [ |
For implementation, one can either substitute P(z) with
P(z) in Proposition 6 and calculate H(e’*) based on the
analytic transfer function or directly calculate the derivative
of P~1(e/*) in (13) using a measured frequency response.
Corollary 7: 1f (11) is true, then

P(e")Q(e")| |w=uw,= 0.

Proof: Assume that 1 — P(e7°)Q(e/%) = A(w)e??),
where A(w) and O(w) are the magnitude and the phase
responses, respectively. Then

d » , dA(w)
dw

d
-
dw|

41— Pem)Q(er)) = B o) ja) P o)

dw
Note that A(w;) = 0. The above equation then gives
d 4 4 dA(w) .
L1 PE)Q) lomom B =0
which is equivalent to
dA(w) d

= 1= PE)QE)] fomai= 0.

|

Therefore, the Q-filter design in (10) guarantees that the

first-order derivative of the magnitude response of 1 — PQ is
zero at the target frequencies.

Consider again Example 5. Fig. 5 shows the frequency

response of the proposed wideband Q(e’*) from (10).
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Fig. 6. Comparison of magnitude response of 1-PQ for narrowband and
wideband designs. (a) Magnitude response of 1-PQ. (b) Zoomed-in view
of 1-PQ.

Compared to the basic solution (7), the magnitude response
of the filter matches the inverse magnitude response of P(z)
within wide ranges around the target frequencies. Therefore,
|1 — Q(e?“)P(e?¥)| < € within a wideband for a prescribed
performance threshold e. Indeed, in the magnitude response
of 1 — PQ (Fig. 6), the filter design that incorporates the
derivative dynamics gives wider notch shapes at all three
disturbance frequencies. A zoomed-in view of the notch shape
of 1 — PQ in linear scale shows that the proposed design for
wideband disturbance indeed achieves zero derivative at the
target frequencies and thereby induces wider range disturbance
attenuation.

Remark 8 (Extension to Unstable Plants): When P is uns-
table, instead of the discussed factorization S = (1 — PQ)/
(1+PC), general Youla parameterization gives S = (1-NQ/
Y)/(1+ PC), with P = N/D and C = X/Y. The same
design procedure applies to (), with the replacement of P by
N/Y in Proposition 4 and analogous modifications of H in
Proposition 6.

C. Band-Selection Filter

Proposition 4 provides an FIR filter design that achieves the
desired disturbance rejection at w;. However, because there
is no constraint on the overall magnitude of (), this basic
solution can induce disturbance amplification when w # wj,
especially at frequencies far away from the target frequency.
Meanwhile, at frequencies where large model uncertainties
and mismatches exist, high-performance control has to be
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sacrificed intrinsically for robustness based on robust control
theory. Thus, we propose to incorporate special bandpass
characteristics to maintain the magnitude of Q(e’*) small
when w # w;.

We propose the following lattice-structure [44] bandpass
filter:

T (T4 ko) (1 42k 527 4+ 272)
=1- = = : 16
Qpp(2) 21:1 R AT e g S
where k?lﬂ; = —cosw; and k27i = [1 — tan(Bwﬂ;/Z)]/[l +

tan(B,, ;/2)], and B, ; (in radian) is the 3-dB bandwidth
of Qpp(z) centered around w;. It can be shown that
Qpp(e™) = 1,(d/dw)Qpp(e™)llu, = 0, Wi —
1,2,....n.
Applying (16) to (7) yields the improved design
2n—1
Q(z)=Qpr(2) a0+ > az' (17)
=1
which not only reserves the disturbance rejection properties but
also avoids amplification of noises in d(k) outside the target
frequency ranges. Applying the filter with center frequency
w = [0.17 0.27 0.357] and the width of passbands B, ; =
2 x 10737 (or 40 Hz when T, = 2.5 x 10~° s) to Example 5,
we obtain the frequency responses of 1 — PQ and @ in Fig. 7.
Compared with the basic design via (6), the proposed Q
enhancement not only possesses the needed bandpass shape
but also greatly mitigates the large magnitude amplification of
1 — PQ at frequencies far from the centers of the passbands,
especially at low and high frequencies.

V. CONTROL OF THE WATERBED EFFECT

In Section IV, we proposed a bandpass filter that controls
the undesired disturbance amplification. However, note that no
practical bandpass filter is ideal (that is, having zero phase
response and a rectangular magnitude response), especially
when the passband gets wider. Therefore, it is infeasible
for (17) to maintain O everywhere outside the target frequency
bands. As a result, along with the desired notch shape,
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Fig. 8. Effect of a fixed zero at low-frequency region.

the magnitude of 1 — P(e/“)Q(e’“) will exhibit the waterbed
effect of exceeding 1. In this section, we discuss the frequency-
domain closed-loop properties and how to control the relevant
performance limitations.

Corollary 9: Take any P and () that are stable and causal.
The magnitude response of 1 — P(e/*)Q(e/*) satisfies

/W In |1—P(ejw)Q(ejw)|dw=7r<i: In|y;| —In|o 4+ 1|>
0

i=1

(18)

where {7;}:2, (n, > 0) is the set of unstable zeros of 1 —
P(2)Q(2) ({v:}2, is the empty set if n, = 0), and

o= lim P(2)Q()/(1 - P(:)Q(2)).

Proof: The proof is analogous to the one in [45] and
omitted here. u
For plants whose relative degree is zero, we have
lim, o, P(2) # 0. It is then possible that ¢ > 0 and the inte-
gral on the RHS of (18) is less than zero. However, for strictly
proper plants (the more common case), lim._,o, P(z) = 0
and o = 0; (18) simplifies to [ In[1 — P(e/*)Q(e/*)|dw =
7> 2 In|y;| > 0. Then, it is inevitable that there exist
frequencies where |1 — P(e/*)Q(e’*)| > 1. In other words,
some disturbance energies (noises) are amplified in (2).

Although the overall area integral is constrained in (18), by
proper structural design in ()(z), the waterbed effect can be
controlled based on the disturbance spectra, the performance
goals, and the availability of accurate plant information in
different regions. This is the primary reason for the bandpass
design in (17). Further enhancement can be made, as we will
now discuss in the following paragraphs.

The first method for enhanced waterbed control is to add
fixed zeros to Q(z) to constrain the magnitude of 1 —
P(e7*)Q(e’*). Fig. 8 shows the effect of placing a zero in
Q(z) near z = 1 (dc gain). Recall the sensitivity function
in (3). The induced small gain of Q(e’) at low frequency
successfully reduces |1 — P(e’“)Q(e’)| in the highlighted
region in Fig. 8 and, hence, reduces the magnitude response
of the sensitivity function in (3). On the other hand, if the
noise frequency is high, introducing a fixed zero near z = —1

)

— Q design via (6), k=1
— — - detuning design, k=0.7

Magnitude (dB

Magnitude (dB)

Frequency (Hz)

Fig. 9. Effect of detuning for narrowband loop shaping.

provides enhanced small gain for Q(e’*) at high frequencies.
Furthermore, combined fixed zeros near the noise frequency
can enhance the bandpass property. This method of zero
modulation is especially effective when knowledge of noise
spectrum in d(k) is available.

From the algorithmic viewpoint, a pair of fixed zeros
peti@r w, € (0,7) translate to

Qpe?“») = qo + qu(pejwp)*l =0
=1
namely

m
) 1
RQ(pe’“?) = qo + E qlﬁ coslw, =0
=1

m
. 1
SQ(pe’“r) = — qu—l sin lw, = 0.
- P
Two additional equations thus need to be added to (7)
1
1 —cosw,

L.
0 —sinw,

0
0] 19)

1
— cosmwy 90 [

p_m sin mwy, q.m
and the minimum order of Q(z) becomes m = 2n+1 if w, #
0 and w, # 7. When w,, = 0 or 7, the second equation in (19)
can be removed and the minimum order reduces to m = 2n.
For the case with n,,, added zeros at 0, n,,added zeros at T,
and n,, added zeros elsewhere, the condition for a minimum-
order solution of Q(z) is m + 1 = 2n + 2n, + Ny, + nyp._,
ie, m=2n+2n, +ny, +n,, — 1.

Another direct approach to reducing the overall waterbed
amplification is to first design a regular Q-filter in (6) and
then detune the magnitude response by letting Q(z) = kQ(z),
k € (0, 1). Fig. 9 presents the effect of applying such a
design with £ = 0.7. The smaller gain at both low- and
high-frequency regions shows that the amplification is indeed
mitigated. The proposed detuning relaxes the waterbed effect
because unstable zeros of 1 — P(z)Q(z), if any, can be
pulled into the unit circle by cascading the gain k. In fact,
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as k — 0, the zeros of 1 — kP(z)Q(z) approximate the poles
of P(z)Q(z), which are all stable.

VI. STABILITY AND ROBUSTNESS
This section analyzes the closed-loop stability and robust
stability of the proposed control scheme. For stability, we have
the following result from closed-loop characteristic equation:
Proposition 10: If P(z) and Q(z) are stable and P(z) =
P(z), then the closed-loop system in Fig. 2 is stable.
Proof: In Fig. 2, we have the relationships

U(z) = ~C()Y () A
C(2) = [((U(2) = C)(P() - P()]Q)
Y(2) = P)(U(2) - C(2)) + D(e).

(

Eliminating U(z) a gives the closed-loop transfer
function

(U(z
nd CO(2)

Vo) = Lo PRRE) +REPE) ~ PE)
1+P<> (=) + QE)(P(:) — P(2))

Lec P(:) = Br(2)/Ap(2). P(E) = Bol2)/45(). CL2) =

Be(z)/Ac(z), and Q(z) = BQ( )/A o(z) be the coprime
polynomial factorization of P(z), P(z), C(z), and Q(2).
When P(z) = P(z), the closed- loop characteristic equation
becomes

Aq(2)Ap(2)[Ap(2)Ac(z) + Bp(2)Be(2)] = 0.

Hence, the closed-loop poles are composed of the baseline
closed-loop poles and the poles of Q(z) and P(z). As the
baseline feedback loop, Q(z), and P(z) [=P(z)] are all stable,
the new closed loop is thus stable. [ ]

For robust stability, when the plant is perturbed to be
P(z) = P(2)(1+ A(z)) = P(2)(1 + A(z)) [the uncertainty
A(z) is assumed to be stable and has a bounded H, norm],
applying the small-gain theorem yields the following robust-
stability condition:

AT (2)]lo0 <1

where 7' is the nominal complementary sensitivity function
satisfying T'= 1 — S. After substituting in (3), (20) becomes

C(z) +Q(2)
14+ P(2)C(2)

Equation (20) implies that in order to preserve the robust
stability, magnitude of the plant uncertainty has to be lower
than that of 1/7'(z). Fig. 10 shows the magnitude response
of 1/T(z) when rejecting disturbance at 4000 Hz for the
plant in (9) with different Q designs. Fig. 10 (top) indicates
that compared to the baseline open-loop system, introducing
the proposed FMSDOB largely preserves the robust stability
bounds. The minimal value of | 1/7(z) | for both the
narrowband and wideband designs is —0.15 dB at around
4097 Hz, i.e., the plant uncertainty can be as large as 98.3%
at all frequencies without causing instability. The necessity of
the bandpass filter in (16) is evident from Fig. 10 (bottom).
Without the filter, the minimal value of | 1/7'(z) | decreases

(20)

< 1.

o0

HA(Z)P(Z)
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Fig. 10. Magnitude response of 1/7(z) defines the upper bounds for plant
uncertainty to preserve robust stability.

to —2.9 dB (71.6%) at the low-frequency region for narrow-
band design and —12.82 dB (22.9%) at around 9001 Hz for
wideband design.

When rejecting multiple, especially wideband high-
frequency disturbances, the requirement on the magnitude of
uncertainty can be stringent to assure the stability. Such a
tradeoff between performance and robustness is more signifi-
cant for nonminimum-phase systems [recall (18)]. Engineering
practice can balance the tradeoff by leveraging the proposed
bandpass filter, detuning factor, and sometimes a low-pass
filter that turns off the compensation at high-frequency region.
In Section VIII, we provide an example implementation of
the algorithm subject to model mismatch and show that high
performance can still be maintained with the design flexibility
of the algorithms.

VII. SUMMARY AND APPLICATION RECOMMENDATIONS

We have proposed a disturbance rejection scheme that

can be used in systems with nonminimum-phase zero(s).
Under this framework, two Q-filter designs based on local
plant dynamics have been introduced. In general, when the
disturbance energy concentrates at one or several individual
frequencies, the narrowband design in (7) is sufficient to reject
the disturbance without introducing severe deterioration at
other frequencies. The wideband design as described in (10) is
ideal when the disturbance energy spans over wide frequency
bands.

The proposed scheme suits particularly for disturbance

rejection that desires the following algorithmic properties.

1) No Direct Plant Inversion: The proposed design elim-
inates the parasitic complexity associated with a direct
plant inversion in feedback applications.

2) Flexibility and Accuracy: Compared with existing plant
inversion algorithms for a nonminimum-phase system,
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the proposed method offers new flexibility and accuracy
to feedback controls. The proposed pointwise inverse
allows for full disturbance rejection at selective regions.
The design of Q requires only selective frequency
responses [RHS of (7) and (10)] instead of an inverse
transfer-function plant model, which may be difficult or
even infeasible in practice.

3) Design Intuition, Performance, and Extensions: A reg-
ular inverse-based DOB structure with low-pass Q
design focuses more on the magnitude and does not
explicitly consider the phase compensation that can
significantly deteriorate the achievable performance at
high frequencies. In contrast, both the magnitude and
phase compensations are taken into consideration in (4).
Compared with other loop-shaping algorithms, the pro-
posed scheme inherits the advantages of flexible intuitive
design and high performance of the DOB [12], [21].
It also shares the capability of easy adaptation [21], [23]
(see Section VIII-A).

Certainly, any control design is subject to tradeoffs in practice.
The fundamental limits of feedback control and plant uncer-
tainties should still be respected. In practice, we recommend
to test the basic solutions in Section IV first, and when the
“waterbed”’-induced amplifications are severe in the basic solu-
tions, one can use such enhancement techniques as bandpass
filters, fixed zeros, and tuning factors based on the disturbance
spectra. We recommend to start with a baseline feedback loop
(e.g., by forming a PID or H,, controller C' in Fig. 2), then
to iterate the LLS design until a satisfying frequency response
of 1 — PQ is obtained.

VIII. SIMULATION AND EXPERIMENTATION

In this section, we verify the proposed scheme for both
narrowband and wideband loop shaping in the laser beam
steering for SLS. Along the way, we compare the efficiency
of the algorithm with the conventional inverse-based DOB.

A. Narrowband Loop Shaping and Performance Comparison

In Fig. 2, let one axis of the laser galvo scanner described
in Section II be P(z). For a fair comparison with conventional
inverse design algorithms, we sample the system at a sampling
time of T, = 1x10~% s, yielding the following nominal model
with stable zeros:

. 0.546523 + 0.45982% — 0.0717z — 0.0721

P(z) = : .
(2) = 4052217 — 0.6208:2 + 0.07305 + 0.0721

We set C'(z) = 1 because a vendor-integrated baseline con-
troller is already embedded in P(z).

A series of time-varying narrowband vibrations is consid-
ered in both simulation and experiment. The disturbance fre-
quency varies in the pattern of null — 500 Hz — 1500 Hz —
500 Hz — 3000 Hz — 500 Hz — null with step frequency
changes between each disturbance section. The first distur-
bance is injected at 0.5 s and the duration time for each
frequency is 0.3 s. The amplitude of the disturbance is 0.1 V.
The inherent disturbance estimation and LLS design in the
proposed algorithm enable easy adaptation of the controller
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Fig. 11. Identified frequencies using PAA.
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Fig. 12.  Simulation (top) and experimental (bottom) results of rejecting
narrowband disturbance with single step changing frequency.

parameters. Fig. 11 presents the online identified frequencies
using a parameter adaptation algorithm (PAA) detailed in [21].
Fig. 12 (top) shows the simulated time trace of the residual
position errors. The proposed algorithm using a (Q(z) filter
in (17), with the bandwidth of the lattice bandpass filter set
as 50 Hz, is seen to provide rapid and strong vibration atten-
uation. Inspection of data at 0.79, 1.09, and 1.69 s indicates
that the steady-state position errors indeed converge to zero.
The experimental results of rejecting the same disturbance are
shown in Fig. 12 (bottom). There, the compensation scheme
reduces steady-state errors to the same as or even smaller
than the baseline case. This is also verified by calculating the
2-norm of the steady-state errors (denoted as ||e,.||3) in the time
windows indicated by the dashed frames in Fig. 12 (bottom).
The corresponding results are given in Table I. The physical
system has nonstationary noises from the electric circuits and
the operation environments, as well as small nonlinearities in
position sensing (e.g., in the magnitude of mrad optical/44"),
hence the minor statistical variations in the numbers in Table I.
Yet the controller has maintained its effectiveness in all time
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TABLE I
2-NORM OF BASELINE NOISE AND RESIDUAL ERRORS

. 039049  0.69—079  0.99—1.09
Period (s) (Baseline)  (500Hz)  (1500Hz)
llerll2 (x1071V?) 1.652 1.451 1.373
Period () 1295139 159—169  1.89—1.99
(500Hz)  (3000Hz)  (500Hz)
llen)l? (x1071V?) 1.485 1.521 1.458

— — — - w/o compensation |
w/ compensation

-20

40 |

Power Spectrum Density (PSD) [dB]

I
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Frequency [Hz]

Fig. 13.
vibration.

Experimental results of error spectra of rejecting a 1500-Hz

periods. For large-range motions, major galvoscanner vendors
provide image field correction algorithms that can eliminate
nonlinear scanning errors.

The steady-state error spectra further reveal the effectiveness
of the proposed scheme. Fig. 13 shows that when the system is
subjected to a 1500-Hz vibration, the proposed scheme reduces
the spectral peak from around —18 to —101 dB, indicating an
attenuation of about 83 dB. This is directly reflected by the
red dashed line in Fig. 14(a). The sensitivity function with
the proposed scheme exhibits a deep notch at 1500 Hz and,
at the same time, almost no amplification at other frequencies
compared to the baseline case.

Despite that the galvoscanner system has highly accurate
plant dynamics, to reveal the robustness of the proposed
method, we perturbed the plant dynamics P(z) by an uncer-
tainty A(z) that is bounded by ||1/7T(2)|| [see Fig. 14(c)].
The weight of the uncertainty is filtered by a high-pass
filter so that it is more significant at high frequencies and
reaches maximum [||1/7(z)||] near the Nyquist frequency.
Fig. 14(d) shows the Nyquist plot of L(z) = P(2)Ceq(2),
where P(z) is the perturbed plant and Cyq(2) is the equivalent
feedback controller of the proposed scheme given by (1).
Clearly, the perturbed plots remain far away from the point
(—1,0) and the original encirclement is not violated. In other
words, the system remains robustly stable under the large
perturbations. Fig. 14(a) and (b) shows the impact of uncer-
tainty on feedback performance. The magnitude response of
the sensitivity function fluctuates slightly at regions of high
uncertainties; however, the designed notch at 1500 Hz is
largely preserved and the algorithm still successfully rejects
the narrowband disturbance. Note that if the plant uncertainty
is large enough to violate (20), the closed-loop stability and

IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

(@)

wlo compensation

5 w/ compensation, w/ uncertainty A
— — — w/ compensation, w/o uncertainty

T
—

Magpnitude (dB)

-25 L

10% 10°

Frequency (Hz)
(b)

wlo compensation
2r w/ compensation, w/ uncertainty A
— — —w/ compensation, w/o uncertainty

15

Magnitude (dB)

1

I

i i
|

)
|

I I I L 1l L L L L
1300 1350 1400 1450 1500 1550 1600 1650 1700
Frequency (Hz)

(©

w/ uncertainty A
30 — — —wlouncertainty |

Magnitude (dB)

| I
10 102 10°
Frequency (Hz)

(d)
T T T T T
w/ uncertainty A
= = =—w/o uncertainty
2
x
<
>
©
£
j=2)
©
E
-3 I I I I I > I i I I
A4 2 -1 08 06 04 02 0 02 04
Real Axis
Fig. 14.  Sensitivity functions’ comparison and robust stability analysis.

(a) Magnitude responses of the sensitivity functions under different conditions.
(b) Zoomed-in view of sensitivity function around disturbance frequency.
(¢) Perturbed plant dynamics. (d) Nyquist plot of L(z) = P(z)Ceq(2).

disturbance rejection performance cannot be guaranteed and
high-performance control intrinsically has to be traded off to
robust stability.

Two more simulation tests are conducted with increased
disturbance complexity. The disturbances now contain, respec-
tively, two and three frequency components in each period.
The corresponding time series of the residual errors is shown
in Fig. 15. Again, one can observe that the proposed scheme
achieves the desired disturbance rejection rapidly.

The aforementioned regulation performance transforms
analogously to tracking control with a nonzero reference. For
laser scanning in additive manufacturing, Fig. 16 shows the
rejection of two narrowband frequencies when 7 in Fig. 2
(red solid line in Fig. 16) is a periodic infill pattern
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(e.g., the WEAVE scanning [35]). It can be seen that the
disturbances are rapidly rejected similar to the regulation
performance.

Fig. 17 compares the proposed algorithm with a conven-
tional DOB [21] and presents the results of rejecting the
disturbance series described in Fig. 15(a). In the conventional
DOB, a realizable nominal plant inverse model is used to filter
the disturbance and a lattice-structure IIR filter is used to select
the disturbance rejection region. The 3-dB bandwidth of the
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Fig. 17. Comparison of FMSDOB and inverse-based DOB on rejecting

disturbance with multiple narrowband frequencies. (a) Time series of rejecting
multiple narrowband frequencies. (b) Zoomed-in view of time series between
0.099 and 0.107 s.

TABLE II

RESULTS OF DISTURBANCE REJECTION WITH FMSDOB

AND INVERSE-BAS

EDDOB

Algorithm freq. lles]12 I max| eg |
( kHz) (x107'V?)  (x107°V)

m null—[0.9, 2.0] 0.788 0.748
Q 0.9,2.0]—[1.5,2.6 3.083 1.478
a 1.5,2.6]—[0.9, 2.0 4477 1.596
E 0.9,2.0]—[2.1,3.2 3.663 1215

2.1,3.2]—[0.9,2.0 3.454 1.845
=) null—[0.9, 2.0] 2.280 1.348
= 0.9,2.0]—=[1.5,2.6 4338 2817
o 1.5,2.6]—[0.9,2.0 5.380 3.012
4 0.9,2.0]—[2.1,3.2 5.049 2.594
£ 2.1,3.2]—[0.9,2.0 5.696 3.405

bandpass filters used in these two methods is set to be the
same. It is seen that both methods achieve zero steady-state
error. However, a zoomed-in view of Fig. 17 (bottom) shows
that the average transient magnitude of the proposed scheme is
lower than that of inverse-based DOB. This is further evaluated
by computing two quantitative values: the 2-norm values of the
transient errors (denoted as ||e;||3) within the initial 15 ms after
injection of compensation signal (indicated by yellow dashed
frames in Fig. 17) and the maximum values of residual errors
(denoted as , the corresponding time windows are marked
by green dashed frames in Fig. 17). The results are presented
in Table II. The proposed algorithm yields better performance
than the conventional DOB in both transient and steady-state
responses, largely due to the inversion of the plant dynamics
at only the needed locations.
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Fig. 18.  Wideband disturbance in simulation.
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B. Wideband Disturbance

We now increase the sampling frequency of the system to
obtain
. 0.02822% 4 0.1504z + 0.1146
P(z) = 3 2
z4 —1.319023 + 0.9292% — 0.6073z — 0.0035

with T, = 2.5 x 10" s. Note that this is a nonminimum-phase
system with an unstable zero at z = —4.419.

To illustrate the performance of rejecting wideband vibra-
tions, we feed a mockup disturbance signal (see Fig. 18)
as d(k) in Fig. 2. The disturbance mockup is a scaled
version of actual acoustic vibrations in high-precision motion
systems (Fig. 4) with three wide peaks centered around
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Fig. 21.  Performance of the wideband Q-filter in the time domain.

100, 900, and 2500 Hz. The baseline sensitivity function is
capable to attenuate low-frequency disturbances. Thus, in the
Q-filter design, we only focus on the two faster disturbances
(900 and 2500 Hz). Fig. 19 shows the frequency responses of
the Q-filter and 1 — PQ. As expected, two wide attenuation
notches are located at the target frequencies in Fig. 19. The
red dashed line shows the result of applying lattice bandpass
filters for mitigating the waterbed effect at high frequencies.
The frequency-domain disturbance rejection result is shown
in Fig. 20. We can see that both the open- and closed-loop
systems reject the energy peak at 100 Hz thanks to the baseline
sensitivity function; as the disturbance frequency increases,
the baseline control becomes ineffective. On the other hand,
the proposed scheme is able to effectively attenuate the large
spectral peaks. The time series in Fig. 21 further show the
significant performance of the proposed scheme, with a 30
value of the residual position error as low as 0.38 compared
with 0.90 in the baseline system (a 57% reduction).

IX. CONCLUSION

In this article, an inverse-free FMSDOB is introduced
for disturbance rejection in nonminimum-phase systems.
By designing an FIR filter that selectively inverts the plant
dynamics locally at the needed frequency regions, the pro-
posed scheme avoids explicit inverse plant models in conven-
tional high-performance disturbance compensation schemes
and is hence particularly useful for plants containing unsta-
ble zeros or when a stable plant inversion is prohibitively
expensive over the full frequency range. We provide both
narrowband and wideband filter designs to, respectively, reject
disturbance concentrating at individual frequencies and span-
ning over wide bands. Also discussed are methods for con-
trolling the fundamental waterbed limitation. Under different
complexity levels, simulation and experimentation on a galvo
scanner platform in SLS additive manufacturing show signif-
icant performance gain for disturbance attenuation.
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