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A B S T R A C T

Introduction: Depressive disorder is one of the major public health problems among the elderly. An effective
depression risk prediction model can provide insights on the disease progression and potentially inform timely
targeted interventions. Therefore, research on predicting the onset of depressive disorder for elderly adults
considering the sequential progression patterns is critically needed.
Objective: This research aims to develop a state-of-the-art deep learning model for the individualized prediction
of depressive disorder with a 22-year longitudinal survey data among elderly people in the United States.
Methods: We obtain the 22-year longitudinal survey data from the University of Michigan Health and Retirement
Study, which consists of information on 20,000 elderly people in the United States from 1992 to 2014. To
capture temporal and high-order interactions among risk factors, the proposed deep learning model utilizes a
recurrent neural network framework with a multitask structure. The C-statistic and the mean absolute error are
used to evaluate the prediction accuracy of the proposed model and a set of baseline models.
Results: The experiments with the 22-year longitudinal survey data indicate that (a) machine learning models
can provide an accurate prediction of the onset of depressive disorder for elderly individuals; (b) the temporal
patterns of risk factors are associated with the onset of depressive disorder; and (c) the proposed multitask deep
learning model exhibits superior performance as compared with baseline models.
Conclusion: The results demonstrate the capability of deep learning-based prediction models in capturing tem-
poral and high-order interactions among risk factors, which are usually ignored by traditional regression models.
This research sheds light on the use of machine learning models to predict the onset of depressive disorder
among elderly people. Practically, the proposed methods can be implemented as a decision support system to
help clinicians make decisions and inform actionable intervention strategies for elderly people.

1. Objective

Depressive disorder (or clinical depression) is a prevalent and ser-
ious mood disorder worldwide. By 2020, depressive disorder is ex-
pected to be the second contributor to disease burden [1]. By 2030,
depressive disorder will be the leading cause of disability [2]. Among
the elderly people, depressive disorder is the most common psychiatric
disorder and it has been becoming increasingly prevalent [3]. Depres-
sive disorder also reduces an elderly person's ability to rehabilitate [4].
Accordingly, the National Institute of Mental Health considers depres-
sion in older adults as a major public health problem that accounts for
significant and growing health care expenditures [5]. In addition, de-
pression disorder is usually associated with the elevated risk of other

diseases (e.g., cardiac diseases) and mortality among the elderly [6].
Therefore, individualized early detection of depression is critical for the
mental and physical well-beings in elderly people [4]. Effective and
individualized prediction of the onset of depressive disorder can timely
inform intervention strategies to prevent depressive disorder in the el-
derly and further reduce healthcare costs.

Before a clinical diagnosis of depressive disorder can be made, el-
derly people’s pathophysiologic changes may already distinguish those
who will eventually become depressed from those who will not [4].
However, less than 10% of depressed elderly patients eventually receive
appropriate treatment [7], due to the low recognition rate of depressive
disorder of both the patients and the primary care physicians [8].
Therefore, for the sake of effective and proactive disease management,
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there is a critical need for predicting symptoms and risk of depression
for individual elderly people. However, as many risk factors for de-
pressive disorder (such as recent stressful events, early-life stressors and
social status changes) [9–12] does not exhibit observable physical
symptoms and evidence, the prediction of depression remains a chal-
lenging task [4]. In addition, capturing event sequences has been useful
in identifying the risk of certain diseases (e.g., heart failure) [13] and
may be useful in predicting the onset of depressive disorder.

This research aims (a) to explore the feasibility of predicting the onset of
depressive disorder for elderly adults by identifying critical pathophysio-
logic pathways that lead to depression from a large-scale 22-year long-
itudinal household survey data in the United States and (b) to further in-
vestigate whether capturing the temporal relations among variables can
improve the performance in predicting depressive disorder compared with
conventional methods that ignore such temporal information.

To model time-stamped pathophysiologic patterns in the survey data,
we adopt the long short-term memory (LSTM) recurrent neural network, a
popular deep learning framework for modeling event sequences. LSTM was
initially proposed as a language model to capture word sequence in text
[14]. It has been successfully applied to a wide variety of healthcare/
medical problems, such as early detection of heart failure onset [13],
identification of relations in clinical notes [15], and mining e-cigarette-re-
lated adverse events [16]. We also compared the performance of LSTMwith
that of traditional machine learning models. In doing so, we demonstrate
the advantage of such sequential models over traditional machine learning
models in the temporal prediction of depressive disorder.

2. Background and significance

Extensive works on detecting depressive disorder exist [4,10,12–14], but
most of them are either based on behavioral logs collected by pervasive
computing devices, such as smartphones and straps, or on current patho-
physiologic data. Although the studies have been successful, the predict-
ability of depression disorder has not been well examined. In addition, ex-
isting research on depression prediction has focused on predicting the
prevalence of depression for a population, and not on individual patients
[15–18]. Population-based predictions are useful for high-level decision/
policy making, such as resource allocation, budget planning, and national
campaigns. However, a population-based prediction cannot directly help the
identification of individuals who are at a high risk of becoming depressed.
Therefore, research on individualized prediction of depressive disorder is
urgently needed [4].

Moreover, temporal information, which is commonly existent in
medical and healthcare datasets, is often ignored in existing regression-
based depression prediction research [21–24]. A recent research [4]
successfully applied the LSTM model to predict severely depressed
moods (including depression) based on self-reported histories. How-
ever, this research relied on a limited set of information collected
through a smartphone application in a relatively short period of time
(three weeks). This factor caused two limitations: (a) many depression-
related risk factors, such as socioeconomic status and historical mental
health conditions, were not considered and (b) the long-term effect of
various factors were not captured.

To the best of our knowledge, no research on using long-term long-
itudinal data to predict the depressive disorder for elderly individuals is
available. Thus, the present research aims to fill this gap by developing an
individualized LSTM depression prediction model in elderly people using a
22-year longitudinal household survey data in the United States.

3. Materials and methods

3.1. Description of HRS data

The Health and Retirement Study (HRS) is a longitudinal household
survey data set for the study of retirement and health among elderly
people in the United States. HRS has 12 waves every two years from

1992 to 2014 with the exception of an extra wave in 1995. It contains
clean variables with consistent naming conventions. The survey con-
tains rich information of demographics, income, assets, health, cogni-
tion, family structure and connections, healthcare utilization and costs,
housing, job status and history, expectations, and insurance (refer to
Table 1 for samples of partial variables).

3.2. Risk for depressive disorder

HRS consists of a representative set of items from a concise version
of the commonly used Center for Epidemiologic Studies Depression
Scale (CES-D) to measure the risk for depressive disorder [33]. The CES-
D measure in HRS data ranges from 0 to 8, indicating the existence of
eight risk factors for depressive disorder. The higher the CES-D score,
the higher the risk for depressive disorder. In practice, we usually
identify people whose CES-D score is among the top 20 percentile as
those at risk for depressive disorder [34]. In the HRS data, the dis-
tribution of CES-D score (see the distribution of Wave 12 in Fig. S2(A))
indicates that the threshold for the top 20 percentile is 3. Thus, we label
the participants whose CES-D score is smaller than 3 as risk free and
others as depressed. A cutoff value of 3 has also been used in other
studies with the same CES-D scoring system (eight-item CES-D score)
[34].

3.3. Multitask LSTM model

The recent advances of deep learning techniques have introduced
new opportunities to deal with many healthcare problems that involve
complex high-dimensional clinical and behavioral data. [14–35], The
original form of deep learning is the multilayer perceptron (MLP), a
class of feedforward artificial neural network with one or more hidden
layers. However, MLP is not suitable to deal with the problems con-
sidering sequential data (such as predicting depression disorder with
longitudinal survey or clinical data), because of its inability to capture
the inter-dependency of hidden states sequentially. To capture such
sequential inter-dependency, the recurrent neural network (RNN) with
hidden long short-term memory (LSTM) units is proposed [36]. The
LSTM-based RNN model is capable of capturing the patterns of the
entire sequences of data, and has been proved to be a powerful model
for learning from sequential data [37]. Details of the mechanisms of
LSTM model are included in Supplementary Information.

We have two prediction tasks on an elderly person:

• Task 1: To predict whether he or she will become depressed in two
years.
• Task 2: To predict the actual CES-D score.

Instead of building two models to separately solve the two tasks, we
adopt the multitask learning framework in which multiple tasks are
trained together with the same model. The advantages of this frame-
work include the following: (a) the estimation of parameters is better
generalized because part of the model is shared across different tasks
and (b) the model structure is simple [38]. Fig. 1 shows the architecture
of our model. Risk factors that were used to indicate the incidence of
depression disorder by previous clinical studies [22–32] are recursively
used as the inputs for the LSTM component. They are also observed to
be statistically associated with the current stage depression conditions
of individuals in the HRS data (Table 1). The outputs of the LSTM
component are concatenated with the auxiliary non-temporal variables
(Age and Gender). The newly concatenated feature vector is then fed
into a MLP component to capture nonlinear interactions among the
features. The components up to this part are shared by Tasks 1 and 2.
Then, we feed the output of the first MLP component (shared) into two
separated MLP components. The two separated MLP components are
used to generate the prediction results for Task 1 and Task 2, respec-
tively. In order to address potential overfitting problems, we use a 0–1
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norm to normalize the value of inputs. Table S1 shows the information
regarding the parameters that we used to tune. To determine the best
model, we try all possible combinations of parameters listed in Table S1
and select the best performed ones. In this study, the parameters with
bond font in Table S1 are adopted. Although the parameters are tuned
towards experiment with 12 look-back years, we apply the tuned
parameters to experiments with varying look-back years as well.

To demonstrate the effectiveness of the proposed model, we adopt a
fully connected MLP-based neural network, the single-task LSTM, the
support vector machine (SVM), and the Dynamic Bayesian Network
(DBN) models as the baselines for Task 1. In addition, we adopt a fully
connected MLP-based neural network, the single-task LSTM, the
LASSO-based generalized linear regression, and DBN models as the
baselines for Task 2. To take time into account, in the DBN model, the
risk for the current time period is not only dependent on the current
values of the variables, but also the risk in the previous time periods.
The detailed DBN structure is presented in the Supplementary Fig. S3.
Given that other baseline models cannot model temporal data, we
concatenate time series feature values to create a single feature vector,
allowing them to learn a predictive model based on the same in-
formation.

The performance of the proposed multitask LSTM model is related
to the length of look-back years. Empirically, the mental and physical
health conditions of a person is related to the progression of his or her
conditions in the past several years [23]. However, how far into the past
we should look back is unclear. If the performance improves with more
look-back years, then the significance of the benefits with the inclusion
of more historical data needs to be investigated, because having access
to fine-grained long-term longitudinal data in practice is usually diffi-
cult. Therefore, we characterize the relationship between the prediction
performance of the multitask LSTM model and number of look-back
years included in the model.

4. Experiment results

4.1. Data preprocessing

The data in the first four waves are excluded because the values of
certain critical variables are missing. We use the data in waves 5–11 as
the training set and those in wave 12 as the test set. More specifically,
we train the parameters in the model using the data in waves 5–10
(number of look-back years is 6) to predict depression-related outcomes
(Tasks 1 and 2) in wave 11 (year of 2012). Then, we use the trained
model to predict depression-related outcomes in wave 12 (year of 2014)
using the data in waves 6–11.

As shown in Fig. S2, the distribution of CES-D score is right-skewed,
with the majority of individuals labeled as not depressed. Models trained
with such imbalanced data can be biased and inaccurate. To solve this
problem, we adopt a common under-sampling approach to randomly re-
move the data of individuals whose CES-D score is lower than 3. Eventually,
we have 50% depressed individuals in both training sets (2690 individuals)
and testing sets (2996 individuals), as shown in Table 1.

Different from traditional statistical models, which assume that
variables are independent of one another, deep learning models can
capture high-order interactions between variables and automatically
select variables during the convergence process. Thus, there is no ad-
ditional feature selection step for the proposed single-task LSTM and
multitask LSTM models. For baseline models, LASSO regression can
perform variable selection and regularization through a penalization
scheme [39]. SVM and DBN can use an exhaustive search to perform
feature selection and model regularization [40].

4.2. Model evaluation

Experimental results are shown in Fig. 2. We use the C-statistic, also
named as area under the ROC curve, to evaluate the performance inTa
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Task 1 and the mean absolute error (MAE) to evaluate the performance
in Task 2. To evaluate the confidence level of the predictions, the
Bootstrap analysis technique (with replacement) is adopted [41]. Spe-
cifically, 80% of the predicted probability values and the corresponding
labels are randomly bootstrapped. The sample size is then expanded to

the original size through randomly picking from previous bootstrapped
samples. This procedure is repeated 1000 times. We then have 1000
performance measures (C-statistic or MAE) from which we could cal-
culate the 95% confidence interval.

In general, both the proposed deep learning models and baseline

Fig. 1. The architecture of the single-task/multitask LSTM models.

Fig. 2. Prediction performance: (A) The C-statistic for Task 1 and MAE for Task 2 of each model, with the 95% confidence interval; (B) The C-statistic of the proposed
Multitask LSTM model with different lengths of look-back years; (C) The MAE of the proposed Multitask LSTM model with different lengths of look-back years.
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models can perform prediction tasks with high accuracy, with a C-sta-
tistic of over 0.81 and MAE less than 1.47 (Fig. 2(A)). This observation
indicates the feasibility of using machine learning models to predict
depressive disorder among the elderly. Thus, the predictive power of
the risk factors identified in the literature has been demonstrated.

The performance of MLP models is on par with the traditional sta-
tistical models (SVM, LASSO regression and DBN). In particular, MLP
performs better than the SVM classifier in Task 1 (higher C-statistic) but
worse than the LASSO regression in Task 2 (higher MAE). This finding
indicates that a simple MLP framework without any calibration is not
more advantageous than the traditional statistical models in these tasks,
largely due to the limited sample size in healthcare and medical re-
search. The DBN performed worse than the LSTM-based models, in-
dicating that the temporal patterns in the data are more complex than
an explicit DBN structure.

The single-task and multitask LSTMmodels outperform the MLP and
statistical models in both tasks. LSTM’s capability of modeling temporal
patterns is proven to be helpful in predicting an individual’s risk for
becoming depressed. The multitask LSTM model has the best perfor-
mance in both tasks, indicating that multitask framework can (a) sim-
plify the learning process and more importantly (b) optimize the
training of the shared LSTM layers by encoding the observed patterns in
both tasks into the same structure.

To demonstrate the predictability of the auxiliary variables, we also
performed the experiment using the Multitask LSTM model without
these auxiliary variables. The resulted C-statistic and MAE are 0.869
and 1.292, respectively, indicating that the prediction performance is
worse than the full model. From this experiment, we found that these
auxiliary variables can enhance the predictability of the model.

In reality, the occurrence of depressive disorders among the elderly
people is unbalanced. In the HRS dataset, there are 19.6% of elderly
people labeled as with the risk of depressive disorders according to the
CES-D score. This value is consistent with the overall depression rate
among the elderly people in the US (15%–17%) [42,43]. To check the
robustness of the Multitask LSTM model, we further evaluate its per-
formance on an unbalanced test set, which includes all the valid data
points in 2014: 1358 elderly people with the risk of depressive disorders
and 5573 without the risk. The C-statistic (for Task 1) and MAE (for
Task 2) are 0.869 and 1.086, respectively. The performance of the
proposed model is further evaluated using precision, recall and Mat-
thews correlation coefficient (MCC). Precision for positive/negative
samples is 0.628/0.910; recall for positive/negative samples is 0.764/
0.812. MCC is 0.696. It is worth noting that low precision and high
recall on positive samples is fine because we won’t miss many in-
dividuals at risk.

To characterize the influence of the number of look-back years
utilized for prediction, we evaluate the performance of the proposed
multitask LSTM model with multiple choices of look-back years (2, 4, 6,
8, 10, and 12 years). As shown in Fig. 2(B) and (C), as we increase the
number of look-back years, the prediction performance improves. The
improvement is greatly evident when the data in recent years are taken
into consideration. This finding demonstrates that the mental health
status of an elderly is not only related to his or her previous status, but

also many years back. In practice, the inclusion of the past six years
(three waves in the HRS data) can lead to a reasonably good prediction
performance.

The eight items of the CES-D refer to the eight dimensions of de-
pressive disorder. We conducted additional experiments to show that
the proposed multitask LSTM model can predict the onset of depressive
disorder in all dimensions. The value of the C-statistic ranges from
0.7298 to 0.8098, as presented in Table 2. Specifically, “Everything was
an effort” is the most predictable item. This finding makes a lot of sense
because the HRS data are focused on elderly people. The multi-
functional (e.g., physical, mental and social) declines and losses of the
elderly people make them highly vulnerable to such symptom of de-
pression [44]. On the other hand, “Enjoyed life” and “Restless sleep”
are relatively more difficult to predict partly because of the related
factors (i.e. genetic causes for insomnia, non-marriage related social
determinants of mental health) that are not included in the HRS data.

To inform actionable interventions and enhance mental well-being,
we further examine the significance of the predictive variables. First, all
variables are statistically significant with the current stage depression
conditions with positive odds ratios (Table S3). In terms of prediction,
CES-Dt-1, CES-Dt-2, CES-Dt-3, CES-Dt-5 and CES-Dt-4 are more predictive
than other variables in the SVMmodel, and CES-Dt-1, CES-Dt-2, CES-Dt-3,
CES-Dt-5 and Self-report healtht-1 are more predictive in the LASSO
model. No systematic way to unveil the high-order interactions within
the neural networks exists due to the complex structure of deep learning
models [45,46]. We then adopt a commonly used stepwise backward
elimination approach [47] to evaluate the predictive power of these
variables by excluding one type of variable each time. Then, we com-
pare the resulting differences in prediction accuracy. The results are
similar to the aforementioned tests for SVM and LASSO models (Table
S4 in the Supplementary materials).

5. Discussions

The proposed multitask LSTM model exhibits superior performance
in predicting the onset of depressive disorder (Task 1) and CES-D score
(Task 2). Specifically, the deep neural network framework can char-
acterize and incorporate temporal patterns and complicated high-order
interactions among variables for model prediction. In addition, the
shared LSTM layers can encode patterns observed in both tasks into the
same structure. The analysis of look-back years suggests that access to
the historical record of a patient’s health condition is crucial for pre-
dicting the onset of depressive disorder in the future. Moreover, the
improvement is evident when more recent data (within six years) are
included.

Many risk assessment systems for various diseases exist, such as the
CES-D for depression, Global Assessment of Functioning (GAF) system
for a broad set of psychiatric illnesses [48], and systems for other dis-
eases, such as Global Registry of Acute Coronary Events (GRACE)
system [49] and a series of systems for diabetes [50]. These existing risk
assessment systems are usually based on a simplified scoring function
learned from statistical models. This simplified framework is effective
in helping clinicians make decisions based on the existence of certain
risk factor(s) (i.e., a person’s risk of depressive disorder increases a
certain degree when he or she has restless sleep). However, the pro-
gression of depressive disorder (and many other diseases) is based on
the latent high-order interactions among multiple risk factors. Such
interactions are too complicated to be captured by traditional statistical
models but are essential for characterizing and predicting disease pro-
gression. Therefore, the proposed deep learning models, which have
superior predictive power, can serve as a supplementary “gatekeeper”
for clinical decision making.

In predicting the onset of depressive disorder (Task 1), we should
identify a threshold to differentiate depressed and non-depressed in-
dividuals. Ideally, we would like to have a model with good precision
(the percentage of identified depressed people who became indeed

Table 2
Predictions on each item.

Item C-statistic

Felt Depressed 0.7764
Restless sleep 0.7489
Was happy 0.7548
Felt lonely 0.7906
Felt sad 0.8011
Could not get going 0.7705
Enjoyed life 0.7298
Everything was an effort 0.8098
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depressed) as well as recall (the percentage of to-be depressed people
who are identified). However, there is always a tradeoff between pre-
cision and recall. In clinical practice, the priority is to have a high re-
call, so that we do not miss many people at risk for depression. To help
in clinical decision making, we present the precision-recall (P–R) curve
in Fig. 3. In general, the curve is rather flat so that we can increase the
recall significantly without sacrificing too much precision. For example,
the recall can be increased by 8.7% from the black dot to the red dot. In
the meanwhile, the precision only drops by 2.6%. In practice, clinicians
and other decision makers (i.e., physicians, nurses, and social workers)
can choose the appropriate threshold based on their domain knowl-
edge.

This research has two limitations. First, the HRS data do not include
information on hospital utilization and genetic information (e.g., family
history), both of which are found to be predictive for mental disorder.
Second, the HRS data are based on a cohort that is representative of the
whole population in the United States. Whether health and disease
progression patterns still hold for people living in a specific state or not
remains unclear. In our future research, we aim to address the two
limitations by (a) verifying the results in Florida through recruitment of
a local cohort and (b) further improving the prediction performance by
fusing the survey data and detailed hospitalization information from
Skilled Nursing Facilities (SNF) in Southern Florida.38

6. Conclusion

This research sheds light on using machine learning models to
predict the risk of depressive disorder among the elderly people with a
22-year longitudinal survey data. The proposed multitask LSTM model
can successfully capture high-order and temporal patterns that tradi-
tional methods ignore. The proposed methods can be helpful for
frontline clinicians, social workers, and other disease management
groups to detect potential depressive disorders among the elderly
people at their early stages, and to accordingly develop health educa-
tion, preventive interventions, and clinical care for the patients as early
as possible. The proposed deep learning methods also have the great
potential to be implemented as a decision support system to help
clinicians make clinical decisions and inform actionable intervention
strategies for the elderly people. Furthermore, the methods are generic
and can be easily applied to other risk assessment/prediction tasks for
various diseases and clinical outcomes.
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