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Transportation infrastructure, such as pavements and bridges, is critical to a nation’s economy. How-
ever, a large number of transportation infrastructure is underperforming and structurally deficient and
must be repaired or reconstructed. Maintenance of deteriorating transportation infrastructure often re-
quires multiple types/levels of actions with complex effects. Maintenance management becomes more
intriguing when considering facilities at the network level, which represents more challenges on mod-
eling interdependencies among various facilities. This research considers an integrated budget allocation
and preventive maintenance optimization problem for multi-facility deteriorating transportation infras-
tructure systems. We first develop a general integer programming formulation for this problem. In order
to solve large-scale problems, we reformulate the problem and decompose it into multiple Markov deci-
sion process models. A priority-based two-stage method is developed to find optimal maintenance deci-
sions. Computational studies are conducted to evaluate the performance of the proposed algorithms. Our
results show that the proposed algorithms are efficient and effective in finding satisfactory maintenance
decisions for multi-facility systems. We also investigate the properties of the optimal maintenance deci-
sions and make several important observations, which provide helpful decision guidance for real-world

problems.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Transportation infrastructure, such as pavements and bridges,
plays a critical role in a nation’s economy, yet a large number
of constructions are underperforming and structurally deficient,
which must be repaired or reconstructed. As reported by the Amer-
ican Society of Civil Engineers (ASCE), one of every five miles of
highway pavement is in poor conditions and the annual cost as-
sociated with the operation and maintenance of highways reaches
$72.7 billion in 2014 (ASCE, 2017). However, according to the U.S.
Department of Transportation’s fiscal year budget report, the an-
nual budget appropriated for the Federal Highway Administration
(FHWA) to maintain and improve the safety, condition, and per-
formance of the national highway system is less than $50 billion
in the past decades. The sheer deterioration of transportation in-
frastructure and the multi-billion annual investment shortfalls de-
mand an effective maintenance optimization model to ensure the
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reliability and serviceability of deteriorating transportation infras-
tructure (DTI) under limited budgets.

Maintenance management of multi-facility DTI systems is a
challenging task. First, maintenance decisions are typically made
by agencies responsible for an entire system consisting of multiple
facilities. The system-level maintenance planning is often subject
to limited budgets, leading to economic dependencies among facil-
ities. Optimal maintenance decisions at the facility-level optimiza-
tion may no longer be optimal or even feasible to the system-level
problem. Second, multiple types/levels of maintenance actions are
generally required in the maintenance operation of DTI systems.
These maintenance actions can be generally classified into two cat-
egories: corrective maintenance (CM) and preventive maintenance
(PM). CM, i.e., reconstruction, is in response to failures and restores
a facility to an as-good-as-new state. PM preventively maintains
a facility to avoid or delay failures and often includes multiple
types of treatments, which usually have complex effects, such as
instant improvement of performance index, deterioration suppres-
sion, and deterioration rate reduction (Neves & Frangopol, 2005).
For example, there exist seven major types of PM actions in pave-
ment maintenance operations: crack seal, chip seal, microsurfac-
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ing, slurry seal, fog seal, and thin hot/cold-mix overlay (Johnson,
2000). The impact of crack seal is the lowest among the seven
treatments and can only suppress the deterioration for approxi-
mately three years, while thin hot-mix overlay not only improves
the condition of pavements but also reduces the deterioration rate
for five to eight years. It is difficult to incorporate the complex
maintenance effects in maintenance optimization for multi-facility
systems.

In this paper, we develop a joint budget allocation and mainte-
nance optimization model for a DTI system consisting of hetero-
geneous facilities. Facilities can have different deterioration pro-
cesses and maintenance cost profiles. We formulate the joint op-
timization problem as a general integer programming. Exact solu-
tions to small-scale problems can be obtained using state-of-the-
art solvers. To solve large-scale problems, we reformulate the prob-
lem by modeling the maintenance optimization of each individ-
ual facility in a finite time horizon as a Markov decision process
(MDP) and optimizing the total maintenance cost of all facilities
with budget constraints. A priority-based two-stage method is de-
veloped to solve the reformulated problem. Computational studies
are conducted to assess the performance of the proposed method.
Our results show that the proposed algorithms provide optimal so-
lutions to small-scale problems considered in our computational
studies and solve large-scale problems with satisfactory solutions
(i.e., average percentage optimality gap less than 2%) efficiently. We
further investigate the properties of the optimal maintenance de-
cisions and make several important observations. The main contri-
bution of this paper is threefold.

(1) Develop a general integer programming formulation that
combines budget allocation and maintenance planning for
multi-facility DTI systems, which provides exact solutions for
small-scale problems to assess the performance of the pro-
posed heuristic solution method.

(2) Model the facility’s deterioration by a realistic deterioration
process (i.e., non-stationary, stochastic) rather than using
simplified deterioration profiles (e.g., deterministic, linear),
and consider multi-level PM with complex effects: random
condition improvement, random age reduction, and deterio-
ration rate reduction.

Develop a priority-based two-stage solution method to find

satisfactory solutions. Computational studies show that the

proposed algorithms are efficient and effective in solving
large-scale problems.

(3
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The remainder of this paper is organized as follows.
Section 2 reviews some relevant literature on maintenance
optimization models for multi-facility infrastructure systems.
Section 3 provides the model development for the joint optimiza-
tion of budget allocation and multi-facility maintenance planning.
The priority-based two-stage solution method is presented in
Section 4. In Section 5, computational studies are conducted to
evaluate the proposed method and properties of the optimal
maintenance decisions are also investigated. Finally, concluding
remarks and future extensions are outlined in Section 6.

2. Literature review

Maintenance optimization for systems with multiple subsys-
tems/components has received much attention in the past decades.
Most multi-component maintenance models consider economic
dependencies among components due to setup costs. A setup cost
is a fixed system-dependent cost due to mobilizing repair crew,
disassembling machines, and downtime loss, which is incurred
when any maintenance action is performed. Opportunistic main-
tenance (OM) is a commonly used approach for multi-component
maintenance when setup costs exist. OM typically refers to a

scheme in which PM is performed on various functioning compo-
nents at the opportunity when one or more components are cor-
rectively maintained. The simultaneous implementation of multiple
maintenance activities can reduce both system- and component-
level risks to failure, and lead to potential cost savings (Ding
& Tian, 2012; Laggoune, Chateauneuf, & Aissani, 2009). OM and
its variants (Ding & Tian, 2012; Laggoune et al., 2009; Shafiee,
Finkelstein, & Bérenguer, 2015; Tian, Jin, Wu, & Ding, 2011) have
been extensively studied. Laggoune et al. (2009) develop age-based
preventive maintenance models for individual components in a
multi-component series system. They take CM as an opportunity
to preventively replace a group of non-failed components. Ding
and Tian (2012) develop opportunistic maintenance approaches
for wind farms and propose the opportunistic maintenance poli-
cies by optimizing thresholds on components’ ages. Other multi-
component maintenance considering economic dependencies due
to setup costs can be found in Tian and Liao (2011), Bouvard, Artus,
Bérenguer, and Cocquempot (2011), and Keizer, Teunter, and Veld-
man (2016). However, limited budgets are ignored in the majority
of multi-component maintenance models.

There is a large body of literature on maintenance optimization
of infrastructure systems consisting of multiple facilities. Sathaye
and Madanat (2011) categorize multi-facility optimization ap-
proaches as either top-down or bottom-up. The fundamental idea
of the top-down approach (Golabi, Kulkarni, & Way, 1982; Kuhn &
Madanat, 2005) is to optimize multi-facility maintenance problems
from a system-level perspective. Kuhn and Madanat (2005) formu-
late the network-level infrastructure optimization problem as an
MDP with consideration of budget constraints and solve it via lin-
ear programming. They assume that facilities are homogeneous in
terms of facility deterioration and cost profiles. Therefore, facili-
ties with the same condition state have the same maintenance
decision. This assumption reduces the problem dimension, signif-
icantly simplifying the solution method. However, the top-down
approach ignores heterogeneity commonly existed among multiple
facilities.

Recently, the bottom-up approach (Durango-Cohen & Saruti-
pand, 2007; Furuya & Madanat, 2012; Ouyang, 2007; Pantelias &
Zhang, 2009; Yeo, Yoon, & Madanat, 2013) has become more preva-
lent in the literature, because it allows the incorporation of het-
erogeneity among facilities (e.g., facility-specific deterioration and
maintenance cost) into maintenance models. A commonly used
bottom-up approach proceeds as follows. The optimal maintenance
decision for each individual facility without considering their inter-
actions is first obtained. Then, the solution from the system-level
perspective is optimized based on the solutions to the facility-level
problems. Yeo et al. (2013) consider a budget allocation problem
with a finite planning horizon for heterogeneous infrastructure sys-
tems using the bottom-up approach. They first ignore the bud-
get constraint and decompose the optimization problem into in-
dividual MDPs for individual facilities, where the optimal solution
and several suboptimal solutions are obtained. They further use a
heuristic algorithm (i.e., pattern search heuristic and evolutionary
algorithm) to find the best maintenance combination from the so-
lutions obtained previously with consideration of the budget bind-
ing. Furuya and Madanat (2012) extend the maintenance model in
Yeo et al. (2013) by taking into account two additional constraints,
economies of scale and capacity constraints caused by simultane-
ous maintenance activities on adjacent facilities. Monte-Carlo sim-
ulation is used in Furuya and Madanat (2012) to obtain average
costs in a finite planning horizon. Ouyang (2007) incorporates trav-
elers’ route choices in the pavement resurfacing planning problem
with budget constraints and formulates the problem as a deter-
ministic dynamic programming with multidimensional continuous
states. To reduce computational difficulties, a parametric approx-
imation technique is applied to approximate the value functions
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and the policy iteration algorithm is used to solve the dynamic
programming in Ouyang (2007). Durango-Cohen and Sarutipand
(2007) present a quadratic programming formulation for mainte-
nance optimization of multi-facility DTI systems with economic
dependence. However, most aforementioned multi-facility mainte-
nance models use rather simplified deterioration profiles (e.g., de-
terministic, linear) to reduce modeling and computational difficul-
ties.

In addition to the interdependence among facilities, complex
maintenance effects from multiple types of maintenance actions
required for DTI systems further complicate multi-facility mainte-
nance planning. The complex effects typically include instant im-
provement of performance index, deterioration suppression, and
deterioration rate reduction during an effective period (Neves &
Frangopol, 2005). However, many studies in the existing literature
make simplified assumptions on maintenance effects (Alaswad,
Cassady, Pohl, & Li, 2017; Hu, Jiang, & Liao, 2017; Mercier & Cas-
tro, 2019; Nguyen, Dijoux, & Fouladirad, 2017; Shen, Cui, & Ma,
2019; Yang, Ye, Lee, Yang, & Peng, 2019; Zhou, Kou, Xiao, Peng, &
Alsaadi, 2020). For example, Nguyen et al. (2017) consider a virtual
age model and assume that an imperfect maintenance action re-
duces the virtual age by a proportion of the age just before the
maintenance. Mercier and Castro (2019) consider two imperfect
maintenance models for a deteriorating system. One assumes that
the imperfect maintenance reduces the deterioration of a system
accumulated from the last maintenance action by a fixed propor-
tion, and the other assumes that the age reduction caused by im-
perfect maintenance is proportional to the time elapsed since the
last maintenance activity. Zhou et al. (2020) develop a sequential
imperfect PM model for urban buses and model the effect of the
imperfect PM by a failure intensity reduction/aggravation propor-
tional to the difference of the failure intensity between the ini-
tial and latest failure observations. Only a handful of studies con-
sider complex maintenance effects in single-facility maintenance
planning problems (Neves, Frangopol, & Petcherdchoo, 2006; Neves
& Frangopol, 2005; Okasha & Frangopol, 2010; Shi, Xiang, & Jin,
2019a; Shi, Xiang, & Li, 2019b). In particular, Shi et al. (2019b) de-
velop a multi-level PM maintenance optimization model for a
single-facility system and consider three types of effects for each
level of PM: random condition improvement, deterioration rate re-
duction, and duration of the maintenance effects. Despite the sig-
nificant impacts of these complex effects on maintenance deci-
sions, limited maintenance models of multi-facility systems con-
sider different maintenance outcomes of different maintenance ac-
tions (Furuya & Madanat, 2012; Kuhn & Madanat, 2005; Medury &
Madanat, 2013; Yeo et al., 2013).

Our review shows that most existing studies on maintenance
optimization of multi-facility DTI systems either ignore the com-
plex effects of maintenance actions on DTI systems or make sim-
plified assumptions on DTI's deterioration profiles. Moreover, there
is a lack of efficient methods to solve large-scale multi-facility DTI
maintenance planning problems.

3. Model development
3.1. System description

Consider a DTI system consisting of n heterogeneous facilities
and denote the facility set by N,N = {1, 2, ..., n}. Facilities can have
different deterioration processes and maintenance costs. Since the
deterioration rate typically increases as a facility ages, we model
the deterioration process of each facility as an appropriate non-
stationary stochastic process. It is assumed that all facilities dete-
riorate independently. We discretize the continuous deterioration
level into several distinct intervals to represent different condition

states. Assume that each facility has ¢ +1 condition states, i.e.,
seW ={0,1,..., ¢}, where a larger state represents a worse yet
functioning facility condition, and states 0 and i denote the as-
good-as-new condition and the failure condition, respectively. Let
the age state be represented by 7 ¢ I' = {0, 1,..., y}. The complete
state is denoted by w = (5,7), w € =W x I', and is assumed to
be observed through periodic inspections with a fixed inspection
interval 8. The actual age of each facility is thus 7d. Given an
appropriate stochastic deterioration process, the state w forms a
discrete-time Markov chain with age-dependent transition proba-
bilities.

Upon each inspection, several actions are available for each fa-
cility. Let A denote the action space, A=1{0,1,...,[,1+ 1}, where
action 0 means do nothing, [ +1 denotes CM, and action j repre-
sents the jth level PM, j e A\{0,]+ 1}. We assume that CM is the
only action available to a failed facility and it restores the facil-
ity back to the as-good-as-new state (i.e., w = (0, 0)). Maintenance
effects of each level of PM action include the random condition
improvement and random age reduction. The reduced age conse-
quently leads to the reduction in the deterioration rate. Many stud-
ies in the civil engineering literature consider the condition im-
provement and deterioration rate reduction to be independent for
DTI systems (Neves et al., 2006; Neves & Frangopol, 2005). There-
fore, we similarly assume that the condition improvement and age
reduction are independent. A PM action with a higher level (i.e.,
larger j) means that it leads to more effective maintenance out-
comes. In this study, it is assumed that both PM and CM take neg-
ligible time. This assumption can be justified when the time re-
quired to complete a PM or CM action is relatively short compar-
ing with the operational time. Since DTI systems are typically in
service for a long time, such an assumption is appropriate.

Next, we model state transitions. For notational convenience,
we omit the index of each facility. Let ho(s’|s, T) denote the con-
dition transition probability that a facility with a current condition
state s and an age state T deteriorates to a condition state s’ with-
out maintenance intervention in one period. We assume that the
deterioration process is irreversible when no maintenance action is
performed, and thus ho(s'|s, 7) =0 if s’ <s and Y gy ho(s'ls, T) =
1. The transition probabilities under PM are more complicated. Re-
call that imperfect PM improves the facility’s condition and re-
duces its age simultaneously. Let Q; = [q;(s'|s)]; ¢y represent the
condition improvement probability matrix of the jth level PM,
where q;(s'|s) =0 if s'>s and Y gy qj(s'|s) =1, jeA\{0.]+1}.
This indicates that PM improves a facility to a condition state that
is no worse than its current condition state. Note that q;(¥|/) =
1, j e A\{0,1+ 1}, because the only action available at a failure
state is CM. Let At; denote the age reduction caused by the jth
level PM, which is assumed to be a discrete random variable with
the probability mass function gj(At;), At; € FJ,A, jeA\{0,1+1}.
We similarly assume that the actual age reduction is also a mul-
tiple of the inspection interval §. The facility’s age immediately
following the application of the jth level of PM is t]f =max{t —
Atj, 0}. The distribution of the random age reduction caused by
each level of PM can be estimated based on historical deterioration
data and maintenance data. Suppose that a non-stationary stochas-
tic process with an age-dependent parameter is chosen to describe
the facility deterioration; PM reduces the facility age by a random
amount, which is modeled by an appropriate distribution. Given
deterioration increment data and maintenance data, we can obtain
the likelihood function and estimate the distribution of the random
age reduction for each level of PM using the maximum likelihood
estimation method. Alternatively, reasonable assumptions regard-
ing the age reduction distribution can be made based on engineer-
ing domain knowledge. Since the two types of maintenance effects
are independent, the transition probability h;(s’[s, ) when the jth
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level PM is performed is given by

hj(s'ls, T) = ) g;(AT)q;(mls)ho(s'|m, 7)), (1)

meWw

where rJf =max{t — At;,0} and ZAIJ-EF.A Ysewhisls. ) =1.

Note that there may exist practical problems where the condition
improvement and age reduction are dependent, and our model can
be easily modified to accommodate that by using a joint prob-
ability matrix. It is also noted that the perfect PM is a special
case of the imperfect maintenance actions considered in this study.
Let p(w'|w, a) denote the transition probability given the complete
state w and the action a, w € 2, a € A. Based on the transition prob-
abilities hi(s'ls, T), j € A\{l + 1}, we have

ho(s'|s, T), if a=0,7"=71+1

ha(s']s, T), if aeA\{0,l+1}, 7/ =1/+1
p(e|w.a) = . !

ho(s']0,0), if a=1+1,77=1

0, otherwise.

(2)

Limited maintenance budgets are considered in the mainte-
nance planning for the multi-facility DTI system. It is assumed that
maintenance budgets are allocated at the beginning of each deci-
sion period and the remaining budget during a period can not be
rolled over to future planning periods.

3.2. Joint budget allocation and maintenance optimization model

We formulate the joint optimization of budget allocation and
maintenance planning as an integer programming. Consider a
finite planning horizon T. Maintenance decisions are made at
times in the set 7 ={0,1,...,T —1}. Let maintenance decisions
of all facilities over the decision making horizon be denoted by
X = {xz)[“ twir€Q,a €AieN,te.T}). The decision variable xfz“
represents the maintenance decision of facility i in state w;, at
epoch t, which equals 1 if maintenance action a; is performed and
0 otherwise. Since only one action is chosen for each facility in any
state at an epoch, we have Za[eszi't =1, wi;eQieNteT.
We first derive the t-step transition probability for each facil-
ity. The subscript i representing the index of each facility is
omitted for notational convenience. Let ¢¢(w¢|wg, X) denote the
t-step transition probability of a facility that transits to a state
w¢ from its initial state wq after t periods under maintenance
decisions X. The 1-step transition probability is ¢q(w1|wg,X) =
Yagen p(w1|a)0,a0)xﬁ’0°. If action j is chosen for state wy, i.e.,
x;f’o =1, we have Y, 4 p(@ilwg, ap)xg? = p(wilawo, j). Simi-
larly, we derive the 2-step transition probability ¢, (w;|wg,X) =
Yoayen Lo e Lagea(P(@1]@o, a0)Xg0) (p(w w1, ay)xg!). The
generic form of ¢¢(w¢|wg, X) is given by

G (wr|wo, X)
Zp(wl\wo.ao)xﬁ t=1
_ ageA
3> dea(@ealwo, X)plex|we, a)xgs tef2,..., T}.
a_1eAw_1€Q

> plwr|wo, ag)xg’, t=1

ape.

t-1
Z Z Z Z “*ZZHP;‘(wkHWk,ak)XZf, tef2,..., T}.

w162 W eQw1€Qa;_1€A a;eAageA k=0

We assume that the states of all facilities at epoch 0 are known,
denoted by wg = (w10.....wn0). Let O¢(X; wy) represent the ex-
pected maintenance cost incurred by all facilities as epoch t given
the initial system state wq. Based on the t-step transition probabil-
ities, we obtain 6(X; wg) as follows

0 (X; wo)
>0 cila)xg™, t=0
— ieN aeA o (4)
D3N du@iclwio. X)ci(@xg™, t e 7\{0},
ieN aeA w; e

Let b; denote the maintenance budget for period ¢, t € 7. We
model the budget constraints as 0¢(X; wg)<b:, t € 7, namely the
expected maintenance cost incurred at each epoch can not exceed
the allocated budget. Note that constraining the expected main-
tenance cost of each period does not guarantee that the budget
constraint is satisfied in all possible scenarios. However, the num-
ber of possible scenarios grows exponentially as the number of
facilities or the number of decision periods increases, and there-
fore it is computationally burdensome to find an optimal pol-
icy that satisfies the budget constraints in all scenarios. Thus, we
consider the expected maintenance cost at each period in this
study.

Let f(X; wg) represent the total expected maintenance cost of
all facilities over the finite planning horizon given that the system
is initially in state wg. A discount factor is generally needed if a
relatively long planning horizon is considered. The objective is to
minimize the total expected maintenance cost subject to budget
constraints. We formulate the problem of our interests as an inte-
ger programming. The analytical formulation is given by

(P):
min f(X; wo) = D 0Xswo)+Y | Y dir(wirlwio, X)ni(wir)

te T ieN w;re2

(5)

s.t.
oY ci(l+1), Cz)m—EQw,iEN

Mil@ir) = {o, wr e Q. ieN ®)
O0r(X;wp) <b,te7 (7)
Zx?"‘zl,wi,[eQ,ieN,teﬂ (8)
aecA
(1—x;‘jr“{)s,»_tslﬂ—l,a)i_teQ,ieN,teﬂ (9)
Xt e{0,1},wi; € QacAieNtes (10)

Eq. (5) is the objective function representing the total expected
maintenance cost of all facilities from epoch 0 to T given that the
system is initially in state wg. Eq. (6) provides the maintenance
cost of each facility in any state at the end of the planning horizon,
where €, denotes the failure state space, Qy ={(¥,7):7 e},
We assume that at the end of the planning horizon, i.e., epoch T,
if a facility is in a failure state, CM is performed. Otherwise, we do
nothing on the facility. As such, the maintenance cost of a failed fa-
cility at epoch T is CM cost and the cost of a functioning facility is
zero. Eq. (7) ensures that the expected maintenance cost incurred
at each epoch can not exceed the allocated budget. Eq. (8) guaran-
tees that only one action is performed on each facility in any state
at a decision epoch. Eq. (9) ensures the implementation of CM on
a failed facility at any epoch. Eq. (10) is the integrality constraint
for each decision variable.

The formulated P is nonlinear because of the nonlinear term
in the t-step transition probabilities (Eq. (3)). We use the stan-
dard linearization method (Rardin & Rardin, 1998) to linearize

. o . . ! ¢ o ot
P. We introduce auxiliary binary variables z ' =[];_oX, ", 2,/ €
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{0, 1}, where a' = (ap, ..., a) and ! = (wjo, ..., w;), t € 7\{0}.
The auxiliary variables are subject to the following constraints.
2 < Xa* o € Q. a e A kel0,... thte7\{0}, (11)

a

t
Zy =Y Xt —twpeaceAkef0,... t}te7\{0} (12)
k=0

The numbers of decision variables and constraints in P after lin-
earization grow exponentially as the number of planning horizon
increases. Our computational studies in Section 5 show that the
state-of-the-art solver (i.e., CPLEX) can only solve small-scale prob-
lems. Therefore, we reformulate the problem and develop efficient
algorithms to find satisfactory solutions for large-scale problems in
the next sections.

3.3. Model reformulation

We reformulate the integer programming (P) as a sum of mul-
tiple MDP models with budget constraints. Let IT denote the main-
tenance decisions of all facilities in any state over the entire
planning horizon, IT = {7;; (w;;) € A: wj; € Q\Qy,ie N, t e T}U
(it (@) =14+1:w;r € Qy.ieN,t e} We denote the total ex-
pected maintenance cost from epoch 0 to T given the initial system
state wq by g(IT; wg). Problem P is reformulated as follows.

(P"):

ming(IL; wo) = > tio(wio: D) (13)
ieN
s.t.
U ¢ (wie; IT)
(T (wir)) +
[ ‘ a)L;:EQ }, wi € ieNteT
T (@i0eA | Pi(@j i1 @i, i (@40) VUi p1 (@5 0415 TT)
ni(wir), wireRieNt=T
(14)
0[(IT; wg) < bt, t € T (15)
where
ZCi(ﬂi.o(wi,o)), t=0
0/ H; wn) = ieN
(I o) >0 bl idlwio, T (i (i), t e 7\{0},
ieN w; e
(16)
and
&/ (wiclwio, TT)
pi(wi1|wio, Tio(@i0)), t=1
=1 > du(ouloio, T)piilwi, T (@), te {2, T}.
wi,t—léQ
(17)

Eq. (13) is the objective function which is the sum of the expected
maintenance costs of all facilities in state wq in the multiple MDP
models. Eq. (14) represents the expected maintenance cost of facil-
ity i in state w;, from epoch t to T given maintenance decisions TIT.
Note that we have u; (w; ; IT) = n(w; 1) in Eq. (14), which is the
maintenance cost at the end of the planning horizon. Eq. (15) en-
sures that the expected maintenance cost incurred at each epoch
does not exceed the allocated budget.

The Lagrangian relaxation (Lu) to the reformulated model (P')
is as follows.

(Lw):

ming,, (T o) =} _ufy(wio: T = 3 puebe (18)
ieN te 7

s.t.
u,{i (wj; TT)
C,“ (i (i) + Z .
> i eQ ., weQieNteT
Tie(w0eA | Pi(@icq @i, ”x.r(wl.t))u:i“ (@i 11 D)
ni(wir), wiTeQieNt=T
(19)

where

(e (i) = (1 + po)ci(mie (@), wi € Rie Nt e 7 (20)

Eq. (18) is the objective function representing the difference be-
tween the sum of the expected penalized maintenance costs of all
facilities from epoch 0 to T and the sum of the penalized bud-
gets over the entire decision periods. Note that u is the Lagrangian
multipliers, u = (1o, ..., Mmr_1). Eq. (19) represents the expected
penalized maintenance cost of facility i in state w;, incurred from
epoch t to T under maintenance decisions I1. The penalized main-
tenance costs (i.e., c;‘ (7;+ (wi¢))) in Eq. (20) are distributed to all
facilities in any states over the entire planning periods. Given val-
ues of the Lagrangian multipliers, the Lagrangian relaxation prob-
lem can be decomposed into n individual MDP problems. We omit
the subscript i representing the index of the facility for notational
convenience. Eq. (21) shows the optimality equation with the pe-
nalized maintenance cost for each facility.

i 3 / o ,

VW (w) = T © (“>+LU/ZQP(w o, ) (@)}, weQ
€

ct(1+1) +1£(0,0), weQy.

(21)

where vf(w) represents the cost-to-go function of a facility in
state w from epoch t to T with the penalized maintenance cost
ci(a). We have Y.y v (@;0) = Yie 7 febe = ming g (TT; ap).

Each individual MDP can be solved efficiently by the value it-
eration or the policy iteration algorithm. Upon solving n MDP
problems, we obtain the optimal solution to Ly, denoted by ITj,.
The optimal value of the Lagrangian relaxation problem provides
a lower bound of the primal problem. To obtain the tightest
lower bound, we need to solve the Lagrangian dual problem:
max > oF(Lp), where F(Lp) =g, (IT},, o). An efficient solution
procedure is developed to solve the Lagrangian dual problem in
the next section.

4. Solution Procedure

In this section, we develop a priority-based two-stage method
to solve the Lagrangian dual problem. The structure of the two-
stage method is illustrated in Fig. 1. In Stage 1, given values of the
Lagrangian multipliers u, we obtain the optimal solution ITj, to
the Lagrangian relaxation problem (Lw) and a lower bound L by
solving multiple individual MDPs. If T1}, is infeasible to the pri-
mal problem (P’), we use the proposed priority-based heuristic al-
gorithm to modify the infeasible solution to a feasible one (IT).
The feasible solution provides an upper bound U. Given ITj, and
U, we use the subgradient optimization method to update the La-
grangian multipliers. The two stages are repeated iteratively un-
til the difference between the upper and lower bounds satisfies a
prespecified criterion or a predetermined maximum number of it-
erations is reached. The priority-based two-stage method proposed
in this paper is an extension of the solution approach in Ohlmann
and Bean (2009). The main difference between our method and
the one in Ohlmann and Bean (2009) is how to modify the in-
feasible solution obtained in Stage 1 into a high-quality feasible
one. Ohlmann and Bean (2009) randomly select a pair of a fa-
cility and a state, and modify the maintenance action for the se-
lected pair. The alternative maintenance action can be any action
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Stage 1: Solve Lu

Subgradient

Given pu, solve Ly,
and obtain H: and L

optimization
Adjust values of

HZ feasible to P’?

Stage 2: Priority-based
heuristic algorithm

No
ObtainH:H; U— 1 <
and U
Yes
Stop
Return II, U, L

Modify IT7,, and
obtain II and U

Fig. 1. Structure of the two-stage method.

available to that facility-state pair. Using the method in Ohlmann
and Bean (2009), it is possible that a more expensive mainte-
nance action is chosen as the alternative action, which further vi-
olates the budget constraint. In contrast to the random selection
method in Ohlmann and Bean (2009), we select a facility-state pair
based on certain priority and only consider less expensive mainte-
nance actions for the selected pair so that the maintenance cost
can be more efficiently and effectively improved to satisfy budget
constraints.

4.1. Priority-based heuristic algorithm

Based on the solution ITj, to the Lagrangian relaxation problem
in Stage 1, we seek a high-quality feasible solution to the primal

problem in Stage 2. If IT}, is feasible to P/, we have obtained the
feasible solution IT = IT},. The objective value of the primal prob-

lem g(I1, wg) is computed and an upper bound U is obtained. If
[Ty, is infeasible to P/, the question becomes how to quickly find
a good feasible solution. We propose a priority-based heuristic al-
gorithm to efficiently modify the infeasible solution into a high-
quality feasible one. We start with the decision epoch when we
have the first budget violation and modify the maintenance ac-
tions at that epoch such that the expected maintenance cost in-
curred is below the allocated budget at the current epoch. We re-
peat this procedure epoch by epoch forward in time. Suppose the
budget constraint is first violated at epoch t. Let x: denote the
set of all possible facility-state pairs for action modification under
the current solution T, x: = {(i, w;,) : ¢/, (w;(|wio. 1) > 0, ;¢ €
Q\Q,,,ieN}. Note that the t-step transition probabilities for a fa-
cility in some future states are zero because these states are not
attainable by the facility at epoch t. For example, if we do noth-
ing on a functioning facility with an initial state (s, ) at epoch 0,
the facility can not transit to a state (s, t/), t/ # 7 + 1, at epoch
1. We consider only facility-state pairs with positive t-step transi-
tion probabilities at epoch t in the set y. Facilities in failure states
are also excluded in x; since CM is the only action available to

them. Based on the current solution I1, we construct an action set
p¢ that includes the current decisions of all facility-state pairs in
the set x:, pr = {@j¢ (i) : (i, i) € xt}. We rank all facility-state
pairs based on their priorities and modify their actions one by one.
The essential task becomes how to select the facility-state pair and
determine the alternative maintenance action for the selected pair
so that the budget constraint at the current period is satisfied and
the increase in the total maintenance cost is minimized. Different
facility-state pairs may have different impacts on system opera-
tions and incur different maintenance costs. If we first change the
current action of a facility in a worse state with a less effective yet
cheaper one, the expected maintenance cost incurred in the cur-
rent period can often be reduced significantly but it is more likely
that the facility will fail soon and cause increases of maintenance
costs in future periods. On the other hand, if we replace the ac-
tion of a facility in a better state with a less expensive one first,
there is less risk for the facility to fail; however, the cost decrease
may not be sufficient to meet the budget constraint. In this paper,
we explore three priority rules, represented by Rules 1, 2, and 3,
respectively, to determine the priority of facility-state pairs.

Rule 1: facility-state pair with the lowest-level action first.
In Rule 1, we prioritize facility-state pairs based on their current
actions and rank these actions in an ascending order. A facility-
state pair requiring a low-level action implies that it has less risk
to fail. By selecting such a pair first, it is less likely that future
maintenance costs will be penalized by facility failures. If there
is a tie among multiple actions, we arbitrarily break the tie. We
now present how to determine the alternative action for a selected
facility-state pair. The alternative action is chosen such that the in-
crease of the expected penalized maintenance cost of the selected
facility is minimized. Denote the alternative action for a selected
pair (i, w;;) by ﬁif ¢ (@), which is determined as follows.

7/ (wi) =arg min

<R (i)

[k (@11 @) — k(013 i (@30)) ). (22)
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where
il (@i @) = (a) + ) pi( |, vl (). (23)

' eQ
Note that the feasible alternative actions are the ones with lower
maintenance costs comparing to the current one so that the ex-
pected maintenance cost of the current period can be decreased to
meet the budget constraint. We have v/ (w;) = mingcs k/; (;; @)
and K#t (wjy; a) is the expected penalized maintenance cost of fa-
cility i in state w;, from epoch ¢ to T if action a is performed.

Rule 2: facility-state pair with the highest-level action first.
Rule 2 ranks facility-state pairs based on their actions in a de-
scending order so that the expected maintenance cost incurred in
the current period can be effectively reduced to satisfy the budget
constraint. The tie among multiple actions is also broken arbitrar-
ily. The alternative action for a selected facility-state pair is simi-
larly determined by Eq. (22).

Rule 3: facility-state pair with the smallest increase in the
expected penalized maintenance cost first. Given the alternative
actions of all facility-state pairs at the current epoch, we first se-
lect the facility-state pair in Rule 3 such that the increase of the
expected penalized maintenance cost is minimized. Eq. (24) shows
how we choose the facility-state pair.

(i*, &j- r) = arg _min {K#[(C‘)i,t; 7 (@ir)) - Kf_ut(wi,tZ ﬁi,t(wi.t))}~

(o) exe
(24)

The alternative action 7%1.( ((@;,) for each facility-state pair in Eq.
(24) is determined using Eq. (22). We find the facility-state pair
with the first priority among those in the set x; that minimizes
the increase of the expected penalized maintenance cost. Note that
Rule 3 guarantees the smallest impact of each action modification
on the total maintenance cost.

Based on one of the three priority rules as stated previously,
we first select a facility-state pair, e.g.,, (i*, w;<), and replace its
current action 7« (i« ) with the alternative one ﬁi/*,r(wi*-t)' We

then update the action set p;, the maintenance solution I1 and
the expected maintenance cost 6/ (IT; wp). The action modification
procedure is repeated iteratively until the budget constraint of the
current period is satisfied or p; becomes empty. Algorithm 1 sum-

Algorithm 1 Priority-based heuristic.

Input: Infeasible solution ITj}, to P';

Output: Higp-quality feasible solution IT to P’ and the objective
value g(I1, wyp);

1: Initialize IT < Iy,

2. fort=0:T-1do

3: Construct p¢

4: while 6/(I1; wg) — by > 0 and pr # ¢ do
5: Select 7 ((w ) from pr based on Rule 1, 2, or 3;
6: Obtain 7/,  (wj ;) based on Eq. (22);
7: Tt (@4 ) < AL (@ );

8: Update poy;

9: Update IT;

10: Update 9{(12[; wo);

11: end while

12 if 6/ (TT; wg) — b > 0 then

13: Stop procedure: 1 is infeasible;

14: return

15: end if .

16:  Update ¢/, (@jr41lwig. I, Yoy g € 2;
172 Update 6/, (TT: wp);

18: end for

marizes the priority-based heuristic in detail.

4.2. Subgradient optimization

Subgradient optimization is a commonly used method for the
Lagrangian dual problem because of its easy implementation and
effective performance (Fisher, 1981). Given initial values of the La-
grangian multipliers ©9, a sequence of {uk} is generated by the
following rule,

e = max {0, puf + & (6 (T @) —b) }. Ve € 7, (25)

where H;‘Lk is the optimal solution to Lu* and &, is a positive

scalar step size at the kth iteration. The step size &, at each it-
eration is computed as

B o (Uk _ F(L/Lk))
- Zteg [et,(nu"; o) — bt]2

where 0 <o <2 and U* is the upper bound of P’ generated in Stage
2. Note that o is reduced if the lower bound has not been up-
dated for a certain number of iterations. The algorithm stops if the
difference between the upper bound and the lower bound satis-
fies a prespecified criterion or a maximum number of iterations is
reached. Algorithm 2 summarizes the standard subgradient opti-
mization method.

&k (26)

Algorithm 2 Subgradient method Beasley (1993).
Input: Instance of Ly and initial states wy;
Output: Lower bound L and upper bound U of P’;
1: Initialize €, o, countL, maxiter, v <~ 0, k < 0, u? < 0,Vt € 7,
L« 0,and U < oc;
2: while stopping criteria not satisfied do

3 Obtain m, and F(Luk) by solving n MDPs;

4 if F(Luk) > L then

5 L < F(Lu*);

6: V<« 0;

7: else

8 V<vV+1;

9: end if

10: if HZk is infeasible then

11: Repair I, to [1* and obtain g(f[",wo) via Algorithm 1;
12: if g(1¥. wg) < U and 6/(f1*, wg) — by < 0.Vt € 7 then
13: U < g(TT%, p);

14: end if

15: end if

16: k<~k+1;

17: Update u* based on Egs. (25) and (26);
18: if v > countL then

19: o« 0/2;

20: v <« 0;

21: end if

22: if U —L < € or k > maxiter then
23: break;

24: end if

25: end while

5. Computational studies

In this section, we first compare the computational times of
solving the reformulation model (P’) using the proposed two-stage
method with those of solving the integer programming (P) us-
ing CPLEX for small-scale problems. Next, we examine the perfor-
mance of the three priority rules in our priority-based two-stage
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\ section 1

Fig. 2. A pavement system of multiple pavement sections.

method for large-scale problems. We also investigate the proper-
ties of the optimal maintenance decisions by comparing the opti-
mal maintenance decisions with and without budget constraints.

Consider a pavement system of multiple pavement sections (il-
lustrated in Fig. 2). The state of each pavement section is inspected
at the beginning of each year, ie., § =1. We use the interna-
tional roughness index (IRI) to characterize the deterioration of
each pavement section. The IRI is reported in units of inches per
mile (in/mi), which is scaled with zero being the smoothest and
infinity being the upper limit. Pavements with the IRI greater than
170 are considered to have “unacceptable” ride quality (FHWA &
FTA, 2017). Thus we have the failure threshold of each pavement
section ¢ = 170. Since the Crack, Rut, and Ride indices are all mea-
sured on 0-10 scales, we follow the convention and discretize the
continuous IRI into 11 intervals, representing 11 condition states,
i.e, ¥ =1{0,1,...,10}. The number of age states is considered to
be 51, i.e, I'={0,1,...,50}. We model the deterioration process
of each pavement section using a non-stationary gamma process
in the computational studies, which has a property of indepen-
dent increments so that the state of each facility can be mod-
eled as a Markov chain. The gamma process has an age-dependent
shape parameter a(t) = ct? and a scale parameter 8. The transi-
tion probability without maintenance intervention hy(s'[s, ) is de-
rived from the cumulative distribution function of the gamma pro-
cess. We consider a PM strategy with three levels for the pavement
system and the action space is A = {0, 1, 2, 3, 4}. Each level of the
PM action has its own condition improvement probability matrix
Q; and age reduction set FJ.A, j=1,2,3. We assume that the ran-
dom age reduction caused by each level of PM has three possi-
ble values with equal probabilities, i.e., FJ.A = {Ar}, Arjz, Arj3} and
gj(Arj]) =gj(Arj2) =gj(Arj3) =1/3, j=1,2,3. To model the fa-
cility heterogeneity in the computational studies, we consider dif-
ferent deterioration processes, maintenance effects, and mainte-
nance costs for different pavement sections. We use o (t) = 5.62t1-5
as the shape parameter function, which is determined in Shi et al.
(2019b) using the IRI data of multiple road sections over several
years in the state of Florida (FDOT, 2015). We assume that the
time-varying shape parameter is the same for all pavement sec-
tions. Other model parameters that vary among multiple pavement
sections are summarized in Table 1, where U( -, -) and U{-, -} rep-
resent the continuous uniform distribution and the discrete uni-
form distribution, respectively. Details of the condition improve-
ment probability matrices are presented in Appendix A.1.

5.1. Performance of the proposed method on small-scale problems
We consider a two-period problem in this computational study

because the number of decision variables and the number of con-
straints in P after linearization are more than a million even for

Table 1
Parameter settings in the computational studies.

Parameter  Value

Scale parameter B U(0.2, 0.8)
Condition improvement {‘1 ki €U(1, 2}
probability matrix Q ky € U{1, 2}
Iy ks e U(1, 2}
Age reduction set rs {u(1, 2}, U{2, 4}, U{3, 6}}
ra (U{2, 4}, U(4, 8}, U{6, 12}}
ra {U{3, 6}, U{6, 12}, U{9, 18}}
Maintenance cost c(1) u(1, 2)
c(2) u(4, 8)
«(3) U(s, 16)
o(4) U(16, 32)

a two-facility system with three planning periods due to the large
state space (i.e., |2|] =561). We solve P’ with two-periods using
our priority-based two-stage method and compare the computa-
tional results with those of P solved using CPLEX. Different num-
bers of pavement sections are considered in the computational
study. Table 2 presents the results for different cases. NA is re-
ported when the computational time is longer than four hours.
From Table 2, we can see that our priority-based algorithms have
zero optimality gaps for all problem scales considered. Note that
the optimality gap is determined as the difference between the op-
timal value from CPLEX and the upper bound from our proposed
method for n<23. For n>24 when NA is reported in CPLEX, the
optimality gap is measured by the difference between the upper
and lower bounds obtained using our algorithms. We also observe
that the computational time of solving P using CPLEX increases
dramatically as the number of facilities grows, and it is beyond the
prespecificed time limit when the number of facilities is relatively
large (i.e., n>24). The computational times of our proposed algo-
rithms are significantly less than those of CPLEX.

5.2. Performance comparison of the three priority rules

We now compare the computational performance of the three
priority rules (i.e., Rules 1, 2, and 3) in the proposed priority-based
two-stage method for solving multi-period problems. We consider
two different planning horizons, Te {5, 10} and 16 different num-
bers (n) of pavement sections with the smallest one being 10 and
the largest one being 40. For each problem scale (i.e., each T and
each n), we examine ten problem instances, and obtain the average
computational time (avg.time) and the average percentage optimal-
ity gap (avg.gap), i.e., [2,11?:1 (Un = Lm)/Um]/10, where Uy, and Ly
represent the upper and lower bounds of instance m, respectively.
Table 3 summarizes the results of the three priority rules for multi-
period problems. From Table 3, we can see that the average times
of the three priority rules grow reasonably as the number of pave-
ment sections and the number of planning horizon increase. Rule
2 outperforms Rules 1 and 3 in most cases (21 out of 32 cases) in
terms of computational time. This is because Rule 2 modifies the
action of a facility-state pair with the highest-level maintenance
action first, and generally reduces the expected maintenance cost
incurred at an epoch more sufficiently than the other two rules.
Rule 3 shows advantages of obtaining smaller optimality gaps than
the other two rules, though it requires some extra computational
efforts. This is because Rule 3 guarantees the smallest impact on
the total maintenance cost so that the objective value obtained us-
ing Rule 3 is closer to the optimal objective value. We also observe
that the average percentage optimality gaps of the three priority
rules are below 2% for all problem scales considered, which indi-
cates that our proposed methods provide highly satisfactory solu-
tions to large-scale problems.

Please cite this article as: Y. Shi, Y. Xiang and H. Xiao et al., Joint optimization of budget allocation and maintenance planning of multi-
facility transportation infrastructure systems, European Journal of Operational Research, https://doi.org/10.1016/j.ejor.2020.05.050



https://doi.org/10.1016/j.ejor.2020.05.050

JID: EOR [m5G;June 20, 2020;22:13]

Y. Shi, Y. Xiang and H. Xiao et al./European Journal of Operational Research xxx (Xxxx) Xxx 9

Table 2
Computational times (in seconds), optimal values, and optimality gaps.
n solver our algorithm
Rule 1 Rule 2 Rule 3

Time  Optimal value  Time Optimality gap ~ Time  Optimality gap  Time  Optimality gap

2 27 19.8 0.8 0 0.9 0 1.0 0
3 76 35.8 4.1 0 4.1 0 39 0
4 112 51.7 3.1 0 3.1 0 3.0 0
5 238 67.7 8.7 0 8.9 0 9.1 0
6 250 83.7 4.3 0 4.4 0 4.4 0
7 522 99.7 11 0 10 0 11 0
8 2016 99.7 12 0 12 0 12 0
9 3023 1157 24 0 24 0 24 0
10 3189 129.1 17 0 17 0 17 0
11 3253 145.1 32 0 31 0 31 0
12 3750 161.1 19 0 20 0 20 0
13 5093 1771 38 0 38 0 34 0
14 6264 193.1 22 0 23 0 24 0
15 7304 209.1 43 0 43 0 41 0
16 8202 2129 38 0 38 0 39 0
17 8982 2289 63 0 66 0 65 0
18 10,530 2448 20 0 20 0 20 0
19 10,908 260.8 29 0 29 0 29 0
20 10,392 276.8 22 0 22 0 21 0
21 10,750 2928 31 0 31 0 32 0
22 11,643 2928 36 0 36 0 37 0
23 14,089 308.8 52 0 45 0 45 0
24 NA 36 0 37 0 37 0
25 NA 50 0 50 0 50 0
26 NA 39 0 39 0 41 0
27 NA 53 0 52 0 53 0
28 NA 41 0 41 0 41 0
29 NA 55 0 55 0 56 0
30 NA 55 0 55 0 54 0
Table 3

Average and maximum computational times (in seconds) of solving P using the three different
priority rules.

n T Rule 1 Rule 2 Rule 3

avg.time  avg.gap (%) avgtime  avggap (%) avgtime  avg.gap (%)

10 5 72 0.00 54 0.00 49* 0.00
10 10 107 0.00 82 0.00 81* 0.00
12 5 56 0.00 52* 0.00 61 0.00
12 10 220 0.00 207* 0.00 247 0.00
14 5 1193 0.29 1144+ 0.29 1344 0.29
14 10 3553 0.95 3439+ 0.95 4025 0.66**
16 5 184 0.00 175* 0.00 202 0.00
16 10 2562 0.65 2468 0.21 581 0.00**
18 5 1213 0.15%* 1111* 0.15** 1302 0.20
18 10 1855 0.00 1783* 0.00 2071 0.00
20 5 311 0.00 313 0.00 319 0.00
20 10  3808* 1.22 3819 1.22 3867 1.22
22 5 2402 0.87 2286* 0.87 2610 0.49**
22 10 5394 0.11%* 5219* 0.11** 6212 0.13
24 5 2162 0.45** 2033+ 0.45** 2475 0.46
24 10 3869 0.53 3593+ 0.53 4438 0.53
26 5 2277 0.50 2066* 0.50 2499 0.43**
26 10 7609 0.17** 7100 0.17** 8643 0.18
28 5 1621 0.04 1515 0.04 556* 0.00**
28 10 8488 0.44 7873* 0.44 9687 0.41**
30 5 871 0.00 597* 0.00 641 0.00
30 10 5955 0.01** 5506 0.01** 3663* 0.39
32 5 3770 0.61 3509* 0.61 4020 0.04**
32 10 4913 0.38 586* 0.00** 5331 0.00**
34 5 3874 0.17 3715 0.17 3369+ 0.01**
34 10 7551 1.17+* 7131* 1.17+* 8369 1.24
36 5 2356 0.06 2288* 0.06 2767 0.06
36 10 4806 0.05 4563* 0.05 5436 0.05
38 5 944 0.00 870* 0.00 1024 0.00
38 10 7722* 1.17** 8393 1.32 8467 1.17**
40 5 3179 0.28 3160* 0.28 3466 0.22%*
40 10 10878* 0.87 11092 0.87 11460 0.59**

Note: * represents the minimal avg.time of the three priority rules for each problem scale; **
represents the minimal avg.gap of the three priority rules when they are not the same for each
problem scale

Please cite this article as: Y. Shi, Y. Xiang and H. Xiao et al., Joint optimization of budget allocation and maintenance planning of multi-
facility transportation infrastructure systems, European Journal of Operational Research, https://doi.org/10.1016/j.ejor.2020.05.050



https://doi.org/10.1016/j.ejor.2020.05.050

JID: EOR [m5G;June 20, 2020;22:13]

10 Y. Shi, Y. Xiang and H. Xiao et al./European Journal of Operational Research xxx (xXxx) Xxx
o (a) section 6 at7=3 i (b) section 6 att =15
) “ | j!
2 2 :
s 8t 3 8t T
w wy
o =
R 2
g7} S 7
= =
Q Qo
[} (&
6 6
1 10 20 30 40 50 3 10 20 30 40 50
age state 7 age state 7
0 (c) section 10 at £ =3 o (d) section 10 at¢=5
" “ i E i
8 2 i
S8 o S8 o e -
17} ] i 1 |72}
= ! =}
=1 1 S
571 : 570
= =
o o
[} (&
6 6
1 10 20 30 40 50 2 10 20 30 40 50
age state 7 age state 7
m——— optimal threshold of the 1st level PM without budget constraints
===== optimal threshold of the 1st level PM with budget constraints
Fig. 3. Optimal PM thresholds for Sections 6 and 10 at epochs 3 and 5 (with budget violations).
(a) section 6 atr =2 0 (b) section 6 atr=4
) ) 7
[} jo]
S g S 8
w vl
= o
£ £
5 7 = 7
= =
o o
(8] &)
6 6
1 10 20 30 40 50 2 10 20 30 40 50
age state 7 age state 7
(c) section 10 at r =2 5 (d) section 10 at =4
) )
(o3 o]
S g S 8
v vl
= =
2 .2
5 7 5 7
= =
o o
(&) o
6 . : : : 6 . : : :
1 10 20 30 40 50 1 10 20 30 40 50
age state 7 age state 7

= optimal threshold of the 1st level PM without budget constraints
=== == optimal threshold of the 1st level PM with budget constraints

Fig. 4. Optimal PM thresholds for Sections 6 and 10 at epochs 2 and 4 (with no budget violations).
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5.3. Managerial insights

In this section, we investigate the properties of optimal main-
tenance decisions for multi-facility DTI systems by comparing the
optimal maintenance decisions with and without budget con-
straints. We arbitrarily choose one problem instance considered
in Section 5.2 for the analysis. This problem instance considers
the maintenance optimization of 10 pavement sections (n = 10)
over 10 planning periods (T = 10). When ignoring the budget con-
straints, the expected maintenance costs incurred at epochs 3 and
5 exceed the budgets considered in this instance. We first compare
the optimal PM thresholds when the budget violation occurs. Two
pavement sections (i.e., sections 6 and 10) are arbitrarily chosen
for illustration purposes. Fig. 3 shows the optimal PM thresholds
with and without budget constraints for the two sections at epochs
3 and 5. We also compare the optimal PM thresholds at decision
epochs immediately before the violation occurs (i.e., t =2 and 4),
as shown in Fig. 4. From Figs. 3 and 4, we make the following im-
portant observations.

Observation 1: At the decision epoch when the budget viola-
tion occurs, the optimal PM thresholds with budget constraints are
greater than or equal to their respective counterparts without con-
sidering budget constraints. For example, for age states that are
greater than 15 at epoch 5, the optimal threshold of the 1st level
PM for section 6 is s =8 or 9 with the budget constraints and is
s = 7 without the budget constraints (shown in Fig. 3(b)). A sim-
ilar result is also observed for the other eight pavement sections.
This implies that less effective but cheaper maintenance decisions
should be considered when the budget violation occurs. In addi-
tion, we can see that the monotonically non-decreasing structure
of the optimal decisions, which is typically seen in similar prob-
lem settings with no budget constraints (Shi et al., 2019a), does
not exist when budget constraints present.

Observation 2: If the budget is sufficient in the period immedi-
ately before the decision epoch when a violation occurs, the opti-
mal PM thresholds in that period can be lowered to encourage pre-
ventive maintenance actions in order to reduce the maintenance
cost to be incurred in the next period. For example, as shown in
Fig. 4 (b), when 7 = 11, the optimal threshold of the 1st level PM
for sections 6 at epoch 4 is s =7 with budget constraints and is
s = 8 without budget constraints. The maintenance decisions of the
other eight pavement sections also have a similar pattern. This im-
plies that performing more effective maintenance actions at earlier
decision epochs when budgets are sufficient can help reduce main-
tenance costs in future periods and satisfy budget constraints.

We also compare the optimal PM thresholds at the other six
epochs and find that there is no difference of the optimal PM
thresholds. Our conjecture is that the budget constraints mainly
impact the decisions at epochs when the budgets are violated and
earlier epochs close to when the violations occur.

6. Conclusion

In this paper, we consider a joint optimization problem of bud-
get allocation and multi-level preventive maintenance planning
with complex effects for deteriorating transportation infrastructure
(DTI) consisting of multiple facilities. We first formulate a gen-
eral integer programming for the joint optimization problem over
a finite planning horizon. Optimal maintenance decisions to small-
scale problems can be obtained using state-of-the-art solvers. In
order to solve large-scale problems, we further reformulate the
problem by modeling the maintenance optimization as a finite-
horizon Markov decision process (MDP) for each individual facil-
ity and optimizing the total maintenance cost of all facilities sub-
ject to budget constraints. We decompose the reformulated prob-
lem into multiple MDP models and develop an efficient priority-

based two-stage method to find high-quality solutions. The effec-
tiveness of the proposed priority-based two-stage method is eval-
uated on a pavement system with multiple sections. Our numeri-
cal results show that the proposed algorithms are efficient and ef-
fective in finding satisfactory maintenance decisions for large-scale
problems. We also investigate the properties of the optimal main-
tenance decisions and make several important observations, which
provide helpful decision guidance for real-world problems.

Because multiple facilities in a DTI system are typically sub-
ject to common environmental conditions, we will extend our
model by considering dependent facility deterioration in future
work rather than assuming that facilities degrade independently as
considered in this paper. For example, we will investigate the im-
pacts of natural disasters, such as earthquake, hurricane, Tsunami,
on the maintenance management of DTI systems. Another worthy
extension is to use the chance constraint to ensure that the prob-
ability of satisfying the budget constraint (i.e., the percentage of
scenarios that satisfy the budget constraint) is greater than a pre-
specified threshold. In addition to budget constraints, it is interest-
ing to incorporate other types of interactions among facilities, such
as traffic capacity, travelers’ route choices, in multi-facility mainte-
nance planning.
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Appendix A

Al. Condition improvement probability matrices
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