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QUASI-PERIODIC OPERATORS ON Z”
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Abstract. We establish Anderson localization for general analytic k-frequency quasi-
periodic operators on Z? for arbitrary k, d.

1 Introduction and Main Results

The theory of quasiperiodic opetarors with analytic potentials has seen dramatic
advances in the last 20 years, since the development of first non-perturbative
methods for control of the Green’s functions [Jit94, Jit99, BJ02, Bou05, BG20] that
replaced earlier perturbation of eigenfunctions techniques. The most well-developed
and remarkably rich theory concerns the case of one-dimensional one-frequency
potentials, where powerful reducibility/dynamical techniques are particularly
enhanced by the analyticity arguments. There are now non-perturbative results on
both small and high coupling sides ([Bou05, MJ17, Youl8| and references therein),
global theory [Avil5], and sharp arithmetic transitions and related universality (e.g.
[AYZ17, JL18, JL18, JZ15]). However, if one increases either the dimension of the
undelying torus (the number of frequencies) or, especially, the space dimension, the
situation becomes significantly more complicated. First, non-perturbative results
can be false [Bou05], so throwing away small measure sets of parameters where
things actually do sometimes go bad, becomes a necessity. Even more importantly,
one-dimensional (and therefore dynamical) techniques are not applicable in higher
space dimension. The first multi-dimensional localization was obtained by pertur-
bative (KAM) methods (with small measure set removal) by Chulaevsky-Dinaburg
for long-range k-frequency operators on ¢?(Z4) with cos-type potential, for k = 1
and arbitrary d [CD93|. An a.e. (but still perturbative) result for long-range op-
erators with cos potential, Diophantine frequency, k¥ = 1 and any d was recently
obtained as an application of general L? Aubry duality developed in [JK16] (see
also [GYZ19] for a further enhancement). However, those results required cos-type
potential, and moreover, neither perturbative nor Aubry duality techniques have
been made to work to prove localization in the multi-frequency case, k > 1, even
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for d = 1. Bourgain-Goldstein-Schlag developed a way to apply some of the non-
perturbative methods to the two dimensional case [BGS02], obtaining localization
at high coupling for k = d = 2. This was extended by Bourgain to arbitrary k = d
[Bou07], where he developed a new powerful scheme that allowed to circumvent the
arithmetic difficulties that restricted [BGS02] to k = d = 2. In this paper we ex-
tend Bourgain’s result to the case of general k, d (in fact, an even significantly more
general situation).
Let S be a Toeplitz (operator) matrix on ¢?(Z?) satisfying,

1S(n,n")| < e Pn=l p >0, (1.1)

where |n| := lrilzaél]ni] for n = (n1,na,...,ng) € Z%

d
Let v be a real analytic function on T, where b= >"b; (b; € N for 1 <i < d).

In this paper, we consider the following operators =
H(z) = S + \v(z + nw)dpn, n,n’ €24, (1.2)
where
T = (11, s Thy1y -y Tlds - Thyd) € T®,
Nw = (NIWIL, ..y MWk 15« -« s NdWds - - - s NdWhyd)-

ExampLE 0. Taking b; = 1,7 = 1,...,d and the nearest neighbor Laplacian S we
obtain operators considered in [Bou07].

EXAMPLE 1. d = 2, by = 2, by = 1. v is a function on T®. For x = (z1, 29, 73) and
w = (w1,w2,ws), the operator becomes

H =S+ Mv(x1 + njwi, x2 + nqwa, 3 + nows)dnn (1.3)
where n = (n1,n2).
EXAMPLE 2. b=kd,b; = k,i=1,...,d, f is a function on T*, and
V(T11y e ey Thly e v oy Tldy e -+ Tha) = f(T11 + -+ T1g, -+ s Tp1 + -+ + Tha)-
Then the operator becomes
H(z) =S+ Af(z+nA)dpn, (1.4)

where z € TF, n € Z%, and A is a d by k matrix of frequencies. This is the most
general form of a d-dimensional quasiperiodic operator with a k-dimensional phase
space. The Aubry dual family has the form

H(z) = F + \s(z + An)d,, (1.5)

where z € T4, n € Z*, and F, S are Toeplitz operators with (n,n) terms given by
the n — n’ Fourier coefficients of, correspondingly f,s. The standard Laplacian is
therefore dual to the potential given by the sum of cosines, and the dual of a general
analytic potential is a Toeplitz matrix as above.
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Remark 1. When considering families (1.4) with A restricted to a linear submanifold
of d by k matrices of frequencies, one needs to take b; equal to the number of free
variables in the ith row of A and adjust v accordingly. As such, the family considered
in [Bou07] can of course also be recast in this language: it corresponds to A restricted
to diag(wi, ..., ,wq).

We call z € T? the phase, w € T? the frequency and A > 0 the coupling. Let
2’ = (z1j,...,2p,;) € TV (1< j < d).
We assume v satisfies the following non-degeneracy condition: for any
(b, .. a0 et ety e T
the function
T% 560 — o(xt, . 207 e, ,xd)

is nonconstant.

Denote by mes the Lebesgue measure. We say operator H satisfies Anderson
localization if it has only pure point spectrum with exponentially decaying eigen-
functions.

Theorem 1.1. Let H(z) be given by (1.2) with v satisfying the non-degeneracy
condition. Then for any § > 0, there is a Ay = Ao(d,v,p,b,d) > 0 such that the
following statement holds: for any A > X\g and any x € T°, there exists Q =
Q(z, \v,d,p,b,d) C T® with mes(T® \ Q) < ¢ such that for w € Q, H(x) satisfies
Anderson localization.

Remarks. (1) In particular, this holds for all operators (1.4) with arbitrary k, d and
any non-constant analytic function f,' which is an important building block in
the proof of absolutely continuous spectrum for operators (1.5) [BJP] and was
the key initial motivation for our work.

(2) We note that our phase space dimension b satisfies b > d since b = Zgzl bi,
b; > 1. This is essential for our arguments. As shown in Example 2, general
quasiperiodic operators always have b > d. However, operators (1.2) with b < d,
for example V},, , = v(z + njw, x + now), also appear naturally, e.g. in the
study of interacting particles, and our proof does not apply in this setting.
A localization result for a model with b = 1,d = 2 was recently obtained by
Bourgain-Kachkovskiy [BK19].

L As in Remark 1, the non-degenracy condition on v leads to additional non-degeneracy conditions
on f if the number of free variables in a certain row of the submanifold is bounded by 1. In particular,
for A restricted to diag(wi,...,wq), as in [Bou07], the required non-degeneracy condition is exactly
as in [Bou07].
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(3) Previous multidimensional /multifrequency localization results [BGS02, Bou07]
were not only restricted to kK = d , but also done only for the nearest neighbor
Laplacian, i.e. S(n,n’) = 0,_p/|,1- The extension to general S as in (1.1) is
motivated by the Aubry duality purposes in [BJP]. Treating general S instead
of the standard Laplacian only adds small technical difficulties. Localization for
long-range operators (general S) was previously obtained for £ = 1 in [CD93]
and, nonperturbatively, for k = d =1 in [Bou05, BJ02].

The main scheme of our proof is definitely adapted from Bourgain [Bou07]. How-
ever, while our result is significantly more general and more technically complex, our
argument can also be viewed as both a clarification and at the same time stream-
lining of [Bou07]. Indeed, our proof, while including more detail and hopefully
increasing the readability, is only shorter than the corresponding part of Bourgain’s.
This is due to several important technical improvements that we add to Bourgain’s
scheme. One important highlight is that, in the process of deterministic multi-scale
analysis proceeding from scale N; to Ns, a chain of scales between N; and Ns has
always been used in the past work, [Bou07, BGS02]. Here, instead of gluing “good”
Green’s function at multiple scales between Ny and Ns to establish the “goodness”
of Green’s function at scale No, we find a way to directly use the “good” Green’s
function at scale N1 + subexponential bound of the norm to prove the “goodness”
of Green’s function at scale Ns.

Another issue we want to highlight is that the k¥ = d = 2 analysis of [BGS02]
required dealing with many different types of elementary regions, something that
would be prohibitively difficult to carry out in higher dimensions. In dealing with
higher dimensions in [Bou07] Bourgain significantly reduces the allowed elementary
regions. This comes at the price of some complications in dealing with the lattice
points at the boundary of the elementary regions, which Bourgain claims can be
carried out, but provides no detail. We use the same (slightly corrected) type of
restriction on the elementary regions but believe this issue is not entirely trivial and
tackling it requires a certain modification of the procedure, which we provide in full
detail.

Non-perturbative proofs of localization for d > 1 are in a sense a version of deter-
ministic multi-scale analysis. The latter is a powerful method originally developed
for random operators by Frohlich and Spencer [FS83], that crucially relied on inde-
pendence and Wegner’s Lemma that is effectively dependent on rank-one perturba-
tions. For the deterministic version, difficulties with lack of independence/rank one
perturbations are circumvented by the semi-algebraic sets considerations and sub-
harmonicity arguments [Bou05]. The non-perturbative proofs consist of two parts.
First, one needs to obtain measure and complexity estimates for phases/frequencies
with exponential off-diagonal decay and subexponential upper bounds for the matrix
elements of the Green’s function for box-restricted operators for a given energy. From
this, localization follows through elimination of energy via an argument involving
complexity bounds on semi-algebraic sets. The second part is by now rather standard
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and follows the reasonably short argument in [Bou07] essentially verbatim. In fact, it
is the first part that presents the main difficulty associated with higher dimensions.
Thus we focus only on the first, single energy, part here. This is also where the key
difficulty in extending [BGS02] and the key difference between [Bou07] and [BGS02]
lies. One needs to guarantee a sublinear upper bound on the number of times the
ergodic trajectory hits certain forbidden regions of given measure/algebraic com-
plexity, without further detail on the structure of those fordbidden regions. A key
argument in [BGS02] is a Lemma that does guarantee it for k = b = 2 under an
explicit arithmetic condition on the frequencies. Roughly, it means that too many
points on the trajectory of rotation close to an algebraic curve of a bounded degree
would force it to oscillate more than the degree allows. However, this statement is
not extendable to d > 3. In [Bou07] Bourgain instead developed a way to restrict to
suitable frequencies already for the first step, which turned out to be a very robust
approach that we also develop here. Besides the elimination of energy argument,
we do not include detailed proofs of two further statements very similar to those
in [Bou07], and with proofs presented there in a very clear way. The proofs that
are similar to Bourgain’s that we do present either have certain novelty or contain
important technical clarifications.

In Section 2 we introduce the main concepts and also list the above mentioned
results for which we do not present detailed proofs. One such concept is “property
P at scale N”—essentially, the single energy statement one wants to establish for
all large scales, that allows to streamline certain formulations. Section 3 is devoted
to the main multi-scale argument: property P at scales N, N¢ implies property P
at an interval of subexponentially large scales, Theorem 3.7. In Section 4 we take
care of the initial scale and give a very short argument to obtain the final single
energy estimate, Theorem 4.1, from Theorem 3.7. In the appendix we prove a several
variables matrix-valued Cartan estimate (Lemma 3.5 used in the proof of Theorem
3.7), that follows Bourgain’s one-variable argument in [Bou05] but also uses high-
dimensional Cartan sets estimates of [GSO08].

2 Preparations

2.1 Notation. For any z € R% and X C R4+ denote the 2-section of X by
X(z):={yeR®%: (z,9) € X}.

Let b = max; b;. Forany x € T and 1 < j < d, let T = (b, ..., 207t xd) €
Tb_bj' For x = ($1,$2,.. . 7xl)7y = (ylayza‘ . 'Jyl) € Rl? let “T - y‘ = max; |xl _yl’
For Aq, A C Z%, we introduce

diam(A) = sup |n— 7’|, dist(m,A) = inf |m — n| (m € RY),
n,n' €N neA

and dist(A1,A) = inj{ dist(n, A).
nei
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We also use || - || as #2 norm of the matrix. For convenience, in the following, we
study operator A"'H(x). We always assume \ > 1. Since the spectra of A1 H (x)
are bounded by C(S,v), we can further assume E is bounded.

2.2 Green’s functions and elementary regions. For A C Z¢, let Ry be the
restriction operator, i.e., (Ra§)(n) = &(n) for n € A, and (Rpa&)(n) = 0 for n ¢ A.
Denote by Hy = Ry HRj and the Green’s functions

GaA(E;2) = (RAW'H — E4i0)Ry) L.
We will also write Gj when there is no ambiguity. Clearly,
Gnia(x) = Ga(z + nw). (2.1)

We denote by Qn an elementary region of size N centered at 0, which is one of the
following regions,

Qn = [-N,N]*
or
QN:[—NJV]UZ\{nEZdi n; €, 1<i<d},

where for i =1,2,...,d, ; € {{n < 0},{n > 0},0} and at least two ¢; are not 0.
Denote by ER, the set of all elementary regions of size N centered at 0. Let En
be the set of all translates of elementary regions, namely,

EN = {n+ QN }nezs,0neey -
2.3 Semi-algebraic sets.

DEFINITION 2.1 (Chapter 9, [Bou05]). A set S C R" is called a semi-algebraic set
if it is a finite union of sets defined by a finite number of polynomial equalities
and inequalities. More precisely, let {Pi, ..., Ps} C R[xy,...,z,] be a family of real
polynomials whose degrees are bounded by d. A (closed) semi-algebraic set S is given
by an expression

S=J ) {z eR": Pyx)s;0}, (2.2)

Jj LeL;

where L£; C {1,...,s} and gjy € {>,<,=}. Then we say that S has degree at most
sd. In fact, the degree of S which is denoted by deg(S), means the smallest sd over
all representations as in (2.2).

In [Bou07], Bourgain proved a result for eliminating several variables.
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LEMMA 2.2 (Lemma 1.18, [Bou07]). Let S C [0,1]**" be a semi-algebraic set of
degree B and such that

mes(S(y)) <nfor Vy e [0,1]".
Then the set
(mlw"?mQT) S [07 1]d2r : ﬂ S(ml) ;éq)
1<i<2r

is semi-algebraic of degree at most B¢ and measure at most

Bcnd77‘277‘(7‘71)/2

where C' = C(d,r) > 0.

Another important fact is the following decomposition Lemma for semi-algebraic
sets in the product spaces.

LEMMA 2.3 ([Bou07, Bou05]). Let S C [0, 1]9=% %42 be a semi-algebraic set of degree
deg(S) = B and mesy(S) < n, where

1
log B < log 5, (2.3)

with

=

nd < €.
Then there is a decomposition of S as
S=85US5
such that the projection of Sy on [0,1]% has small measure
mesg, (Projjg )4, 1) < B¢,
and Sz has the transversality property
mesg, (£ N Sy) < BO@De1ni,

where L is any dy-dimensional hyperplane in [0,1]? s.t.,

Proj(e;)| <
1r§1}fg§ll| rojz(e;)| <,

where we denote by ey, ...,eq, the coordinate vectors in R,

We then have
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LEMMA 2.4. Suppose that w' € R (i = 1,2,3,...,7) and | = Y\ l;. Let S C
[0,1]" be a semi-algebraic set of degree B and such that

mes(S) < 7.
Forw = (w',...,w") €[0,1)" and n = (ny,na,...,n,) € Z", define
nw = (mw', ngw?, ... naw").

Let N1,...,N/=1 C Z" be finite sets with the following property

min |ng| > (B max \ms\)cy
1<s<r 1<s<r

where n € N, m € N*71 (2 <i < J —1), where C = C(J,1). Assume also

1
max |n|¢ < =. (2.4)
neN/-1 n

Then
mes({w € [0,1)': In® e N st (w,nWMw,... ., n" D) mod Z € S}) < B,
where

6! = min min |n|.
neN! 1<s<r
Proof. The proof follows from Lemmas 2.2 and 2.3 just as the proof of Lemma
1.20 in [Bou07] follows from the corresponding Lemma 1.18 and property (1.5) of
semi-algebraic sets in [Bou07]. 0

DEFINITION 2.5. We say (E,z) is (p, N) good, if for any Qn € EY;,

IGq, (B;2)| < eV, (2.5)
a ’ N
1Goy (B;x)(n,n')] < e P for |n —n'] > o (2.6)
DEFINITION 2.6. We say Green’s function satisfies property P with parameters
(v,p) at size N if there is a semi-algebraic set Qn = Qn(Av,p,b,d) C T® with

deg(Qv) < N* such that the following statement is true: for any w € Qy and
E € R, there exists a set Xy = Xny(\v, p,b,d,w, E) C T? such that

~

sup mes(Xy(z;)) < e N, (2.7)
1<j<d,z; €T %

and for any x not in Xy, (F,x) is (p, N) good.
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Theorem 2.7. There exist small positive constants c3 < ¢4 < 1, where c3 and ¢4
depend on b, d such that the following statements are true. Let ¢; = % and cy = c%/2.

Fix a large number N;. Let Ny = Nf/cl and Ny = N2’ Suppose the Green’s
functions satisfy property P at size N1 with parameters (c1,p), and corresponding
semi-algebraic sets Qy,. Then there exists a semi-algebraic set {23 C €y, with
deg(Q3) < Ni? and mes((Qn,\Q3) < N3~% such that, if w € Q3, then for any
FE € R and x € T, there exists N§®* < N < N§* such that, for all k € A\A, z + kw
mod Z° ¢ Xy, where

A=[-N,N]% A = [-Nwa, Nioa]?,

Proof. The proof is based on Lemmas 2.2 and 2.4. For details, we refer the reader to
the proof of the CLAIM in [Bou07, p.694]. To make it easier to check the correspond-
ing relation between Theorem 2.7 and Claim in [Bou07], we present the alignment
of our notations with these of [Bou07]. Let X (B) denote the notation X used in
[Bou07].
(1) b(B) =1 since b;(B) =1,i=1,2,...,d.
(2) ¢1 = c1(B), c2 = c2(B), ¢3 = c5(B) and ¢4 = ¢4(B). The formula before (2.8)
in [Bou07] gives the relation between c¢; and ca. The relation between ¢; and
c3 is presented at the end of Section 2 in [Bou07].

(3) Ny = Na(B), N3 = N(B) and N§* = N(B). See (2.8), (2.11) and (2.24) in
[Bou07] for the corresponding relations.
(4) Q3 = Qg (B). See (2.25) in [Bou07]. 0

3 Resolvent Identities and Cartan’s Lemma

Let Ay, Ay C Z% and A;NAg = (). Let A = AjUAs,. Suppose that Ry (A~ H (z)—E) Ry
and Ry, (A"'H(z) — E)Rp,, i = 1,2 are invertible. Then

GA = GAl + GA2 - )\_1(GA1 + GAz)(HA - HAl - HAz)GA'
If m € Ay and n € A, we have

|G a(m,n)| < |G, (m,n)|xa, () + A~
S e Gy, (my )| Ga(n, ). (3.1)

n' €Ny ,n""ENs
We remind
LEMMA 3.1 (Schur test). Suppose A = A;; is a symmetric matrix. Then

1A|| < sup Y Ay,

J

We now prove
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LEMMA 3.2. Let My > (logN)%,p € [5,p] and My < N. Suppose A C Z? is con-
nected and diam(A) < 2N + 1. Suppose that for any n € A, there exists some
W = W(n) € &y with My < M < M such that n € W C A, dist(n, A\W) > &I
and

|Gy oy (B; )| < 2¢¥, (3.2)

o, M
(Guv oy (B ), )] < 267 for | > 2. (33)
We assume further that N is large enough so that

[ee]
sup 2)\_16‘/M(2M + 1)de_%MZ(2j +1)de"5 < 2. (3.4)

Mo<M<M,

N | =

j=0
Then
IGA(B; )| < 4(2M; + )%V,

Proof. For simplicity, we drop the dependence on FE and z. Under the assumption
of (3.4), it is easy to check that for all My < M < M,

1
o\~ ! d M+L£M —Sln—na| « = .
ATH2M 4+ 1)% Y oe <3 (3.5)
TL2€A
Ine—n|>4
By (3.2) and (3.3), one has
|Gy (n,1)| < 26V MHEGM mpln=n], (3.6)
For each n € A, applying (3.1) with A; = W (n), one has
IGa(n,n')| < |Gy () xwiny () + A1
Y. el Gy (n,n)||Ga(ng, ). (3.7)
ni €W (n)
n2EA\W (n)

By (3.6) and the fact that |[W(n)| < (2M + 1)?, one has
G, 1) < |Gy (0,10 Xy (my () + 2207

X Z VMM g=pln—mle=plmi—nz |G, (ny, n/)|

nieW(n)
na€A\W(n)

< |GW(”) (n7 n/)‘XW(n) (n/) + 2)\71(2M 4 ].)de\/MJeroM

x Yo e Emliaa(ng, )|
na€A\W(n)

< |GW(") (TL, n/)‘XW(n) (nl) + 2)\71(2M 4 ].)deerTpoM
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x Y ey (ny, 0], (3.8)

no €A
[no—n|>4F

where the last inequality holds by the assumption dist(n, A\W (n)) > &L.
Summing over n’ € A in (3.8) and noticing (3.5) yields

!
suR Z |Ga(n,n')| < 2(2M; + 1)%eVMh 4 5 su% Z |Ga(no,n)]. (3.9)
nEA e m2EA e

Now the lemma follows from Lemma 3.1. O

Theorem 3.3. Assume A C Z% is connected and diam(A) < 2N + 1. Assume
diam(A;) < Nzi. Let My > (log N)2,p € 5, %p]. Suppose that for any n € A\Aj,
there exists some W = W(n) € &y with My < M < /N such that n € W,
dist(n, A\A{\W) > 2 W c A\A; and

|Gw (B )| < V™,
: ! —pln—n’| / M
Gw (E;z)(n,n)| <e for [n.—n'| > 75
Suppose that
IGA(E;2)|| < eV,

Then

o(1)

Yl — ’
kfé/2)‘n n|

_(ﬁ_

|GA(E;2)(n,n")| <e for n —n'| >

Proof. As usual, we drop the dependence on F and x. Suppose [n —n/| > N i1
Obviously, one of n and n’ is not in Ay. By the self-adjointness of Green’s functions,
we can assume n ¢ Aj.

Applying (3.1) with Ay = W = W (n), one has

Galn)| <A S e Gy (n,n)||Ganz,n). (3.10)

1 eW

It implies (since A > 1)

|Ga(n,n)] < > e PIm el Gy (n, )| G (g, )|
nlew,\nl—n|§%—1
na€A\W
+ > el Gy (n,ny)||Ga(ng, )|

ni€W,|ny —n|>2
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< Y e Mermmligy (g,

n1€W,|n1—n|§%—1
na€A\W
—p|ni—nz| ,—pn—mn /
+ E : e~Plm—nzlg=pln=mil |G\ (ny n')|
ni€W,|ny —n|>2L

naEA\W
< 3 eVMe=Pn=nzl| Gy (ng, )|

ny€W,|ny —n|<H -1
na€A\W

+ > e PInmml|Gy (g, )
n1€W,\n1—n|2%
naEA\W

(A0
(=

)In—n.|

(<)

< (2N +1)%® sup e
na€A\W

|Ga(n2,n)], (3.11)

where the third inequality holds because of p < %p and |n — ng| > %

Tterating (3.11) until [no—n’| < Nz (but at most 2“;\20"" times), we have [n—n/| >

10°

(In-n']) —(p— 2@ _ /7N%
Ga(n, )| < (2N +1) %50 Ty (TR v

28,
JLIO

)n—n'|

O

REMARK 3.4. In Lemma 3.2 and Theorem 3.3, the region A is only assumed to be
connected, and is not necessarily an elementary region.

LEMMA 3.5 (Several variables matrix-valued Cartan estimate). Let T'(x) be a self-
adjoint N x N matrix function of a parameter x € [—0,6]” (J € Z*) satisfying the
following conditions:

(i) T'(z) is real analytic in = € [0, 0]’ and has a holomorphic extension to

Dss = {$ = (T4)1<i<g € Cc’: sup |Rz;| <0, sup [Sz| < 5}
1<i<J 1<i<J

satisfying

sup ||T(x)|| < By, Bp>1. (3.12)
2€Ds 5

(ii) For all x € [~6,8]”, there is subset V C [1, N] with
Vi< M,
and

IRy vy T (@) Ry apy) " < B2y B2 > 1. (3.13)
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(iii)
mes{z € [—6,0]7 . | T ()]
> Bg} <107*77767(14+ B1) ™/ (1+ By) ™. (3.14)
Let
0<e< (14 B+ By) 1M, (3.15)

Then

log €

1 1/J
mes {x € [-6/2,6/2 : T~ (z)|| > e_l} < colelmmstim) T (3.16)
where C' = C(J, B1),c=c¢(J,B1) > 0.

Proof. The proof is similar to that of the case J = 1 in Chapter 14 of [Bou05]
(see also Remark 3 there). We use the higher dimensional Cartan sets techniques of
[GS08]. For convenience, we give the details in the Appendix. O

Theorem 3.6. Under the assumptions of Theorem 2.7, let w € QNZ_O Qn,. We
assume for some x = (xj,x;) € TP, there exist N € [;N5*,N5'] and A C A € €y

with diam(A) < 10N10: such that, for any k € A\A, there exists some k € W €
En,,W C A\A such that dist(k, A\A\W) > &1 and = + kw mod Z® ¢ Xy, . Let

2
— @'. _ j *th . - qu
Y={yeRY:|y—a!| <e " [[GA(E; (y,27))| = eV}
Then
mes(Y) < e N (3.17)

Proof. Without loss of generality, we assume j = 1. Fix 2! € T? and x| € Tb=b1,
Let D be the e neighbourhood of z! in the complex plane, ie.,

D={zeC": Q2| <e "M |Rz — 2l <e PN}

By the assumption of Theorem 3.6, one has for all k € A\A and Qy, € SR,I,

Gy, (B + kw)|| < V™, (3.18)
> / N-
|Gy, (B 7 + kw)(n,n)| < e PIn="| for In —n'| > 1—5 (3.19)

By standard perturbation arguments?, (3.18) and (3.19), we have for any y € D,
Qn, € 5]%1, and k € A\A,

Gy, (B; (2! + y,a7) + kw)|| < 2V, (3.20)

2 See e.g. the proof of Theorem 4.3.
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= !’ N
Gy, (B; (2" +y,27) + kw)(n,n)| < 277" for |n —n'| > TS (3.21)
Substituting A with A\A in Lemma 3.2, one has for any y € D,
IG A& (B (! + g, 27))]| < 2V (3.22)

We want to use Lemma 3.5. For this purpose, let
T(y) = \"'Ha((z' +y,27)) — E,J = b1,6 = e PV

Now we are in the position to check the assumptions of Lemma 3.5. Obviously,
By = O(1) since A > 1 and E is bounded.
Let V = A. By (3.22), one has

M = |A| < 30INV10 By = 2VN, (3.23)

By the fact that the Green’s functions satisfy property P and (2.7), one has that
both (2.5) and (2.6) hold at scale No for all y except a set of y € T with measure
less than e~ 2" | It implies both (2.5) and (2.6) holds at scale Ny for all z + kw with
|k| < N3 except a set of measure less than (2N3 + 1)de V2",

Applying Lemma 3.2 with My = M; = Ny and (2.1), one has

1T ()] < 42Nz + 1)%eVNe < 4e2VN = By,

except on a set of y € T with measure less than (2N3 + 1)%e=Nz"
2

Since Ny = Nfi1 , direct computation shows that
L0720 60 (14 By) ™ (1 4+ By) ™ 2 e /2,

This verifies (iii) in Lemma 3.5.
For e = ¢ VN, by (3.23), one has

€ < (1+ By + By) 1M,
By (3.16) of Lemma 3.5,

B N 1/by .
mes(Y) < Ce (ki) < o (3.24)

O

Theorem 3.7. Let c1,ca,c3,cq4, N1, No, N3, Q3 be given by Theorem 2.7, so in par-
ticular, Green’s functions satisfy property P at N1, No with parameters (c1,p). Then
forall N3 < N < Ng, Green’s functions satisfy property P at size N with parameters

(c1,p— %) and Qn = Q3 N Qyp,, where O(1) only depends on d.

1
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Proof. We fix N € [N3, N3] and Qy € EY. Let w € Qy;. B
For any n € Qu, replacing x with T+ nw in Theorem 2.7, there exits N5* < N <
N§* such that, for all k € (n + A)\(n + A), z + kw mod Zb ¢ Xy,, where

A= [_Nv N]d7A = [_NﬁaNﬁ}d’ (325)

and n + A, n + A are the shift of A and A by n.
We are going to possibly shrink the n + A a little bit so that it is in Qn. More
precisely, we claim that for any n € @, there exist

i ¢ <N < N§, (3.26)
Apew € Ex and Apew, such that
Anew €A, A C A, (3.27)
n € Apew C Qn,  dist(n, Qn\Apew) > g (3.28)
and
Diam(Apey) < 4N 704, (3.29)

Also for any k € Apew\Anew, there exists some Ex, 3 W C Apew \Apnew stch that

- N-
dist (K, Anew\Rnew \W) = - (3.30)

We split the proof into three cases.

Case 1: n+ A C Qu. In this case, let Apew = n + A and Apew = n + A. See Case
1 of Figure 1.

Case 2: (n+A) N (ZY\Qy) is non-empty and dist(n + A, dQn) > 2N;. See Case
2 of Figure 1. In this case, let Ay = 1+ A (the black square). By shrinking n + A
a little bit, we can obtain proper Apew C (n + A) N Qn satisfying (3.28). In this
case, Apew = yellow part+black part. Since dist(n + A, 9Qy) > 2N7, we can also
guarantee (3.30) holds.

Case 3: (n 4+ A) N (ZN\Qy) is non-empty and dist(n + A, 0Qy) < 2N. In this
case, making (n+ A)NQy possibly larger, we obtain Apey C Qn. We can also make
sure for any k € Qn\Ayew, there exists some W € En, C Qn\Apew

dist(k, QN \Apew \W) > % (3.31)

See Figure 2. For B, Apew = (n+A)NQy (the black part). For A and C, (n+A)NQy
is the black part, and A,ey is union of the black part and the gray part. Shrinking
n + A, we can obtain proper Ayey satisfying (3.28). For A snd C, Apew = yellow
part+ black part+gray part. For B, Anew = yellow part + black part. This implies
(3.30) by (3.31).

Fix x}. Divide T% into €2%#M cubes of size e PN,
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- Anew

Case 2

Case 1

Figure 1: Apew is far away from the boundary.

Anew Anew
A B
C
Anew

Figure 2: Case 3.

Applying Theorem 3.6 in each cube, ((3.27), (3.29) and (3.30) ensure we can use
Theorem 3.6), there exists a set Yy (z;') such that

L
3b;

mes (Y (7)) < e2bspN1 =N , (3.32)

and for z = (xj,x;) with 27 ¢ Y (),

|G

new

(B; (27, 27))]| < VN, (3.33)

Setting My = N1, A = Apew and A; = Apeyw in Theorem 3.3 ((2.5), (2.6), (3.27),
(3.29), (3.30) and (3.33) ensure we can use Theorem 3.3), we have for such z,

~ 0o o/
(P Nll/Z)‘n n’|

- N
|Ga,. (E;2)(n,n)| <e for |n —n'| > o (3.34)

new
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Let

Bn(z}) = U Y. (3.35)
IN;?<N<N;*

By (3.32), (3.35) and since ¢; = ¢3/4b, one has for any j and z; € o=,
mes(By(z;)) < e VT (3.36)
Suppose x/ ¢ Bn(z}). Applying A = Qn, My = %Ngs and M; = N3* in Lemma

3.2 since N € [N3, N3] ((3.26), (3.28), (3.33) and (3.34) ensure the assumption of
Lemma 3.2), one has

|Gon (B3 )] < 4@2NS* + 1)%eVNet < VN, (3.37)

Applying A = Qn € &Y, My = %Ngs and A; = () in Theorem 3.3, by (3.33), (3.34)
and (3.37), we have

(A 01(1)2 n—n' N
|Goy (E;x)(n,n)| <e mglnr for |n —n'| > o (3.38)
Let
b : _ 0@
Xy ={zeT:(E,z)isnot (p— 1/2,]\7) good }, Qn = Q3N 0,.
Ny
The theorem follows from (3.38), (3.37) and (3.36). 0

4 Large Deviation Theorem for Green’s Functions and Proof of
Theorem 1.1

The main result of this section is the following large deviation theorem (LDT) for
Green’s functions.

Theorem 4.1 (LDT). There exist constants v = 7(b,d) € (0,1), No = No(v, p,b,d)
and Ao = \o(v, p, b, d), such that for all N > Ny and X\ > \g, the Green’s functions
satisfy property P with parameters (v,5) at size N, and the corresponding semi-
algebraic set Q0 satisfying

mes(Tb\ NN>N, On) — 0,
as A — oo.

Compactness arguments and Theorem 8 in [PSS99] immediately imply
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LEMMA 4.2 (Lojasiewicz type Lemma). For E € R, > 0, define
X:={zeT’: |v(z) - E| <d}
Then there are constants C(v),a(v) > 0 such that

sup mes(X (z;)) < C(v)5%W), (4.1)

1<j<d,@; €T %

Theorem 4.3. Let X be as in Lemma 4.2 and

Xy = U {m: x4+ nw modeeX}. (4.2)
In|<N
Then we have
sup mes(Xy(z})) < C(v)(2N +1)%5°). (4.3)

1<j<d,z; €T %
Moreover, if
A> 201 (2N + 1), (4.4)
then for any = ¢ Xy, w € T, we have for Qn € 2,

(e (Bl < 20 (4.5)
Ga, (B;2)(n,n')| < 26~ el

Proof. The bound (4.3) follows from Lemma 4.2 immediately.

Let # ¢ Xy and fix Qn € Y. Let A= A"'Rg, SR, with the kinetic term S
being given by (1.1). Let B be diagonal part of the restriction of \™'H — E on Qy,
namely,

B = Rg, (v(z 4+ nw)0nn — Edpn )Rq, -
By (4.2), one has

min |v(z 4+ nw) — E| > 4.
neQn

It leads to
1B <57, (4.7)

Since |S(n,n’)| < e P"=™I for all n,n/, by Lemma 3.1 again, one has for N >
N(p,d),

A <A sup > e < AT 2N +1)7 (4.8)
nEQN n/EQN
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By (4.4),

1
|AB~) < .
2

Combining with (4.7) and (4.8), we have the following Neumann series expansion

Go, =B ') (-AB7')". (4.9)
s>0

Thus one has

1 -1
<25 .
1—HAB*H_25 (4.10)

IGoull < 1B~
It implies (4.5). In particular, (4.6) is also true for n = n'.
For n # n/, by (1.1), (4.9) and the fact that B is diagonal, we have

G (n, ) < [BTH| 3 Ams6—sempinhalplb—hl—fhea |

s>1
k<N

<o le PN 2N 4 1)
s>1
< 25—16—P|n—”'\,

where the last inequality holds by (4.4). 0

Proof of Theorem 4.1. Denote the relation between Ny and N3 in Theorem 2.7 by f,
ie., f(z) = e*". Let Nog = Ny(v, p,b,d) be sufficiently large. Denote by f(™(z) the
nth iteration of f, namely, f((x) = f(f(f(---x---))). Let g(z) = f?(z). Clearly,
g(z) > f(x + 1) for large x.

By letting § = %e‘Nl/Q and Theorem 4.3, since ¢; < 1/2, the Green’s functions
satisfy property P with parameters (01,4—5") for Ny < N < N and Qy = T? if
A > 4eN (2N + 1)4.

Theorem 3.7 allows us to proceed from scales N, N % to scales [f(N),g(N)].
Since we want to cover all scales, our initial step will consist of property P at the
interval of scales [N, f(IN1)]. For this reason, we need to take N7 = loglog A.

Initial step: For large A, the Green’s functions satisfy property P with parameters
(c1,po) for all Ny < N < g(loglog \) and Qy = T, where py = 2.

Let

dp < o(1)
=2 , . 411
P 5 ; f9(loglog \)1/2 (411)
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Applying Theorem 3.7 to N1 = loglog A, loglog A+1,loglog A+2, ..., f(loglog A),
the Green’s functions satisfy property P with parameters (¢1, p1) for all g(log log\) <
N < g(f(loglog A)) since g(x) > f(x + 1). Moreover,

f(loglog A) f(loglog A)

1
mes ﬂ Oy | >1-— z
N=loglog A N= loglog)\f( )
f(loglog A) 1
>1- ) 5 (4.12)
N=loglog A

Applying Theorem 3.7 to N1 = f(loglog A), f(loglog \) + 1, f(loglog A\) + 2, ...,
@ (loglog \), the Green’s functions satisfy property P with parameters (c1, pz) for
all g(f(loglog\)) < N < g(f® (loglog \)). Moreover,
f® (loglog \) f® (loglog \) 1
mes ﬂ On | >1-— Z N5
N=f(loglog \)+1 N=f(loglog \)+1

By induction, we have the Green’s functions satisfy property P with parameters
(c1,p;i) for g(f0=D(loglog\)) < N < g(f@(loglog\)), i = 1,2,.... Moreover,

F@ (loglog ) F@ (loglog \) 1
mes N Oy | >1- > 5 (4.13)
N=fG-D(loglog \)+1 N=f(-D(loglog A\)+1
Now Theorem 4.1 follows from (4.11) and (4.13). 0

Proof of Theorem 1.1. With Theorem 4.1 at hand, the proof Theorem 1.1 is rather
standard. We refer the readers to [Bou05, Section 3] or [BGS02, Section 6] for details.
O
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Appendix A

In the following, we will prove the several variables matrix-valued Cartan estimate,
i.e., Lemma 3.5. The proof is similar to that in [Bou05, Bou02]. Before going to
the details, we recall some useful lemmas. The first result is the standard Schur’s
complement theorem. For convenience, we include a proof here.
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LEMMA A.1. Let T be the matrix

T T
T=( i),
where 1Y is an invertible n X n matrix , T5 is an n X k matrix and T3 is a k X k
matrix. Let

S =Ty —TST ' T
Then T is invertible if and only if S is invertible, and
ISTH < IT7HE < C+ T DA+ 157D, (A1)
where C' depends only on ||T3]|.

Proof. 1t is easy to check that

(ThTy\ I 0 ITs 7,0
= (5) = (an 1) 0%) (57) 2

It implies T is invertible if and only if S is invertible and also the second inequality
of (A.1). By (A.2), one has

P (0 () ()
“\ 01 09 T T
(TR0 (T -TpS7! I 0
() 675 ) ()
_ *x Kk
-(1sh)

implying the first inequality of (A.1). O

We then introduce the higher dimensional Cartan sets Lemma of Goldstein-Schlag
[GS08]. We denote by D(z,r) the standard disk on C of center z and radius r > 0.

LEMMA A.2. [GS08, Lemma 2.15] Let f(z1,...,2s) be an analytic function defined

in a ploydisk P = [[ D(zio,1/2) and ¢ = log|f|. Let sup ¢(z) < M, m < ¢(z),
1<i<J 2€EP
2o = (21,0,-..,270). Given F' > 1, there exists a set B C P such that

$(z) > M = C(J)F(M —m), for ¥V z€ [[ D(zi0,1/4)\ B, (A.3)
1<i<J

and

mes(BNRY) < C(J)e_Fl/J. (A4)
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Proof of Lemma 3.5. The proof is similar to that of Proposition 14.1 in [Bou05] in
case J = 1 and Lemma 1.43 in [Bou02] without explicit bounds. In the following
proof, C' = C(By,J) and ¢ = ¢(By, J).

Let
p=10"27"1(1 4 By)"'(1 + By) .
Fix
z0 € [—6/2,6/2)”
and consider T'(z) with |z — z¢| = liug |zi — 04| < p. Thanks to Cauchy’s estimate
_Z_
and (3.12), one obtains for |z — z¢| < p,
4B
l0:T()| < =5+ i=12....7
which implies
4JB
I7(:) = Do) < =*F < 257" (1+ B) .

From the assumption (ii) of Lemma 3.5, we can find V' = V(zg) so that |[V| < M
and (3.13) is satisfied. Denote by V¢ = [1, N]\ V. Thus using the standard Neumann
series argument and (3.13), one has

[(Ry-T(2)Ry<) || < 2B, for |z — x| < p. (A.5)
We define for |z — xg| < p the analytic self-adjoint function
S(z) = RyT(z)Ry — RyT(z)Ry<(Ry-T(z)Ry-) ' Ry-T(2)Ry. (A.6)
Then by (A.5) and (A.6), we have
1S(2)|| < 3BiBs. (A.7)
Recalling Lemma A.1, if S(z) is invertible, so is T'(z) and by (A.1),
IS7H) < CIT™H(2)|| < CB3 (1 + ST ()] (A.8)
For z € R’, one has

1S@)|[M > |det S(2)| =[] A= l15 @), (A.9)
Aea(S(x))

By (A.7), one has

I8 ()M
| det S(z)]

3B%By)M
det S(z)|"

15~1()] < < <, (A.10)
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Let
¢(z) = log | det S(zo + pz)], |2[ <1.
Then by (A.9) and (A.7),

sup ¢(z) < CM log Bs. (A.11)
|z]<1

By (3.14) and the definition of u, there is some x1 with |z¢g — 21| < /10 such that
|7~ (z1)|] < Bs. (A.12)

Hence by (A.8), |S~™!(x1)|| < CBs, and from (A.9),

¢(a) > —CM log Bs, (A.13)
where a = #7250 |a| < 1/10. Let

P= ][] Dlai,1/2).

1<i<J

Then one has

sup ¢(z) < CM log B, ¢(a) > —C'M log Bs.
z€P

Applying Lemma A.2 and recalling (A.3), (A.4), for any F' > 1, there is some set
Bc ]I D(as;1/4) with

1<i<J
¢(z) = —~CFMlog(By + Bs) for z € [[ D(ai,1/4)\ B, (A.14)
1<i<J
and
mes(BNR7) < ce . (A.15)

For 0 <e <1, let

o —cloge
"~ Mlog(Bg + Bs)

Then by (A.14) and (A.15),
mes {z € R’ : |z — 1| < p/4 and | det S(z)| < €}
= p/mes {z e R’ : |z —al < 1/4 and ¢(z) < log e}
< Cu‘]e_Fl/J.
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Since |zg — x1| < p/10, we have

loge 1 1/J
mes {z € B : o — wo| < 1/8 and | det(S())| < ¢} < Cp’ e mctizmn)

(A.16)

Recalling (A.8), (A.10) and (3.15), one has for |z — x| < /8 and |det S(x)| > e,
1T~ (2)]| < C(1+ B3)(1+€¢ (3B B2)") < Ce 2. (A.17)
Covering [—3, §]7 by cubes of side x/4, and combining (A.16) and (A.17), one has

_ ( loge 1 )l/J
mes {x € [-6/2,8/2) : |T7 (z)| > 6—2} < 067 \ihostizig)) 0
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