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Abstract

The quantum mechanical treatment of both electrons and nuclei is crucial in nona-
diabatic dynamical processes such as proton-coupled electron transfer. The nuclear
electronic orbital (NEO) method provides an elegant framework for including nuclear
quantum effects beyond the Born-Oppenheimer approximation. To enable the study
of nonequilibrium properties, we derive and implement a real-time NEO (RT-NEO)
approach based on time-dependent Hatree-Fock or density functional theory, in which
both the electronic and nuclear degrees of freedom are propagated in a time-dependent
variational framework. Nuclear and electronic spectral features can be resolved from
the time-dependent dipole moment computed using the RT-NEO method. The test
cases show the dynamical interplay between the quantum nuclei and the electrons
through vibronic coupling. Moreover, vibrational excitation in the RT-NEO approach
is demonstrated by applying a resonant driving field, and electronic excitation is demon-
strated by simulating excited state intramolecular proton transfer. This work shows
that the RT-NEO approach is a promising tool to study nonadiabatic quantum dynam-
ical processes within a time-dependent variational description for the coupled electronic

and nuclear degrees of freedom.
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First-principles simulation of the time evolution of a quantum system is a powerful tool
to probe the underlying physical principles of ultrafast, nonequilibrium, and nonadiabatic
chemical processes with spatial and temporal resolution unparalleled by most experiments.
The exact non-relativistic quantum dynamics formally mandates treatment in the frame-
work of the full time-dependent Schrédinger equation for the entire (electronic plus nuclear)
system. This treatment represents a computationally prohibitive prospect for all but the
smallest of molecules with a few active electrons.

Various approximations based on the nature of the chemical system of interest have been
introduced with the aim of achieving reliable results at lower computational cost. The exist-
ing approaches for quantum dynamics rely heavily on semi-classical approximations, in which
nuclei are treated as classical particles and/or electronic degrees of freedom are represented

by a relatively small number of electronic potential energy surfaces. These methods include

11 12-15

Ehrenfest dynamics,'® surface hopping,” ! ab initio multiple spawning, multiconfigu-

rational time-dependent Hartree (MCTDH),!:1" and Gaussian wave packet dynamics. %19
However, without treating nuclei fully quantum mechanically, effects such as quantized vi-
brational states, vibronic coupling, and nuclear tunneling would be difficult to describe, if
not impossible. On the other hand, quantum dynamics of electronic degrees of freedom is

needed when a molecular reaction is subject to a strong field perturbation or in the strong
nonadiabatic regime where electronic adiabatic potential energy surfaces are no longer well-
defined.

This Letter aims to introduce a full quantum description of coupled nuclear-electronic
dynamics that follows the time-dependent variational principle and treats both electronic
and specified nuclear degrees of freedom on equal footing. Such a computational framework

will allow for quantum dynamical studies of proton-coupled electron transfer,?>:?! thermally

22,23 24,25

activated singlet fission, and quantum decoherence. Obtaining fundamental knowl-

edge of these processes could potentially aid the development of artificial photosynthesis, 26

light-harvesting materials,?” and scalable quantum computers. 28



A promising and computationally tractable approach is based on the multicomponent
nuclear-electronic orbital (NEO) framework, which treats specified nuclei quantum mechani-
cally on the same level as the electrons with molecular orbital techniques.?*32 The NEO ap-
proach has been implemented in conjunction with methods widely used in electronic structure
theory, such as Hartree-Fock (HF),?? density functional theory (DFT),323 perturbation the-

36,37 and multi-reference methods?® to study coupled nuclear-electronic

ory,3® coupled-cluster,
quantum effects in both ground and excited states.

Quantum mechanical solutions based on the time-independent Schrodinger equation
within the NEO framework have been successfully applied to study proton delocalization
in the ground state wavefunctions of small molecules.??3336 Recently, the NEO approach
has been extended to investigate both electronic and proton vibrational excited states with
the linear response® and equation-of-motion3” formalisms. While these methodological ad-
vances can provide stationary characteristics of combined electronic and protonic quantum
mechanical systems, studies of nonequilibrium nonadiabatic processes require the solution
of the time-dependent Schrodinger equation.

The dynamics of electrons and protons are determined by the time-dependent Schrodinger
equation,

0
iho Uneo (%, @75 t) = H(2°, x®; ) Unpo (x°, 2%;¢) (1)

in which x°¢ and «P are the coordinates including both spatial and spin degrees of freedom
for electrons and protons, respectively. For single-determinant methods, e.g., HF and DFT,

the wavefunction assumes the form of the following ansatz,
Unpo(x°, 2P 1) = O°(2°; 1) PP (xP; 1) (2)

in which ®° and ®P are single Slater determinants for the electrons and protons.
By taking advantage of the product separable form of the wavefunction ansatz, Eq. (1)

can be written as two coupled differential equations that describe the motions of the electrons



and protons:

0

ihsCo(t) = Fo()C(t)
o (3)
ih CP(t) = F(1)C" (1)

where C*(t) and CP(t) are the time-dependent orbital coefficients for the electrons and
protons, respectively. P is the one-particle density matrix and F' is the Fock/Kohn-Sham
matrix, both in the orthonormal atomic orbital basis. Note that we will use primed notations
(e.g., F' and P') for quantities in the non-orthogonal atomic orbital basis. In this work, the
orthonormal basis is obtained with the Lowdin orthogonalization scheme.??

The Fock/Kohn-Sham matrices can be split into single- and multi-component contribu-

tions,

Fe(t) = H*®(t, P°(t)) + H®(P°(t), P"(t))

FP(t) = HP?(t, PP(t)) + H*(PP(t), P°(t))
The single-component contributions to the Fock/Kohn-Sham matrices are

H*(t, P*(t)) = Heoe + J(PA(1)) + CK(P°(1)) + (1 = Q V. (P(1)) + V5, (1)

core

(5)
H™(t, P°(t)) = Hy,. + J™(PP(t)) + CK*(PP(t)) + (1 = QVR(PP(t) + V(1)

core

in which H,. is the core Hamiltonian that includes the kinetic energy and the interaction
with the classical nuclei. J¢®P) and K°®P) are the Coulomb and HF exchange matrices,
respectively, between electrons (protons). V¢ and V2 are the electron-electron and proton-
proton exchange-correlation potentials. ( is a parameter that converts the Fock matrix
between HF (( = 1) and DFT (¢ = 0), and V,,(t) is the time-dependent external potential

such as an electric field. The multi-component contributions to the Fock matrices are given



H™(Pe(t), P*(1)) = =J®(P*(1), PP(t)) + (1 = QVP(P(1), PP(t)) ©)
HP(PP(t), PA(t)) = —=J™(P?(t), P*(1)) + (1 = OV (PP(1), P*(1))

where J(JP¢) is the classical Coulomb interaction between electrons and protons, and
VP(VPe) is the electron-proton correlation potential. Note that the terms J(JP¢) and
VP(VPe) explicitly depend on both the time-dependent electronic and the protonic densities,
and therefore these multi-component contributions introduce strong coupling and vibronic
effects.

By multiplying C®'(¢) (CP'(¢)) to the right of the upper (lower) equations in Eq. (3),

and subtracting its adjoint, we arrive at the multicomponent Von Neumann’s equation,

O PE(1) = [F(1, P(1), PP(1), P*(1) .
S PR(t) = [FP(1, PP(1), (1)), PP(1)

It is important to note that the differential equations for the electron and proton density
matrices do not evolve independently and are coupled together. The electron density ma-
trix contributes to the proton Fock matrix through the electron-proton Coulomb potential
and the electron-proton correlation potential in NEO-DFT, and the proton density matrix
contributes to the electron Fock matrix through these same terms. Therefore, these two equa-
tions need to be solved simultaneously. In this work, Eq. (7) is propagated in tandem with
the modified midpoint unitary transformation (MMUT) algorithm (see the SI for more infor-
mation), %! giving rise to the real-time time-dependent NEO formalism (RT-NEO-TDHF
and RT-NEO-TDDFT).

The electric-dipole approximation in length gauge to the field-matter operator is invoked
to simulate an external electric field. Given the time-dependent electronic and protonic

one-particle densities, the time-dependent electronic and nuclear dipole moments can be



computed as

/

DE(t) = Te[P(t) - d] (8)
DE(t) = Te[PP(t) - dP] (9)

where v € {z,y,2} and di%), = (ue®|r |ve®)). Electronic (protonic) basis functions are
denoted as £°®). The absorption cross section is computed as o(w) o< w Y iy 2 Im[D;(w)], in
which D;(w) is the Fourier transform of the time-dependent electron/proton dipole moment.

The RT-NEO-TDHF and RT-NEO-TDDFT algorithms and quantum dynamics are im-
plemented in the Chronus Quantum open source package.*? LR-NEO-TDHF and LR-NEO-
TDDFT calculations were performed with a developer’s version of Q-Chem,*?® which will be
available in the Q-Chem 5.3 release. The B3LYP#+ 46 functional was used in the DFT cal-
culations, and the epcl7-2 functional® was used to include the electron-proton correlation
effects (see SI for additional computational details).

We first apply the RT-NEO-TDHF and RT-NEO-TDDFT methods to predict molecular
spectra. The two test systems we choose are the FHF~ and HCN molecules. In these bench-
mark tests, only protons in addition to electrons are treated quantum mechanically, while
the rest of the nuclei are frozen. Three quantum dynamical simulations were carried out,
starting from the converged ground state NEO-HF or NEO-DFT wavefunction perturbed
with three delta electric fields at ¢ = 0 for the duration of one time-step with amplitude 1
mHartree/ A, polarized in the x, y, and z directions.

The time-evolutions of the electronic and protonic dipole moments of FHF ™~ obtained with
the RT-NEO-TDDFT approach are plotted in Fig. 1. Both the electronic and the protonic
dipole moments can be seen to oscillate around their equilibrium values. As protons are
much heavier than electrons, the protonic vibrational frequency is much lower than that of
the electrons. A closer look reveals that the proton dipole moment contains high-frequency

components modulated by the oscillations of the electronic dipole moment, as shown in the
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Figure 1: Electron and proton dipole moment evolution of RT-NEO-TDDFT for FHF~ for
time from 0~14 fs(A) and 1.9~3 fs(B). Dipole moments are scaled by 10000 and 100 for
protons and electrons respectively.

bottom part of Fig. 1. These observations show direct evidence that the proton density
responds to the change in electron density due to vibronic coupling.

The time evolutions of the total dipole moments of the HCN molecule predicted by the
RT-NEO-TDDFT and RT-TDDFT 34" methods are compared in Fig. 2. It is worth noting
that since the proton dipole fluctuations are much smaller than those of the electrons, the
total dipole moment is dominated by the electronic component. In the short-time regime,
the inclusion of proton motion does not change the dynamics of the total dipole moment
significantly because the proton density change is negligible at short times. However, at
longer propagation times, the total dipole moment obtained with RT-NEO-TDDFT yields
noticeable differences compared to that from RT-TDDFT with a frozen proton, both in terms
of frequencies and intensities. This again is due to the presence of electron-proton vibronic
coupling.

The time-dependent protonic dipole moment gives rise to vibrational signatures asso-
ciated with the protonic degrees of freedom. The predicted proton vibrational spectra are
plotted in Fig. 3 for HCN and FHF~. For linear molecules such as HCN and FHF ™, there are
four vibrational modes in total, but only three modes are active when the heavy nuclei are

fixed. Furthermore, two among the three visible modes are degenerate, leading to only two
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Figure 2: Comparison of the total dipole moment evolution between RT-NEO-TDDFT and
RT-TDDFT for HCN molecule for short time duration (A) and long time duration (B).
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Figure 3: Calculated vibrational spectra of HCN (Top) and FHF~ (Bottom) with RT-
NEO-TDHF and RT-NEO-TDDFT .

distinct peaks in the spectrum. The peak positioned at higher energy arises from the stretch-
ing motion of the C-H and F-H bonds, and the other low-frequency peak corresponds to the
degenerate pair of bending motions. In general, the vibrational frequencies predicted by
RT-NEO-TDDFT are shifted by a few hundred cm™! compared to those predicted by RT-
NEO-TDHF. Although the results agree with corresponding linear response calculations,
there is no uniform trend of the direction of shifting observed in the test systems. These
differences can be attributed to the more accurate description of coupled electron-proton

quantum dynamics provided by the electron-proton correlation functional in NEO-DFT.34
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At the asymptotic weak perturbation limit, spectra obtained from real-time simulations and
linear response calculations should converge,*’ and this is indeed the case, as indicated by
the comparison to results obtained with LR-TDHF and LR-TDDFT with the same basis sets
and functionals. It is also worth noting that the proton vibrational frequencies are sensitive
to both the electronic and nuclear basis sets. Increasing the size of the electronic and nu-
clear basis sets for the quantum proton has been shown to significantly lower the hydrogen
bending frequency in HCN (see SI).3¥® The LR-TDDFT method has been benchmarked
against a numerically accurate grid-based method,*® suggesting that the basis sets used in
the current work are sufficient for qualitative agreement and, at the same time, allow for a

clear interpretation of the computed spectra.
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Figure 4: Calculated electronic spectra of the HCN molecule: (A) RT-NEO-TDHF and
RT-TDHF, and (B) RT-NEO-TDDFT and RT-TDDFT.

We now examine how nuclear quantum effects are manifested in the electronic spectrum.
The predicted electronic spectra are plotted in Fig. 4 for HCN and Fig. 5 for FHF~. In
both molecules, nuclear quantum effects modify the electronic spectrum in terms of both
peak position (excitation energy) and peak intensity (oscillator strength). The non-Born-
Oppenheimer vibronic mixing in the NEO approach gives rise to mixings of the electronic
and protonic excitations and changes in transition densities, which result in changes in the

excitation energies and oscillator strengths.
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Figure 5: Calculated electronic spectra of FHF~ molecule: (A) RT-NEO-TDHF and RT-
TDHF, and (B) RT-NEO-TDDFT and RT-TDDFT.
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Figure 6: Total dipole (A) and energy (B) dynamics driven by laser fields with wavelengths
of 2162 and 4500 nm.

The lower electronic excitation energies are mostly unchanged, whereas higher energy
excitations seem to be more affected by protonic quantum effects, as observed previously
with the linear response NEO-TDDFT approach.3*4® This observation suggests that the
electron-proton vibronic coupling becomes more important for the description of non-Born-
Oppenheimer surfaces of higher-energy excited states. In addition to shifting the peak posi-
tions, nuclear quantum effects also slightly modify the peak intensity arising from variations
in the transition densities.

The discussion above illustrates the fundamental characteristics of the RT-NEO approach

12



from the perspective of linear absorption spectra. However, the unique strength of this
approach lies in its capability to resolve ultrafast nonequilibrium chemical processes. For
the first example, we investigate the ultrafast vibrational excitation driven by an electric
field pulse, i.e., time-resolved infrared spectroscopy. Two different ~30 fs laser pulses with
2162 nm and 4500 nm wavelengths are applied to drive the quantum dynamics of HCN (see
Fig. 6). The laser field is modelled using a sine function with a Gaussian envelope (see SI
for details) and a maximum amplitude of 0.01 a.u. polarized along the bond axis.

The fundamental vibrational frequency of the CH stretching mode is predicted by RT-
NEO-TDHF to be 2162 nm. When the driving field is off-resonant, the protonic dipole
moment follows the field adiabatically. When the field is turned off, the system exhibits
negligible energy absorption and much smaller proton dipole moment oscillations that are not
visible in Fig. 6. In contrast, when a resonant driving field is used, we observe a noticeable
amount of energy absorption after the laser is turned off, and the proton dipole moment
exhibits significant oscillations, as shown in Fig. 6. This test demonstrates that the RT-
NEO approach can be conveniently used to simulate time-resolved vibrational spectroscopy.

For the second example, we use RT-NEO-TDDFT to simulate the excited state in-
tramolecular proton transfer (ESIPT) in o-hydroxybenzaldehyde (oHBA). The ESIPT in
oHBA has been studied extensively with both theoretical#*°° and spectroscopic® techniques.
The potential energy surface predicted by TDDFT and coupled cluster methods show that
the proton transfer occurs without any energy barrier on the S; (77*) excited state. This
finding is corroborated by time-resolved photoelectron spectroscopy, which demonstrated
that the proton transfer occurs in 50 fs.®! The initial condition for the quantum dynamical
simulations herein is prepared to simulate the vertical photoabsorption at ¢ = 0. The excited
electronic state is modelled by an electronic transition from the highest occupied molecular
orbital (HOMO) to the electronic lowest unoccupied molecular orbital (LUMO), which gives
rise to an Sop — 57 excitation. In order to provide the dynamical flexibility to allow the

proton to transfer on the excited state, two sets of nuclear and electronic basis functions are

13



associated with the transferring hydrogen, with one set centered near the donor oxygen (Op)
and the other centered near the acceptor oxygen (O4) (see SI for computational details).

Two geometries are considered in the simulations: the ground state minimum energy
structure and the restricted excited state structure. The restricted excited state geometry
was obtained by optimizing the geometry on the excited state surface but fixing the H-Op
distance to the ground state value. Such a structure was used by Aquino et al® to investigate
the importance of excited state structural relaxation on the proton transfer dynamics. The
resulting structures show an Op-O, distance of 2.64 A for the ground state geometry and
2.51 A for the restricted excited state geometry. For both geometries, three proton basis
function centers were utilized to enable the proton to transfer from the donor to the acceptor
oxygen (see Sl for more details).

The H-Op and H-O4 distances obtained from the quantum dynamical simulations are
plotted in Fig. 7. Electronic vertical excitation gives rise to a nonequilibrium proton motion,
as seen in Fig. TA. When the molecular backbone is frozen at the ground state geometry,
only the bound H-Op vibration can be observed, where the the H-Op distance changes by
up to +3% of the ground state equilibrium distance (Fig. 7A). Thus, in the absence of
excited state structural relaxation, proton transfer in oHBA is not a spontaneous process.
As demonstrated by a previous study,® proton transfer is a multi-dimensional process with
strong couplings between the transferring proton and other internal coordinates. Using the
restricted excited state geometry as the initial condition, an ultrafast spontaneous proton
transfer event is observed on the S; state (Fig. 7B). Note that the observed reaction time
of ~8 fs does not include the time for the molecular geometry to relax on the excited state.
This test showcases the capabilities of RT-NEO approaches for resolving excited state quan-
tum dynamics and illustrates the importance of structural relaxation effects in excited state
proton transfer. Moreover, a movie (link to WEOQO) illustrating the time-dependent nonequi-
librium density changes for the electrons and the quantum proton following photoexcitation

highlights the intricate coupling between the electronic and nuclear quantum dynamics.
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Figure 7: Distance from the transferring proton to the donor oxygen (Op) and the acceptor
oxygen (Op) as a function of time for the ESIPT system with the optimized ground state
structure (A) and the restricted optimized excited state structure (B).

This Letter presents the development of a new approach for simulating quantum dy-
namics that integrates the nuclear and electronic dynamics described by time-dependent
Hartree-Fock or density functional theory within the nuclear-electronic orbital framework.
We have demonstrated that RT-NEOQO is a powerful method that can resolve spectroscopic and
dynamical properties of quantum mechanically coupled electrons and nuclei. Most impor-
tantly, this work lays the theoretical foundation of RT-NEO based quantum dynamical tools

for simulating time-resolved nonlinear spectroscopies and nonadiabatic quantum dynamics.
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