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Statistical Modelling of Dynamic Interference
Threshold and Its Effect on Network Capacity
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Abstract—In this paper, we present the case of utilizing inter-
ference temperature (IT) as a dynamic quantity rather than as a
fixed quantity in an orthogonal frequency division multiple access
(OFDMA) based spectrum sharing systems. The fundamental idea
here is to reflect the changing capacity demand of primary user
(PU) over time in setting the interference power threshold for
secondary user (SU). This type of dynamic IT will allow the SU
to opportunistically have higher transmit power during relaxed IT
period, thereby resulting in higher network capacity. The cognitive
radio network (CRN) considered in this paper has an underlay
network configuration in which the available spectrum of the PU is
accessed concurrently by SU provided that the interference power
at the PU receiver from SU is under a certain power threshold.
This power threshold is set to maintain and guarantee a certain
level of quality of service (QoS) for PU network. Theoretical ex-
pressions for outage probability and mean capacity for SU net-
work are derived, and validated with simulation results, and it is
observed that utilizing dynamic IT results in high network perfor-
mance gains as compared to utilizing a fixed IT in cognitive radio
system.

Index Terms—Cognitive radio, interference temperature,
rayleigh channel, SINR, outage probability, capacity.

I. INTRODUCTION

HE explosive growth of mobile devices over the last decade

has created a lot of stress on the available frequency spec-
trum for public use. With more and more devices coming into the
picture, the spectrum is getting more crowded than before. In the
past decade or so, measurement studies on the actual spectrum
have revealed that a large portion of the licensed spectrum is less
utilized than the unlicensed one. These studies also highlight
that this inefficient and inflexible spectrum allocation leads to
the spectrum scarcity [1]-[3]. To overcome this challenge of
overcrowded spectrum, cognitive radio theory was introduced,
where radios in unlicensed spectrum would exploit the avail-
able licensed spectrum opportunistically, and thereby yield high
network efficiency [4]-[8].
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In cognitive radio network (CRN), the users of the radio spec-
trum are divided into two categories: licensed and unlicensed
users. Depending on the network configuration, the unlicensed
users or the secondary users (SUs) are allowed to access the
spectrum of the licensed users or the primary users (PUs) either
when it is not in use by PU or concurrently with PU trans-
missions. The concurrent transmission is allowed, if and only
if the SUs can maintain a certain interference power threshold
such that it doesn’t affect the quality of service (QoS) for PU
transmission. The spectrum sharing network with concurrent
access of the available spectrum is known as underlay cognitive
network, while the network that allows spectrum access only
during idle time is known as overlay cognitive network [6], [9].
Moreover, the required interference power threshold to maintain
the certain QoS at PU-Rx is defined as interference temperature
(IT) [10]-[13]. In this work, we consider the network to be in
underlay configuration.

In the underlay network, the SUs adapt their transmit power
to maintain the required IT constraint. To maintain IT, SU will
either adapt its peak or average transmit power [13]-[16]. In[17],
Kang et al. have studied and derived the optimal power strategies
for SU to maximize outage and ergodic capacity under both
(peak and average power) constraints. Similarly, in [18], Srini-
vasa et al. has considered peak and average power adaptation
to maximize the SU signal to noise ratio (SNR) and capacity.
However, peak power adaptation protects and guarantees instan-
taneous interference prevention at PU, and in many cases, the PU
QoS would be limited by the instantaneous signal to interference
plus noise ratio (SINR) at the receiver. Therefore, in this work,
peak power adaptation was considered, however, it is important
to note that the insights from peak power adaptation will still be
valid even if average power adaptation was considered. This type
of power adaptation scheme requires the knowledge of channel
state information (CSI) at SU-TX, so that the SU can adapt their
transmit power accordingly. Recent research studies have shown
that this can be achieved by utilizing feedback channels with
acknowledgment/non-acknowledgement (ACK/ NACK) packet
information or by detecting the transition of modulation and
coding schemes (MCS) [19]-[23]. In our work, this job is
accomplished by a central entity known as CBS (central base
station), which periodically senses the CSI information of PUs
and SUs in a CRN. This type of CRN with CBS is also known as
a centralized CRN system [19], [22], [23]. Apart from sensing
CSI, CBS also senses the primary network activity, and controls
the SUs via dedicated sensing and control channels. However, in
reality, the CSI knowledge is not perfect [24] but since the main
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aim of this paper is to statistically highlight the advantages of
dynamic IT over fixed IT, we have safely assumed perfect CSI
knowledge at SU-Tx. The system model in that regard will be
discussed in more detail in Section II.

Traditionally, the interference power threshold or IT for SUs
is kept constant, however, some studies, such as [25] has thor-
oughly analyzed the concept of interference probability in a
relay assisted CRN, assuming imperfect CSI. In [25], the authors
have quantified the performance of spectrum sharing cognitive
relay networks in the presence of imperfect CSI with a metric
termed as interference probability. This interference probability
is found to be always equal to 0.75: the probability that the actual
IT is higher than the estimated IT when the CSI is imperfect.
Further, the well-known main requirement of CRN is to maintain
QoS of PUs (legacy users), while aiming at increasing spectral
efficiency of the whole system by allowing SUs to access the
spectrum. However, fixed IT constraint could be considered a
strict requirement for satisfying this QoS of PUs.

The primary motivation behind this work is to relax IT con-
straint dynamically while considering capacity demand require-
ment of PUs, hence improving spectral efficiency (i.e., increase
capacity of SUs) by allowing SUs to opportunistically transmit at
higher power levels. As per our knowledge, this is the first paper
to statistically model the dynamic IT considering the dynamic
PU traffic demand. Utilizing these dynamic IT settings, the IT
for SUs can be relaxed during less traffic time or ideal time
in the PU network, which will allow the SUs to increase their
transmit power and thereby further improve the overall network
performance of CRN. This dynamic setting and modelling is
discussed in more detail in Section III. In Sections IV and V,
derivations for different performance expressions in general and
in high power region is discussed in detail. The simulation
results and discussion is presented in Section VI, and finally,
the conclusion and future work is mentioned in Section VIL In
a nutshell, this statistical modelling of dynamic IT and its effect
on network performance is the main contribution of this work.
In general, the contributions of this paper can be summarized as
follows:

e Theoretical probability density function (PDF) and cumu-
lative distribution function (CDF) expressions for SINR
from variable Poisson distributed capacity demand of a
PU is found and validated with simulation results.

® Theoretical PDF and CDF of dynamic interference power
threshold are derived and checked with simulations.

e Theoretical derivations of outage probability and mean
capacity of SU in general operation region, and in high
power region are found and validated with simulations.

® The performance of CRN with dynamic IT and conserva-
tive fixed IT is compared and discussed.

II. SYSTEM MODEL

In this section, the system under consideration is discussed in
detail. The system model is shown in Fig. 1, which consists of
a PU network and N-SUs in an underlay network configuration
in which the available primary user spectrum is shared with N-
SUs. Furthermore, it is assumed that the orthogonal frequency
division multiple access (OFDMA) method is employed in the
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Fig. 1.  System model with N-SUs and a PU link.

CRN that allows every PU to access orthogonal spectrum bands
from the available bandwidth, and for each allocated PU orthog-
onal frequency band, the SUs will operate in separate sub-bands
of it. This will result in no interference among SUs, but will
cumulatively cause interference on the PU, whose spectrum
is shared by these SUs. The various channel gains assuming
point-to-point flat Rayleigh fading channels' are given as, g}, =
1hpll?s gps = [1hpslP. g5 = lIhg[1%, and gy, = [[hy, |17,
where ¢ represents the channel power gain, h represents the
channel transfer function or channel response (Rayleigh), and
subscript p represents PU while subscript s represents SU. Also,
the superscripts 1, . . ., n present the SU or PU index number, for
example g!, is the channel between the SU{® and SU[**. More-
over, we denote the exponentially distributed PDFs of these ran-
dom variables as f,, (), fy,. (%), f..(z) and f, (z). These
PDFs are governed by corresponding rate parameters, which
depend on the mean of the exponential distribution as E(gs,) =
1/hsps E(gps) = 1/Aps, E(gss) = 1/Ass and E(gpp) = 1/App.

It is worth to note that the mean values of channel power
parameters in small-scale fading models incorporate the effect
of large-scale fading such as path-loss and shadowing under
the assumption that there are immobile users, i.e., path-loss and
shadowing will be constant® [26], [27]. Consequently, a low
mean parameter would imply a larger distance between a PU-
Rx and a SU-Tx than a high mean value; the mean value here
refers to the received signal mean power over a distance. As
an example, from Fig. 1, since SU-1 is nearer to PU-Rx than
SU-3, it will have a high mean value (E(gs,')) than the SU-3.
Therefore, selection of these rate parameters will take care of
the distance dependency in itself.

IRayleigh fading model is commonly used channel model for such theoretical
studies. Other small-scale channel fading models such as Nakagami and Rician
could be definitely considered, however, the insights and observations obtained
from this study would remain the same.

2Note that the users are assumed to be immobile.
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TABLE I
NOTATIONS

Symbol Description

c Capacity

Yp SINR at PU-Rx

Vs SINR at SU-Rx

o Continuous random variable for
PU-Rx SINR

ag Discrete random variable for
PU-Rx SINR, where
k=1,2,...,00

) Interference plus noise

Ap Poisson rate parameter

Awz Channel rate parameter
(exponential rate) with subscript x
can be s or p implying SU or PU

o2 AWGN variance

Py Received power at PU-Rx

p Peak transmit power

x Dummy variable

Apart from that, we also assume the channels to be flat in
our model. Since our main motivation was to show the network
performance gain of utilizing dynamic IT over fixed IT, traffic
scheduling and access control are not considered in this work.
Moreover, we assume a CRN of single PU with single SU
for our analysis purposes, which can be further extrapolated to
multiple SUs with a single PU case, or multiple PU case with
different number of SUs.?> As mentioned in the earlier section,
the centralized CRN [19], [22], [23] has a CBS that controls
the CRN operation by sensing the PU activity periodically via
sensing channels, and sets the dynamic IT for SUs via control
channels. It is also important to highlight here that the CSI
knowledge can not be obtained perfectly in a practical wireless
network, but with this centralized CRN, the CBS is assumed to
have near to perfect CSI by periodic updates. This may lead
to extra overheads in the network but for functionality of a
centralized CRN, a near to perfect CSI is a must.

CBS is the main entity responsible for scheduling user access,
especially if there are multiple SUs. Further, CBS is expected
to constantly monitor PU activity and then ask SU to imme-
diately adjust its transmit power according to PU demand.* In
addition, the thermal additive white Gaussian noise (AWGN) in
the network is assumed to have circularly symmetric complex
Gaussian distribution with zero mean and variance as o2, i.e.,
CN (0, o?). Finally, to improve the readability of this paper, the
most frequently used symbols are described in Table 1.

III. MODELLING INTERFERENCE TEMPERATURE FROM
CAPACITY DISTRIBUTION

In this section, we will derive the interference power threshold
from the variable traffic demand distribution considering a CRN

3In case of multi-user scenario, the functionality of CBS becomes critical
as scheduling, channel allocations and users monitoring need to be performed
by the CBS. For example, in this OFDMA-based system, CBS can allow only
one SU to concurrently use the carrier-band with the PU. One can take insights
from this study and carefully incorporate the operation of CBS to extend it to
multi-user scenario.

“In this study, we have assumed that there would be constant monitoring by
CBS. However, there needs to be a periodicity of monitoring. Such period can be
same as the arrival rate of Poisson distribution or further optimized considering
the power efficiency.
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system as described in the previous section.’ First of all, the data
traffic distribution or the variable capacity distribution is discrete
in nature, and therefore has been modelled by different available
discrete distribution’s [28]-[32]. However, among those discrete
distributions, Poisson distribution becomes a very strong candi-
date as it has been used in telecommunications since the advent
of computer networks, and with proper selection of parameters
can be made to fit to most network traffic models [33], [34].
Also, since the traffic capacity demand change over time is a dis-
crete quantity, and the occurrences of the traffic demand events
are independent from each other, the applicability of Poisson
distribution to a network traffic model is further strengthened.
Apart from that, in different scenarios and conditions, Poisson
distribution has been shown to match, and model the traffic data
in a network [29], [30], [35], [36].

Ideally, one can use any of the available continuous or discrete
distributions, but considering the close applicability of discrete
distributions and usage for capacity demand modeling, Poisson
distribution is found to be the best model to represent the PU
capacity demand [28]—[32]. In addition, the insights provided in
this study by modelling capacity demand by any of the available
distributions will remain the same. The traffic/capacity demand
assuming Poisson distribution with rate parameter as A,, is given
as,

Ty

)”P
Pc<$k) - J)k!

et V>0, 2 €{0,1,2,3,...,00}. (1)

In Poisson distribution, this A, is also the mean parameter, which
in our case represents the mean capacity value.

Now, we will use this Poisson distributed capacity demand
to find SINR distribution, and afterwards from that SINR distri-
bution, IT distribution is determined. These statistical random
variable transformation are done step by step by applying well
known CDF method [37], [38]. To begin with, the relationship
between instantaneous capacity and SINR is given as,

c=log(l +p), Vp >0,

where +,, represents the instantaneous SINR at PU-Rx®and ¢
represents the instantaneous capacity in (nats/s)/Hz. Using trans-
formation of random variables, the probability mass function
(PMF) of SINR at PU-Rx is given as,

7}\.p Ck
e Ap

Ck!

P(yp) = P(O)], _pe s = 2)
c=log(1+7,)

This transformed discrete distribution can be easily expressed
as a continuous distribution [39] as follows,

e*)\.p )\'g’g(zk‘i’l)

fr (@) = Z log(xy + 1)! o

zrER

(x—mzp). V2 =0, ()

where 0(x) is a dirac delta function. This transformation from
discrete to continuous random variable will save a lot of effort

SNote that the interference power threshold and interference temperature (IT)
are used interchangeably throughout the paper.

SSINR is usually denoted by ~, but in this paper vp and v are used to easily
distinguish between the SINR at PU-Rx and SINR at SU-Rx respectively.
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Fig. 2. Comparison of normal Poisson distribution (left) with zero truncated

Poisson distribution (right) for different rate parameter of 1, = 0.5, 1, 2. Here
the line plot is used for better visualization.

in computations involving mixed random variable distributions
(continuous and discrete distributions) to derive the network
performance expressions. However, this simple discrete random
transformation needs more careful inspection.

The SINR at the PU-Rx is the ratio of the received signal
power from PU-Tx to the interference plus noise power, that is
vp = PEE /1, where 1 represents the interference plus noise
power. Therefore,

9ppP
QZ}: pp.
p

’V7p:{071a2>~-,00}6R7 (4)

where p is the peak transmit power.” For 7, = 0 in (4), 1
would be undefined, which will lead to an undefined data
distribution. Therefore, to overcome this fallacy, we can ei-
ther begin by truncating the PU capacity distribution from
Poisson to zero-truncated Poisson distribution [40]-[42], or
we can truncate the distribution of SINR () itself, which
will have the range of v, = {1,2,...,00}, that is v, € RT.
Fig. 2 shows a case of truncating capacity distribution from
general Poisson distribution to a zero-truncated Poisson dis-
tribution. One can observe the increase in the probabilities
of all the samples after truncation with shape remaining un-
changed, for example at x, = 2,A, = 2, the probability is
P(x) =0.2707 and at the same parameters in zero-truncated
Poisson distribution the probability is P(z) = 0.313. The in-
crease in the probability is due to the shrinking of the sample
space.

In our case, we will proceed with the SINR truncation method.
Since, f,,(z) =1forx > 0and f, () = 0 for z < 0, hence
we can write f, () for the case of x > 0 as,

f’Yp (x)|x20 = f'YP ('r)}mzo + f'YP (x)|$>0’
Frp (@) pog =1 =77, )

"The peak transmit power of SU and PU is assumed to be the same.
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Fig. 3. Simulation and theoretical PDF and CDF of SINR for A, = 6.

Hence, the SINR distribution with support region of 7, € R*
will be then given by normalizing (3) by (5), that is,

etp )Lijog(lﬂﬂk)

Pu(@)= 3 (lfe**p)log(l+Ik)!6(x_ajk)’ z>0.

IkER"'

(6)

Fig. 3 compares the PDF and CDF generated from the above
theoretical SINR expression with simulations results,® which are
in complete agreement with each other. Once the SINR distri-
bution at PU is known, the interference plus noise distribution
will be then just a ratio of two random variables, that is,

p = IowP _ <9pp>p
o Tp

On careful observation, the numerator of this equation has a
random variable g,,,, which is exponentially distributed channel
power, while the denominator -, is the SINR random variable,
whose distribution was derived in (6) using statistical transfor-
mations from capacity demand. The correlation between these
two random variable is zero, hence, they are both independent.
The only dependency between these random variable is 1,
which has to be dynamically adjusted. In other words, the PU
is allowed to transmit the data at maximum power p, so as
to have high PU network capacity, while the SINR derived
from the capacity is made dependent on the wireless channel
conditions (gp,,) through IT (2)). This in turn forces the SUs to
adapt their transmit power accordingly with the dynamic IT set at
PU-Rx.

Let % = g, using the CDF method for ratio of two random
Variablesp[38], [39], the PDF is then given as,

(N

fu(2) :/0 a- fp., ~, (Ta, a)da, (8)

8In simulations, the primarily utilized MATLAB functions are: “poissrnd”
for generating random numbers from Poisson distribution, “ecdf” for empirical
cumulative distribution function and “histogram” for generating probabilistic
plots for the simulation data.
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Since, 8 and « are independent random variables, therefore,

fulx) = /Oooa e, (za) fry, (o) do,Va > 0. (9)

As the channel is assumed to be Rayleigh distributed, the
channel power distribution will be a scaled exponential distri-
bution,

Frva (@) = 222 A,
where A,, is the channel rate parameter between PU-Tx and
PU-Rx, while p is the peak PU transmit power.

Substituting (10) and (6) in (9),

(10)

— * )‘pp —Appax/p et
fo(x) = e > T—o
apeRTt
)\'LOEC(I“’O‘IC)
— (o — d
8 log(1 + ay)! (= ay) | dev,
_ M Z ef)‘p)hlpog(l—‘rozk) /:x: aefhpp:km
A (1 —e?)log(l + ap)! Jo
x 0(a — ay )da, (11)

Using the property of delta function, [*7° f
f(a), € > 0, the expressions reduces to,

x:pp }:

ag €R+

()8(t — a)dt =

,)\p)\log(l—i-ak)

»)log(1 + ay)!

ke*)‘:ﬁpakm/P'

12)
Also, the CDF of interference plus noise is found by integrat-
ing the PDF as,

/ppz

—APA105(1+ak)a e—}\ppak'r/p

x’
-t (1 —e ) log(l + ag)!
)‘-pp e—kp )\‘lpOg(l‘Fak)ak
T 1l —e Tog(1 + )
p l—e -t log(1 + ag)!
X / e R/ (13)
0

On further evaluation, the final CDF expression comes out
to be
et )"lp‘)g(H’O‘k)

Fole) = 2 o) log(T 7 o)

OékE]R+

1 — e tevena/p]

(14)

Fig. 4 shows the match between the simulation and theoretical
result for the PDF derived in (12) for different A,. Since, the
noise is assumed to be Gaussian distribution with zero mean
and variance as o2, i.e., CA'(0, o?), the interference plus noise
can be considered as total interference threshold or IT with a
constant noise variance ¢ included in it. In simpler terms, v
can be regarded as total interference threshold. The proof that
(12) is a valid PDF is given in Appendix A.
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So far the first step of deriving the dynamic distribution of I'T
for PU-Rx from the variable network traffic demand (Poisson
distributed) has been found, the next step is to evaluate the SU
network performance metrics by deriving and analyzing outage
probability and mean capacity distributions, which will be the
topic of discussion in the next section.

IV. SECONDARY USER OUTAGE PROBABILITY
AND MEAN CAPACITY

In this section, we will derive the outage probability and mean
capacity of SU assuming peak power adaptation at SU-Tx. The
SU transmit power with peak power adaptation [16] is given as,

w )
7p 3
9sp

where p is the peak transmit power, g, is the channel between
SU-Tx to PU-Rx and v is the total IT. To make the mathematical
notation’s simpler, we will use P;, and P,, for transmit and
receiver power at SU, rather than PST§ and Pﬁf . Therefore, the
SINR at SU-Rx is,

<%U—mm( (15)

P, texJss _ P, T
Pps + 0% pgps + 0%’
where g, is the channel power gain between SU-Tx and SU-Rx,
while g, is the channel power gain between PU-Tx and SU-RX,

and p is the peak power at PU. The mean capacity expression
for SU is therefore,

C=B [ o1 +0) £, ()ds
0

where f, (z) is the PDF of SINR at SU-Rx, and B is the
bandwidth. Using integration by parts [43], the expression can
be written as,

(16)

s =

A7)

C«:/m 1_F75(x)d
0 1 +x
where B is assumed to be 1 Hzand F, (z) is the CDF of SINR or
the outage probability. Therefore, to evaluate the mean capacity,
we need to find the outage probability at SU.

, (18)
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Here also, we will do step by step statistical transformation
of random variables to derive 75 from P,,, and then finally the
outage probability F, and capacity C. To determine P, as
givenin (15), lett = w =z, Then, the CDF of ¢ will be given
as,

FT(x):Pr<%<x> =Pr(u<wvz, v>0),

:/ / J,g., (uv)du dv.
o Jo

Since v and g, are independent random variable, therefore,

Fr)= [ [ futdusy, w)de,

= /00 Fy(vzx)fg,, (v)dv.
0

where f,_(v) is the PDF of the exponential channel power gain,
and Fy,(z) is given in (14). On substituting these terms,

Fr(z) = /O°° kz:

19)

(20)

_ 1 1 —AppapvT
(& )Lp)\npog( o) |:1 — € P ]

(1 —e?r)log(1 + ag)!

[ / e *or¥ du

21

10g(1+ak)

7\/006 (Appakz+k5p) d:|
0

which finally reduces to,

log(1+ak)
T
Fr(z) = Z 1) (22)
log +a)! \nagz +p
where 1) = 722. The PDF of ¢ = w111 be then given as,
)\‘log 14+ayg) noup
(23)

Thus, the distribution of P, as a minimum function of the
constant p and random variable ¢ is as follows,

P,, = min <gfp ,p) = min (¢, p),
Fp,, (z) = Fr(z) + Fp(z) — Fr(z)Fy(z),
=Fr(z) [l — H(z —p)|+ H(z — p),

where the constant p is expressed as a random variable with
CDF as a Heaviside function H (z — p) and PDF as a Dirac delta
function 6(x — p) [13], [39]. Correspondingly, the PDF would
be given as,

fp., (@) = fr(x)[l — H(z — p)| + 6(z — p)
= —Fr(z)é(z —p),
where Fr(2) and fr(2) are given in (22) and (23).

(24)

5107

From this given P, distribution, the next step is to deter-
mine the received power at SU-RX, that is, P, = P, gss. This
expression is a product of two random variables, one of which
is exponential random variable gss, and the other one is P;,.
Let P, = P;,gss be written as P,.,, = vjv, where v; = g,5 and
vy = P,,. Therefore,

Fp_ (z) =Pr(viv, < x)

:/ / ’ Joes (Ul < _)fPtI('UZ)dUL
o Jo U2

~ [ B o tr (e

= [ e g ),

=1- /0 h e o2/ o (vy)duy. (25)
On substituting (22), (23) and (24) in (25),

Fr (a) = 1= [l et - He — )

+ 0(va = p) — Fy(v2)6(v2

X 00 ef)»ssz/vzef)hp
o (I—er)
_lssm

o0 —A

nop e e 'r

o | P +/ e me’
Lnakwpv] P, =)

log(lJrak) |:

—p)ldvy,

)\'lp‘)g(l'i'ak)

-t log(1 + ag)!

Z log L+ayg)!

y
0

which finally reduces down to,

nagp }
(nagva+p)?

e/ P (12)3(vs — p)dus,

)\‘log 1+ayg)

r — 1 _ e hasm/p
Pr. (@) ¢ +l—e = Z , log(1+ o)l

NOpAgsT Noprss®

ey _Assmawwx),
p p
(27)

where I'(a, z) is an incomplete Gamma function [44], which is
defined as,

T(a,x) = / t* e tdt, Va >0, z > 0.

Finally, from this distribution of P,.,, the distribution of SINR
at SU-Rx will be the ratio of two independent random variables
P, and pg,s + o2, which can be easily found out by using the
same CDF method. That is,

P,
PYps +o
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Let — L= — % therefore,
PYpsto v
U
F'Ys(x) = Pr(; < 37>’

-/ ) / " o (0 < v2) fu(0) du do,

_ /:O (/Ox o (u < o) du> Folv)du
— /[:) Fp_ (vx) fu(v)dv

Since, v = pg,s + o is a scaled and shifted exponential
distribution, while Fp__ (vx) was found in (27). Therefore,

F, ()= /2 [1 — e_ASsz

29

log(l-&-ozk)

l—ekp Z log + ag)!

)

Assx
P

" N AgsVL  nophrssve Ass(nak + vz
A2
x 225 e (=) gy,
00 —Ap

e » 1"(07
p p
)»ps _ps
p
_ /OO Aps 22 (0-0) g /OO Aps -
o2 P o2 P
X e*%&(”"’z)dv—i—/ B —
o2 1l —e™*r

log(l+ak)

NQEAg VT naghssve
e P

* Z log(l—i—ak) D

x T (0, has (e + vz 1)vx> @e’%(vwz)dm
p p
(30)
which can be expressed as,
F%(Z)Zfl —12—13. (31)
Evaluating these integrals individually,
Y ps
I, :/ 2ps o= =N gy = 1. (32)
o2 P

Here I is the PDF that is integrated over its full range resulting
the value to be 1. I, on the other hand is evaluated as,

o0 2
I, :/ e hea®/p P2 As e B (v gy
o? p
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which on further evaluation yields,

Aps .
Aps + AssT

_hssola

L= (34)

Lastly, evaluating I3,

—p log(lJrak)
€ ps 770%)»3533

MN o?
(e?» —1)p Z log +ap)!  p
Ass(nag + Doz

. 'qak)\ssva: /pgv
X ve P ' 0, —
o? p

Which on further evaluation yields,

I; =

Apshsspre e (e e — 1)1
I = Z (77 P k ( )

ps Uak)‘ssx)z()\ps + )‘-ssx)

akE]R‘*'

)"log(l—&-ak) R
X ) {()‘ps — naghssr)e o7 e

>< e —
log(1 + ay)!
)\ps - 770%)»55)02)
p

+ (hps + xssx){e"ak*swzw/l’ (1 4

« F(O, (770% + 1))\’5802‘%) - e)»psaz/P
p

o) )]

Therefore, on substituting Iy, I and I3, I, (x) or the outage
probability will be given as in (38) shown at the bottom of
this page, and the proof that it is valid distribution is given in
Appendix B. Furthermore, substituting (38) in the mean capacity

expression that is given as,

C':/ —1 _F%(x)dx.
0 1+l‘

(36)

(37)

will result in (39) shown at bottom of the next page. Unfortu-
nately, there is no closed form solution for the second integral
(14) of (39), which therefore needs to be evaluated numerically.
Thus far, we have derived the outage probability and mean
capacity of a SU in a CRN network irrespective of their operable
region. However, there can be a case where the peak power p is
very high, so that during the peak power adaptation at SU-Tx,
the final transmit power (P2%) will always be gw This region
is also known as high power region [16], and we will analyze
this region for more deeper insights. In the next section, we

A 5172 rssx+h . . . .
_ Aps€™? / * 67“:7“% dv, (33) will derive the corresponding performance expressions for such
p o? region.
_/\ssazm _ _ — Il (1+ )
F. (CU) -1 — )‘Pse P n)‘ps)‘ssakxe Ap(l —€ Ap) ! )Lpog - [()‘ s 7704]@)»551')67)‘550295/10 + ()\ s
s Aps + AssT =t (Aps — Nkrss®)?(Aps + Assz) log(l + ag)! P P

p

2 2
+Assm){enakkssazz/p <1+ ()”ps_nak)\ss)a )P(O (7704k+1) 550 .’E> _ekpsaz/pr\ (0’ ()‘ps + )\ssx)o— > }:| (38)
p p
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V. OUTAGE PROBABILITY AND MEAN CAPACITY IN HIGH
POWER REGION

In high power region, when p >> o= at SU-Tx, the SU
sp
transmit power assuming peak power adaptatlon is given as,

PU—mm(w ,p>:i
9sp 9sp

=t, (40)

which reduces the probability distribution of Py, to t(x) as given
in (24). Therefore, the probability distribution of P, as t = =
is as follows,

0= | " By (2/0) fr, (v)do

::fou-_ekfm]_flfl_ At
P
0 l—e -t log(1 + ay)!
Nogp
TERE | d 41
) [(nakwrp)z] " @

which simplifies down to

log(l—i—ak)
nak)\ss
F =1- _
P (2) l—e » Z log + ayg)! [ D
hssnagz/ )‘ssnakx
x getesTORE/P T 0, ——— | |. (42)
p

Thus, the outage probability will be,

2

&w=f3mmmww

" (1_ nakxssvxekssnakvw/pr <o, Assnakm»]
p p

A _Mps . 2
x 225 o= (=) gy

3 Alos(i+an)

— e I 1 — e
1—e =t log(l +ag)! 1—e¢
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y Z log(lJrak)nak)\'ssx 1
=t log(1 + ag)!  (Aps — Nohssx)?
A 2 A 50'2
X | Aps — NOpAgsT + Apse 77 /rp 0,-2—)|,
p
(44)
which on further evaluation reduces to,
log(1
e log(1+ o) (Aps — Naghssz)?

ak€R+

A 2 A ‘,»0'2
X |Aps — NQpAss® — Apse 757 /ey (0, 222
p

A enakkssxaz/p(l + ()‘ps - nak)"ssx)OJ)
ps

p
Xp<qﬁ%ﬂ£ﬂf)}
p

Finally, to determine the mean capacity, we will substitute (45)
in (37). Unfortunately, the expression also doesn’t have a closed
form solution. Therefore, the expression has to be evaluated
numerically.

In next section, we will validate and discuss all these derived
expressions with simulation results in detail.

(45)

VI. SIMULATION RESULTS AND DISCUSSION

In this section, we will compare the analytical expression
derived in the previous sections by comparing them with Monte
Carlo Simulations in MATLAB, and numerical evaluations in
MATHEMATICA.® Furthermore, instantaneous and mean ca-
pacity, and outage probability of a dynamic IT based CRN,
are compared with a fixed IT based CRN to show the ad-
vantages of setting a dynamic IT over fixed IT. The different
distance dependent rate parameters used in the simulation were
selected for illustrative purposes, but depending upon different
scenario’s (environment and distance), different values can be
used. Nevertheless, the selection of parameters are inconse-
quential to the insights provided by choosing any set of rate

°It is highly recommended to use MATHEMATICA for numerical evaluation
involving high powers as it provides excellent numerical precision at these high
power values.

_ hssolm

Aps€ P

’r])"ps)\vssakl’Gi)‘i” A';)Og(]"!‘ak)

c d —
/0 (Aps + Assz)(1 + 2) ! /0 §Q+ <()‘ps = Naghss®)?(Aps + Assz)(1 — e7*#)(1 + ) log(1 + ay)!
ag

X [(Aps — nakkssz)e”“"zm/”dm + (Aps + Assz){e”a“””zm/” <1 +

2
ekpsa“/pl—\ (0’ ()\’PS + )\'SS:B)O- ) }:| > dl'
p

2 2
o {e%s”z/f’r (0, Aps?” ) s (0, ko )} + 1,
)‘ss - )Lps p p

()\ps - nak)\ss)

o’ ) I <0, (nax + 1))‘88025”)
p p

(39)
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TABLE II
DIFFERENT SIMULATION PARAMETERS
Parameter Value
Elgsp] 2
Elgps) 33
Elgss] 5
Elgpp] 4
o? 1
p -10,0,10 dB (depending on the given case)
Ap 1,2...,6 (depending on the given case)
1 T CEISTOOCS .S,
foxd 90099009960960099095585%
b RS
1
0.8 §5 1
I ro -
S p=0dB P=10dB
1
al P p=-10 dB
I
0.6 jp
1]
1]
1]
0.4 i
- = = = Simulation
O Theoretical
0.2 ' : '
0 5 10 15
X
Fig. 5. Simulation and theoretical outage probability in general region of SU

at different peak power values of p = —10,0, +10 dB.

parameters. For Rayleigh fading channels, the mean values
were selected as E(gsp) = 1/Asp =2, E(gps) = 1/Aps = 3.3,
E(gss) = 1/1ss =5 and E(g,p) = 1/Ap, = 4, while the peak
power was chosen depending on the analysis and case in hand.
Also, the noise power was set to be o2 = 1. These different
parameters are also summarized in the Table II.

First, we start with the simulation of the outage probability
expression given in expression (38). In this case, the capacity
demand (Poisson distribution) at PU is fixed at A, = 2, while
peak power is chosen to be —10, 0 and 410 dB. Fig. 5 shows
the result of comparison between the simulation and theoretical
expression that are in total agreement. Intuitively, high transmit
power will better accommodate the capacity/data traffic demand
than the low transmit power, which is reflected in the outage
probability plot of Fig. 5 with less outage values. As an example,
one can observe that at every SINR value in Fig. 5, the outage
probability is higher for low peak power value as compared to
higher peak power value.

Next, we fix the peak transmit power at 10 dB and analyze the
effect of changing capacity/data traffic demand of PU on outage
probability. The changing capacity demand is reflected in the
Poisson rate parameter and the values selected in this scenario
are A, = 2,3 and 4. It can be intuitively inferred that a high
capacity demand from a PU should set the dynamic IT very tight,
thereby restricting the transmit power for SU. Correspondingly,
a low capacity demand from a PU should relax the IT, allowing

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 69, NO. 5, MAY 2020

x
~— n
&
L
)\p=3 )\p=2
0.2 1
- - — = Simulation
O Theoretical
O 1 1 1
0 5 10 15 20
X
Fig. 6. Simulation and theoretical outage probability in general power region
of SU at A, = 2,3,4.
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0.2} ~\g
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A
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Fig. 7. Simulation and theoretical mean capacity of SU at p = 5,10, 15 dB,

while varying the A, from 1 to 5.

the SU to opportunistically increase their transmit power. This
phenomenon can be easily seen from Fig. 6, where for any SINR
value, the outage in case of A, = 4 is more than A, = 3, and
that is even more than the case of A, = 2. In case of high power
region, the expression given in (45) will yield similar inferable
results.

Moving forward, first the effect of varying A, (capacity pa-
rameter) at fixed SU transmit power levels, and then the effect
of changing peak power at various fixed A, will be evaluated
and analyzed for the mean capacity expression generated for
SU in (39). For the first case, we select three peak power levels
of p=5,10,15 dB, while A, is varied from 1 to 5. As one
may expect, high peak transmit power will allow the SU to
have higher capacity as compared to low peak transmit power,
however, as the A, increases (high PU capacity demand), the
dynamic IT that will be set by CBS for SU will become more
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Fig. 8.  Simulation and theoretical mean capacity of SU at different values of
Ap = 2, 3,4 while varying the peak power from 5 to 10 dB.
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Fig. 9. Simulation and theoretical mean capacity of SU at different values of
Ap = 2,3,4 while varying the peak power from —10 to 10 dB in high power
region.

tighter. This tight I'T will therefore limit the SU transmit power,
ultimately resulting to a lower mean capacity. This interesting
phenomenon can be easily observed in Fig. 7 in which the
simulation and theoretical results are plotted.

In the next step, the peak power is varied from 5 to 10 dB and
the mean capacity is evaluated at three different values of A,, as
2,3 and 4. As expected, increasing peak power of SUs at relaxed
dynamic IT (small X)) will increase the SU mean capacity than
at low SU peak power with high A,. This mechanism is due to
the dynamic setting of IT, which is governed by the PU capacity
changes (capacity demand). Fig. 8 shows this resulting plots,
where the network dynamics (traffic data demand) is reflected
in the setting of dynamic IT and which in turn gets reflected in
the mean capacity. The same is also inferred in the high power
region for which the mean capacity expressions are evaluated
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Fig. 10.  Simulation and theoretical mean capacity of SU atp = 5, 10, 15 dB,

while varying A, from 1 to 5 in high power region.
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Fig. 11.  Comparison of mean capacity performance with dynamic IT and fixed

IT of ¢p = —10 and —5 dB.

numerically. Fig. 9 and Fig. 10 show the corresponding mean
capacity plots for SU in the high power region.

Finally, we will simulate and compare the case of using
dynamic IT with the fixed IT values set at —10 and —5 dB values
for mean and instantaneous capacity performance, with outage
probability. One important point to note here is that these set
values for fixed IT are pre-chosen to be very tight, and represent
the worst case scenario. In this case, the peak power is fixed at
10 dB, and Ay, is varied from 1 to 6 to generate the dynamic IT,
and thereby the mean capacity. Fig. 11 shows the resulting plot
of such a case, and it can be observed that the mean capacity
achieved by a SU with dynamic IT is higher than that with the
fixed IT one as it takes care of the capacity variation of PU.
In other words, a smaller value of A, will relax the IT, thereby
allowing SU to have high transmit power and therefore, high
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Fig. 12.  Comparison of instantaneous capacity performance with dynamic IT
and fixed IT of b = —10 and —5 dB.
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Fig. 13.  Comparison of outage probability with dynamic IT with fixed IT kept

at1) = —10 and —5 dB.

mean capacity. On the other hand, a high value of A, will reflect
a tight IT value for SU, thus limiting the SU transmit power
which finally results in low mean capacity.

In the second case, we will compare the simulated instanta-
neous capacity performance with dynamic IT, and with the fixed
IT values set at —10 and —5 dB. Fig. 12 shows the result for 30
time flops, and it can be clearly observed that setting dynamic
IT leads to better instantaneous network capacity than the fixed
IT case with the same reasoning as in the previous case.

In the last case, we will compare the simulated outage proba-
bility of SU with respect to dynamic IT and fixed IT kept at —10
and —5 dB with A,, set at 1. Please note that the effect of varying
Ay on outage probability is already shown in Fig. 6. As expected
with the setting of dynamic IT, the outage probability would be
less than the fixed IT case at any given SINR value, which can
be easily observed from Fig. 13. Also, one can observe that the
outage probability in case of stricter IT, which is kept at —10 dB,

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 69, NO. 5, MAY 2020

is more than the case with fixed IT of —5 dB. Therefore, the
positive effects of setting IT as adynamic value can be easily seen
on the outage probability, and on the mean and instantaneous
capacity of SU, which could be easily leveraged in designing
spectrum sharing systems for future.

VII. CONCLUSION AND FUTURE WORK

In this work, we have statistically modelled the dynamic
interference temperature or interference power threshold from
the variable capacity demand of PU in a cognitive radio system.
The PU capacity demand variation over time was assumed to
follow Poisson distribution, and consequently, using statistical
transformations of random variables, the distribution of SINR,
and finally IT distribution was found and validated. Theoretical
expressions for outage probability and mean capacity for SU
in the general power region, and in the high power region were
derived and verified with simulation results. Finally, we analyzed
the effect of utilizing a dynamic interference power threshold on
the mean and instantaneous capacity, and on the outage proba-
bility. We found that the dynamic IT substantially improves the
network performance as compared to a fixed IT based cognitive
radio system. If obtained, the asymptotic analysis of capacity
and outage probability expressions in general, and in high power
region could provide valuable insights. These are considered as
future work.

APPENDIX A
PROOF OF VALID PDF

For (12) to be a valid PDF, it should satisfy these two necessary
conditions,
. fw ( ) =0, Va.

b f fw x)dr = 1.
where f¢( ) is given as,

ppz

ak6R+

,)Lp)\log(1+o¢k) N
“AppEk

Qe

(I —e*r)log(l + ag)!

The first property is easy to prove. The second property can be
proved as follows,

_a. alog(14+a
/OO @ Z e }»p)\’pg( k)OZ]g e_}‘”’akx/pdx
o b 22, (T enoa(l +ap)! |
_ .~ log(14+a
_ Mo Z e }\p)\ﬂp e( k)ak: /00 e—Appakw/pdx
p apeR+ (1 _)Lp)log(1+ak)! 0 ’

log(1+ak)

l—e » Z log + ayg)!

Using Taylor series, the expression reduces to,

/0 Jy(x)dx = %(ek” - 1),
/ fola)de =
0

Hence, it is a valid PDF.
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APPENDIX B
PROOF OF VALID CDF

For (38) to be a valid CDF, it should satisfy these two neces-
sary conditions,

° lim, , F, (z)=0.

° lim, o Fy, (2) = 1.
where F, (x) is given in (38). Now, at  — 0, the second term
in (38) will reduces to,

)\. Eed
A 2z
ps S
P

— e =1.
Aps + AssT

(46)

while the third term is 0. Therefore F, (z) =0 as 2 — 0.
Evaluating at + — oo,

rssolx
e =0,
I(0,00) = 0. (47)

Therefore, the second and third term in (38) becomes 0, and
F, (x) will be 1. Hence the expression is a valid CDF.
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