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## Highlights

- An elastic-net-based sparse polynomial chaos-ensemble Kalman filter is designed.
- Regularization parameters are selected with the information criterion.
- First work on employing the iterative rotations to the inverse problem
- The selection of the optimal number of iterative rotations is studied.
- Gradient matrix is constructed in a multi-parameter response model.


#### Abstract

An elastic-net (EN) based polynomial chaos (PC) ensemble Kalman filter (PC-EnKF) with iterative PC-basis rotations is developed for high-dimensional nonlinear inverse modeling. To avoid the huge computational cost of estimating PC expansion coefficients and the Kalman gain matrix in PC-EnKF, this paper focuses mainly on solving the minimization problem of the elastic-net (EN) cost function with the fast iterative shrinkage-thresholding algorithm (FISTA). To further enhance the sparsity and accuracy, an iterative PC-basis rotation method is employed. When performing the rotation technique, two key issues need to be addressed to accommodate the computation of the inverse problem. One is the derivation of a new multi-dimensional random variable. This can be realized by exploring the construction of the gradient matrix used in a multi-parameter and vector-valued response model. The other issue is the selection of the number of iterative rotations during the process of each data assimilation, which can be addressed by resorting to a curve of sparsity versus the number of iterations. As for the regularization parameters, they can be tuned by calculating the information criteria (IC). Through the numerical examples, we demonstrate that EN-based PC-EnKF combined with the iterative PC-basis rotation method is well suited in the high-dimensional nonlinear inverse modeling, and has great potential in the high-dimensional nonlinear inverse modeling of real-world complex systems.
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## 1. Introduction

Currently, the systematic uncertainty quantification (UQ) in models, simulations, experiments and the analysis of how they are propagated through complex models to affect the predicted outcomes constitutes an active area of research [1-3]. For the computational process from input (parameters) to output (simulation results), we refer it as the 'forward UQ'. Correspondingly, 'inverse UQ' means the inference of the input variables based on the output by gathering more observation information of the output variables to calibrate the simulation results and reduce the uncertainties of the input variables [1]. This process is also called 'data assimilation' which combines essentially the underlying dynamical system and the available data. In a comparison of the two UQ problems, the inverse UQ belongs to the inverse problem, which is generally ill-posed in the sense of Hadamard: it fails to satisfy at least one of the criteria for well-posedness - existence, uniqueness, and continuous dependence of the solution on data. A phenomenon occurs to us, that is, for a single output value, there may be multiple corresponding input values that all provide a match to the output value. This is because the information contained in the observed data is insufficient to determine all of the uncertain model parameters. So the parametric uncertainty usually cannot be totally eliminated, merely reduced [1]. For this reason, the inverse problem has received increasing attention in the UQ community [2].

The Kalman filter [3] is widely used as a data assimilation method. The original linear Kalman filter can be only successful if all the probability distributions involved are Gaussian, i.e., the system is linear, and all the random variables are normally distributed. As one of its variants, the extended Kalman filter (EKF) [4] can also be applied to deal with the moderately nonlinear problems by linearizing it via the Jacobian. However, it will suffer when a strong nonlinear inverse problem is involved, this is because the Jacobian provides only local information. In 1994, the ensemble Kalman filter (EnKF) was introduced in [5], which greatly alleviates the nonlinear challenge. It tracks the distribution evolution of the quantities of interest by using Monte Carlo sampling of the variable space that is evolved with time. Owing to the simplicity in its implementation, EnKF has gained great popularity within the past two decades. Since its invention, EnKF has been widely used in different fields such as oceanography, reservoir engineering, and meteorology [6-9]. Due to the slow convergence with the number of ensembles, a large ensemble size is required to get an accurate estimation of the system and an even larger size is needed for the estimation of the associated uncertainty. This is usually extremely computationally demanding due to the repeated analyses that have to take place, while one can afford only a small ensemble size owing to the fact that it is time-consuming to run each simulation for large-scale computational problems (say, with $O\left(10^{4}\right)$ samples in high-dimensional stochastic space). So in order to enhance the computational efficiency of the method, different techniques have been proposed to reduce the sampling errors in the EnKF with smaller-sized ensembles, which turns out to be promising for this purpose, e.g. [10,11].

Recently, an effort to minimize the number of simulations for a given required accuracy has led to the development of another variant of the Kalman filter: polynomial chaos (PC) based ensemble Kalman filter (PC-EnKF). The PCEnKF developed in $[2,12,13]$ can also be applied to the nonlinear inverse problems. In this method, the random process of interest is represented by the PC bases which are the orthogonal polynomials with respect to a set of independent random variables with known distributions [14-16]. Once the PC representation is obtained, the statistical moments of our interest (i.e. the mean and covariance of the random quantities) can be easily computed from the PC coefficients. The PC-EnKF resembles the traditional EnKF in every aspect except that it represents and propagates model uncertainty by PC expansion instead of an ensemble of model realizations. This method turns out to be a more efficient alternative to EnKF for many data assimilation problems [2,17-19].

In order to determine the unknown PC expansion coefficients of the solution, there commonly exist two types of methods to be resorted to, the intrusive [20-25] and the non-intrusive ones [26-28]. Historically, the intrusive Stochastic Galerkin (SG) method was used in [21,29]. However, it must solve a system of coupled equations which require robust and efficient solvers and the modification of an existing deterministic code. Often, the form of equations or code used to solve the deterministic equations is complex, which makes the implementation of
the intrusive SG method difficult, if not impossible. Compared with the 'intrusive' method, the advantage of 'nonintrusive' method is that there is no need to modify the deterministic solvers for the quantities of interest (QoI). The fundamental idea behind the 'non-intrusive' approach is essentially the repeated application of the existing or legacy deterministic solver. We consider non-intrusive sampling methods in our current study. However, the trade-off is frequently encountered, that is, keeping more PC basis functions in PC decomposition helps to capture uncertainty more accurately, but it increases the computational cost. An ideal PC expansion should accurately represent the model uncertainty but keep the number of basis functions as small as possible. It is challenging to identify such a subset of PC bases that have the strongest impact on the model uncertainty. Recent attempts at extracting only a subset of desired PC bases rely on the compressive sampling [30-34] and the formulation of convex optimization. In this paper, we are more interested in developing a sparsity-promoting PC-EnKF, where a $l_{1}$-solver is introduced to determine the coefficients of PC expansion in the prediction step of ensemble Kalman filter.

The $l_{1}$-solver essentially combines tools and ideas from convex optimization with compressive sensing. Among the most popular $l_{1}$ solvers, the Lasso (least absolute shrinkage and selection operator) [35] has been widely used in compressed sensing and image processing, where many regression coefficients are expected to be zero, and only a small subset of coefficients to be non-zero. The Lasso sparse solution is therefore obtained via a $l_{1}$ penalized leastsquares criterion. Currently, there are many methods that can be implemented for solving this $l_{1}$ optimization problem. For instance, the least angle regression algorithm [36] (achieve the same time complexity as ordinary least-squares regression) and the even more efficient coordinate descent algorithm [37].

Recently, there is an important family of methods in connection with the iterative shrinkage-thresholding algorithm (ISTA). Initially, ISTA was introduced as an EM (expectation-maximization) algorithm for image deconvolution [38], later in [39], using a majorization-minimization approach. In [40], ISTA was placed on solid mathematical grounds, with a rigorous convergence proof in an infinite dimensional setting. According to [41], it can be used for Lasso problems and an obvious benefit is that each iteration of the ISTA only involves sum and relatively cheap matrixvector multiplication followed by a shrinkage/soft-thresholding step in the computational procedure. However, ISTA has also been recognized as a slow method. In this case, a new fast iterative shrinkage-thresholding algorithm (FISTA) has been proposed [42], which preserves the computational simplicity of ISTA but with a global rate of convergence which is proven to be significantly better, both theoretically and practically, and shown to be faster than ISTA by several orders of magnitude.

However, there are still some of the weaknesses in Lasso estimation, e.g. the Lasso procedure is not stable enough when there exist high correlations among the variables, and Lasso tends to arbitrarily choose some important variables and ignore the other important variables when they have relatively high correlation or group structures [43]. All these often preclude the use and potential advantage of Lasso. To remedy this, as an improved version of the Lasso, the elastic net regularization [44] was proposed, and elastic net-based methods are widely used in statistics and machine learning, see, e.g., [45]. Elastic net is interesting in the sense that it combines both the $l_{1}$ (Lasso) and the $l_{2}$ (ridge) penalties. The elastic net (EN) keeps the model sparsity of Lasso, while the inclusion of $l_{2}$ penalization term stabilizes the estimation [45] and, hence, improves or maintain the prediction accuracy. Particularly, when there exist high correlations among variables, the elastic-net can significantly improve the prediction accuracy and even outperforms the Lasso. When the elastic net problem is solved, a common approach is often carried out by transforming the elastic net problem into an equivalent Lasso problem on an augmented data, based on which the least angle regression (LAR) procedure is applicable, referred to least angle regression elastic net (LAR-EN) [44]. Different from this optimization procedure, an iterative thresholding algorithm is designed and explored using convex analysis tool for computing the elastic-net solution [45], which is akin instead to the algorithm developed in [40], and the consistency properties of the elastic net scheme are further investigated within a suitable mathematical framework. In practice, the Lasso or elastic net regularization usually obtains a high-dimensional model which contains the true model with high probability [43]. So there is still room for making further improvement to increase the sparsity by introducing advanced techniques.

More recently, a promising novel iterative-rotation technique is proposed [46,47]. When the Lasso or elastic net is applied to the representation of QoI with Hermite chaos expansion to determine the coefficients, the original inputs are rotated such that a few of the new coordinates, i.e. linear combinations of original inputs, have significant impact on QoI, thereby increasing the sparsity of the solution and in turn, the accuracy of recovery [48].

The main task of current work is to explore the reformulation of the elastic net solution in the framework of PC -EnKF for the high-dimensional inverse problem when the iterative-rotation technique is employed. And the focus is placed on how the iterative-rotation approach can effectively improve the computational results given the limited
noisy measured data. For demonstrating the current algorithm, we solve an inverse problem from the 2D shallow water equations and attempt to recover the representation of accurate channel bed topography that is still a challenge [49,50] due to its ill-posed essence. Such a problem arises frequently in the field of hydraulic modeling of open channel flows in which the topography shape is an important parameter that needs to be identified prior to numerical modeling and flow simulation. So far, various methods have been developed for addressing this issue, please see [51] for details. To the best of our knowledge, this is the first application of the iterative-rotation approach to the high-dimensional inverse problem, especially in the setting of PC-EnKF. When the rotation technique is used, two key issues need to be addressed to accommodate the present computation of inverse problem, especially in the setting of PC-EnKF. One is the derivation of a new multi-dimensional random variable, which can be realized by exploring the construction of gradient matrix used in a multiparameter and vector-valued response model which is different from the case of literature [47], and the other is the selection of the number of iterative rotations during the process of each data assimilation, which can be addressed by resorting to a curve of the sparsity versus the number of iterations. For the determination of coefficients of PCE, the fast iterative soft-thresholding algorithm (FISTA) of the elastic net is explored, wherein the Bayesian information criterion (BIC) (Schwartz 1978) [52] is used for helping us to determine the optimal regularization parameters due to its consistency in selecting the true model (Shao 1997) [53]. We will concentrate mainly on the three points to evaluate the utility of the present algorithm: the quality of the recovery results of input topography, the sparsity of PC expansion coefficients and the reduction of uncertainty prediction. The experimental results show that the elastic net with iterative rotations is more effective in promoting the sparsity than elastic net for solving high-dimensional inverse UQ. We hope that the current algorithm developed for reducing the uncertainty of input random parameters will be of general interest and value.

The rest of this paper is structured as follows. First, in Section 2 we provide a formulation of rotation-based elastic net in the framework of PC-EnKF method; Secondly, in Section 3, numerical simulation experiments are carried out, and the recovery of topography in 2D shallow water equations is allowed to demonstrate the potential benefits and usefulness of the present algorithm, and then some conclusions and ideas in future research are provided in Section 4.

## 2. Rotation-based elastic net in the framework of PC-EnKF for inverse problem

### 2.1. Problem description

The model uncertainty prediction can be described using the following relation:

$$
\begin{equation*}
\mathbf{d}=g(\mathbf{m}) \tag{2.1.1}
\end{equation*}
$$

where $\mathbf{m}$ denotes the parametric input variables or input parameters, and $\mathbf{d}$ is the model output. Generally, $g$ is the mathematical model and often involves partial differential equations (e.g. the 2D shallow water equations used in this paper). For the forward UQ, the mathematical model $g$ is used to predict the output $\mathbf{d}$ from the input $\mathbf{m}$. While for the inverse UQ, the mathematical model is used to make inferences about input $\mathbf{m}$ that would result in the given the observation data $\mathbf{d}^{*}, \mathbf{d}^{*}=\mathbf{d}+\epsilon$, where $\epsilon \sim p_{\epsilon}(\cdot)$ is a random variable with known pdf that represents uncertainty in the observation data. Assuming that prior information about the input $\mathbf{m}$ is available in the form of a pdf $p_{0}(\mathbf{m})$, the Bayes' rule allows us to solve the inverse UQ in a principled fashion, which states that

$$
\begin{equation*}
p\left(\mathbf{m} \mid \mathbf{d}^{*}\right) \propto p\left(\mathbf{d}^{*} \mid \mathbf{m}\right) p_{0}(\mathbf{m}) \tag{2.1.2}
\end{equation*}
$$

where $p\left(\mathbf{d}^{*} \mid \mathbf{m}\right)=p_{\epsilon}\left(\mathbf{d}^{*}-g(\mathbf{m})\right)$ stands for the likelihood. The formulation (2.1.2) tells us that the posterior $p\left(\mathbf{m} \mid \mathbf{d}^{*}\right)$, which is what we know about the unknown $\mathbf{m}$ given the data $\mathbf{d}^{*}$, is proportional to the likelihood $p\left(\mathbf{d}^{*} \mid \mathbf{m}\right)$, which measures how likely the observed data is for given inputs $\mathbf{m}$, multiplied by the prior $p_{0}(\mathbf{m})$, which describes our knowledge of the unknown prior to the acquisition of data. Once the prior and forward model are specified, the posterior distribution is defined via Bayes' rule (2.1.2). Thus, the mean value and variance of $\mathbf{m}$ are derived theoretically. In the current study, we will apply the Bayesian parameter estimation method, called the EN-based PC-EnKF method with iterative rotations, to explore them as stated in Section 1. In order to see the benefit of this method, let us first introduce the polynomial chaos (PC) expansion in the following section.

### 2.2. PC representation of the uncertainty

To characterize uncertainty, We model the uncertain inputs as a $n$-dimensional vector of independent random variables $\xi:=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$, with probability density function $\rho(\xi)$. The QoI that we seek to approximate is $\mathbf{d}(\xi)$. Supposed that its variance is finite, then we can utilize PC expansions $\psi_{j}(\xi)$ to approximate $\mathbf{d}(\xi)$, which is of the form:

$$
\begin{equation*}
\mathbf{d}(\xi)=\sum_{j=0}^{P} c_{j} \psi_{j}(\xi)+\epsilon_{t}(\xi) \tag{2.2.1}
\end{equation*}
$$

where $c_{j}, j=0,1, \ldots, P$, are the corresponding PC expansion coefficients. Denoting the maximum order of the truncated polynomials by $l$, the total number of terms is given by $P+1=\frac{(n+l)!}{n!l!}$. $\epsilon_{t}$ is truncation error associated with retaining $P+1$ terms of PC bases. With the growth of the polynomial order and the number of random variables, the total number of terms in the expansion increases rapidly. We assume that $\psi_{j}(\xi)$ are normalized such that $E\left(\psi_{j}^{2}(\xi)\right)=1$, where the operator $E$ denotes the mathematical expectation. In this work, the parametric input variables are assumed to be Gaussian, and therefore Hermite polynomials are chosen according to the Wiener-Askey scheme. The Hermite polynomials are normalized and the weight function is: $w(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(\frac{-x^{2}}{2}\right)$. To identify PC expansion coefficients, we consider non-intrusive sampling methods, in which deterministic solvers for the QoI are not modified. Such methods include Monte Carlo simulation [54], pseudo-spectral stochastic collocation [55,56], least squares regression [57], and $l_{1}$-minimization [34,58-62]. Another method that has attracted a revived interest and considerable amount of attention in the signal processing literature is the elastic net. In this work, we will adopt the elastic net [44] to estimate the coefficients of PCE by minimizing the function

$$
\begin{equation*}
J(\mathbf{c})=\frac{1}{2}\|\mathbf{d}-\Psi \mathbf{c}\|_{2}^{2}+\frac{\lambda_{2}}{2}\|\mathbf{c}\|_{2}^{2}+\lambda_{1}\|\mathbf{c}\|_{1} \tag{2.2.2}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are positive scalars, and the vector $\mathbf{c}:=\left(c_{0}, \ldots, c_{P}\right)$ contains the PC expansion coefficients, while the vector $d$ and the so-called measurement matrix $\Psi$ contain function evaluations at realizations of the random input, $\xi$. Specifically, denoting the $i$ th realization of $\xi$ as $\xi^{(i)}, \mathbf{d}:=\left(d\left(\xi^{(1)}\right), \ldots, d\left(\xi^{(N)}\right)\right)$, and $\Psi(i, j):=\psi_{j}\left(\xi^{(i)}\right)$. When $\lambda_{2}$ is equal to zero, then Eq. (2.2.2) is just the following form

$$
\begin{equation*}
J(\mathbf{c})=\frac{1}{2}\|\mathbf{d}-\Psi \mathbf{c}\|_{2}^{2}+\lambda_{1}\|\mathbf{c}\|_{1} \tag{2.2.3}
\end{equation*}
$$

The problem (2.2.3) is known as Lasso, in which the residual is measured with the Euclidean norm and the regularization is done with $l_{1}$-norm. It intends to seek a balance between the sparsity and fitting, which is also named basis pursuit denoising (BPDN) by Chen et al. [63]. The sparsity-seeking property of (2.2.3) has been shown to have applications in geophysics, data compression, image processing, sensor networks, and more recently, in computer vision, and so on. The interested reader is referred to $[64,65]$ for a comprehensive review of these applications.

### 2.3. Solving the elastic net using the fast iterative shrinkage-thresholding algorithm (FISTA) with rotations

The cost criterion appearing in (2.2.2) is known as the elastic net (EN). The elastic net criterion has some desirable properties, as it maintains the model sparsity of Lasso, but not as aggressive as Lasso in excluding correlated terms in the model. This is because these terms tend to be in or out of the model together as a result of the $l_{2}$ norm regularization by guaranteeing strong convexity of the cost. For the applications of the elastic-net regularization to statistics and learning theory, one may refer to De Mol et al. (2009) [45] and Hastie, Tibshirani, and Friedman (2009) [66]. Elastic net-based methods are amenable to very efficient large-scale solution algorithms (Friedman, Hastie, \& Tibshirani, 2010) [37]. According to Eq. (2.2.2), the elastic net solution can be defined as

$$
\begin{equation*}
\hat{\mathbf{c}}=\underset{\mathbf{c}}{\arg \min } \frac{1}{2}\|\mathbf{d}-\Psi \mathbf{c}\|_{2}^{2}+\frac{\lambda_{2}}{2}\|\mathbf{c}\|_{2}^{2}+\lambda_{1}\|\mathbf{c}\|_{1} \tag{2.3.1}
\end{equation*}
$$

So far, there are several numerical algorithms proposed for solving this optimization problem. The most commonly used method, as suggested by Zou and Hastie in [44], is frequently to transform the elastic net problem into an equivalent Lasso problem, i.e.,

$$
\begin{equation*}
\hat{\mathbf{c}}^{*}=\arg \min _{\mathbf{c}^{*}} \frac{1}{2}\left\|\mathbf{d}^{*}-\mathbf{\Psi}^{*} \mathbf{c}^{*}\right\|_{2}^{2}+\gamma\left\|\mathbf{c}^{*}\right\|_{1} \tag{2.3.2}
\end{equation*}
$$

where

$$
\Psi^{*}=\left(1+\lambda_{2}\right)^{-1 / 2}\binom{\Psi}{\sqrt{\lambda_{2}} \mathbf{I}}, \mathbf{d}^{*}=\binom{\mathbf{d}}{0} \text { and } \gamma=\lambda_{1} / \sqrt{1+\lambda_{2}}
$$

Then the $\hat{\mathbf{c}}$ can be derived using the following the relation

$$
\begin{equation*}
\hat{\mathbf{c}}=\frac{1}{\sqrt{1+\lambda_{2}}} \hat{\mathbf{c}}^{*} \tag{2.3.3}
\end{equation*}
$$

just due to the identity (2.3.2), the elastic net is often referred to as a particular version of the Lasso, based on which the LAR procedure is applicable. An efficient algorithm, called least angle regression elastic net (LAR-EN), is therefore designed to deal with the elastic net estimator (2.3.1), resulting in an improved performance [44]. More recently, another interesting contribution is the fast iterative shrinkage-thresholding algorithm (FISTA) that is developed for solving elastic net problems. The algorithm foundations are for instance thoroughly described by A. Beck and M. Teboulle [42]. Let us review very briefly its main idea and characteristics.

First consider a generalized form of the optimization problem:

$$
\begin{equation*}
\min F(x):=f(x)+g(x) \tag{2.3.4}
\end{equation*}
$$

where, $g: R^{n} \rightarrow R$ a continuous convex function which may not be smooth. $f: R^{n} \rightarrow R$ a convex function with lower bound, continuously differentiable with Lipschitz continuous gradient $L(f)>0$ :

$$
\|\nabla f(x)-\nabla f(y)\| \leq L(f)\|x-y\|, \text { for every } x, y \text { in } R^{n}
$$

where $\|\cdot\|$ denotes the standard Euclidean norm. The idea of iterative shrinkage-thresholding algorithm is to solve the original problem by solving an approximate model of the original problem. For any $L>0$, consider the following quadratic approximation of $F(x):=f(x)+g(x)$ at a given point $y$ :

$$
\begin{equation*}
Q_{L}(x, y):=f(y)+\langle x-y, \nabla f(y)\rangle+\frac{L}{2}\|x-y\|^{2}+g(x) \tag{2.3.5}
\end{equation*}
$$

Then it has a unique minimum point:

$$
\begin{equation*}
p_{L}(y):=\arg \min _{x} Q_{L}(x, y) \tag{2.3.6}
\end{equation*}
$$

Ignoring the constant term we can get

$$
p_{L}(y):=\arg \min _{x}\left\{g(x)+\frac{L}{2}\left\|x-\left(y-\frac{1}{L} \nabla f(y)\right)\right\|^{2}\right\}
$$

Thus, we can get the basic iteration of the generalized model $F(x)$

$$
\begin{equation*}
x_{k}=p_{L}\left(x_{k-1}\right) \tag{2.3.7}
\end{equation*}
$$

Especially, when $g(x)=\lambda\|x\|_{1}$, the above iteration (2.3.7) can be then accomplished by the following iterative shrinkage thresholding algorithm (ISTA) (Daubechies et al., 2004) [40], which is a simple iterative scheme consisting of a gradient and a shrinkage step:

$$
\begin{equation*}
x_{k}=S_{\frac{\lambda}{L}}\left(x_{k-1}-\frac{1}{L} \nabla f\left(x_{k-1}\right)\right) \tag{2.3.8}
\end{equation*}
$$

where $S_{\alpha}: R^{n} \rightarrow R^{n}$ is the shrinkage thresholding operator defined by

$$
S_{\alpha}(x):= \begin{cases}x-\frac{\alpha}{2} & x>\frac{\alpha}{2} \\ 0 & |x| \leq \frac{\alpha}{2} \\ x+\frac{\alpha}{2} & x<-\frac{\alpha}{2}\end{cases}
$$

As was pointed out in [42], when $f(\mathbf{x})=\left\|\mathbf{d}-\Psi^{*} \mathbf{x}\right\|^{2}$, the (smallest) Lipschitz constant of the $\nabla f$ can be provided by $L(f)=\lambda_{\max }\left(\Psi^{* \prime} \Psi^{*}\right)$. The gradient step adds a non-sparse update to the current iterate. Subsequently, the shrinkage operator $S_{\alpha}$ shrinks the updated solution (i.e., PCE coefficients) componentwise by $\lambda$ towards zero. This step ensures that only dominant components can increase to non-zero values. The ISTA converges rather slowly.

In 1983, Y.E. Nesterov proposed a new gradient algorithm in the literature [67]. And Amir Beck and Marc Teboulle applied this idea to ISTA and proposed FISTA in 2009 [42]. The main difference between FISTA and the traditional algorithm is that the calculation of the new iteration point, say $x_{k+1}$, depends on a specific linear combination of the previous two points $\left\{x_{k}, x_{k-1}\right\}$ rather than $x_{k}$ only. This improvement does not increase the computational difficulty of the algorithm and speeds up the convergence of solution instead. The convergence rate is $O\left(\frac{1}{k^{2}}\right)$ for FISTA, and in contrast, only $O\left(\frac{1}{k}\right)$ for ISTA, where $k$ is the iteration counter. In the current study, we use FISTA to solve the reformulated Lasso problem (2.3.2), and for the related details and steps, see Algorithm 1.

```
Algorithm 1 FISTA
Input: \(\Psi, u, \lambda_{1}, \lambda_{2}\)
    Initialize: \(y_{1}=x_{0} \in R^{n}, t_{1}=1\), max iter, tol \(=1 e-8\)
    \(\Psi^{*}=\Psi^{\prime} \Psi+\lambda_{2} \operatorname{eye}(P+1)\)
    \(L=\max \left(\operatorname{eig}\left(\boldsymbol{\Psi}^{*^{\prime}} \boldsymbol{\Psi}^{*}\right)\right)\)
    for \(k=1 \rightarrow\) maxiter do
        \(x_{k}=S_{\frac{\lambda_{1}}{L}}\left(y_{k}-\frac{1}{L} \boldsymbol{\Psi}^{*^{\prime}}\left(\boldsymbol{\Psi}^{*} y_{k}-u\right)\right)\)
        \(t_{k+1}=\frac{1+\sqrt{1+4 t_{k}^{2}}}{2}\),
        \(y_{k+1}=x_{k}+\left(\frac{t_{k}-1}{t_{k+1}}\right)\left(x_{k}-x_{k-1}\right)\)
        error \(=\left\|x_{k}-x_{k-1}\right\|_{1} /(P+1)\)
        if error \(<\) tol then
            Break
```

Output: $x_{k}$

The elastic net offers some advantages over the Lasso in certain situations, but these advantages come with the cost of needing to tune the model with respect to two regularization parameters $\lambda_{1}$ and $\lambda_{2}$. This can be done generally by a two-dimensional search via K-fold cross-validation (CV), but tremendously tedious and time-consuming, even impossible, particularly for the large-scale inverse problem. Another possibility is to use information criteria, for example, the Akaike information criterion (AIC) (Akaike, 1973) [68] and Bayesian information criterion (BIC) (Schwartz, 1978) [52] and so on, to select the regularization parameters. The AIC comes from approximately minimizing the difference between the true data distribution and the model distribution, known as the KullbackLeibler information entropy. While Schwarz derived BIC to asymptotically approximate a transformation of the Bayesian posterior probability of a model. Using either AIC or BIC to pick a suitable model is typically indicated by the smallest value of each criterion. So we will face an optimization problem below to find the optimal elastic net model for the Eqs. ((2.2.2) or (2.3.1))

$$
\begin{equation*}
\lambda_{1,2}(\text { optimal })=\arg \min _{\lambda_{1,2}} \frac{\left\|\mathbf{d}-\Psi c_{\lambda_{1,2}}\right\|^{2}}{N_{o} \sigma^{2}}+\frac{w_{N_{o}}}{N_{o}} d \hat{f}\left(\lambda_{1,2}\right) \tag{2.3.9}
\end{equation*}
$$

where $w_{N_{o}}=2$ for AIC and $w_{N_{o}}=\log \left(N_{o}\right)$ for BIC. $N_{0}$ is the number of samples. $\sigma^{2}$ is the residual variance, which is here defined for the non-zero $\lambda_{2}$ as $\sigma^{2}=\frac{\left\|\mathbf{d}-\boldsymbol{\Psi}^{+} \mathbf{d}\right\|^{2}}{N_{0}}, \boldsymbol{\Psi}^{+}=\boldsymbol{\Psi}\left(\boldsymbol{\Psi}^{\prime} \boldsymbol{\Psi}\right)^{-1} \boldsymbol{\Psi}^{\prime}$. As for $d \hat{f}\left(\lambda_{1,2}\right)$, called the degree of freedom (DOF), it is often used to quantify the complexity of a model fit. Zou, Hastie \& Tibshirani (2007) [69] and Ryan J. Tibshirani \& Jonathan Taylor (2012) [70] show that an unbiased estimate of the number of degrees of freedom of elastic net solutions can be obtained by the following relation

$$
\begin{equation*}
d \hat{f}\left(\lambda_{1,2}\right)=\operatorname{Trace}\left[\boldsymbol{\Psi}_{A}\left(\boldsymbol{\Psi}_{A}{ }^{\prime} \boldsymbol{\Psi}_{A}+\lambda_{2} I\right)^{-1} \boldsymbol{\Psi}_{A}{ }^{\prime}\right] \tag{2.3.10}
\end{equation*}
$$

where the prime " ${ }^{\prime \prime}$ represents transpose, $A$ stands for the active set, which is defined as $A=\{i \in[1,2, \ldots, P+1]$ : $\left.c_{i} \neq 0\right\}$, and $c_{i}$ is the component of the solution $\mathbf{c} . \boldsymbol{\Psi}_{A}$ is formed from the columns of $\boldsymbol{\Psi}$ associated with non-zero coefficients given $\lambda_{2}$. Accordingly, $I$ is an identity matrix of dimension equal to the cardinality of the active set. Note that for Eq. (2.3.10), inverting $\boldsymbol{\Psi}_{A}{ }^{\prime} \boldsymbol{\Psi}_{A}$ is computationally expensive: $O\left[(P+1)^{3}\right]$. Therefore, the singular value decomposition can be effectively utilized, i.e., $\boldsymbol{\Psi}_{A}=\check{U} D \check{V}^{\prime}$. If so, Eq. (2.3.10) can be then written as

$$
\begin{equation*}
d \hat{f}\left(\lambda_{1,2}\right)=\operatorname{Trace}\left[\check{U} D\left(D^{2}+\lambda_{2} I\right)^{-1} D \check{U}^{\prime}\right] \tag{2.3.11}
\end{equation*}
$$

For the selection of parameters $\lambda_{1}, \lambda_{2}$, we first create two sets of grid points using reasonable values for them as $\Lambda_{1}$ and $\Lambda_{2}$, respectively. Then we perform the Algorithm 2 over $\Lambda_{1}$ for each value of $\lambda_{2}$, and compare all the $\min _{\Lambda_{1}} \operatorname{BIC}\left(\lambda_{1}, \lambda_{2}\right)$ to offer the $\min _{\Lambda_{2}} \min _{\Lambda_{1}} \operatorname{BIC}\left(\lambda_{1}, \lambda_{2}\right)$, by which a specific parameter pair $\left(\lambda_{1}, \lambda_{2}\right)$ is eventually determined.

```
Algorithm 2 The calculation of IC (BIC or AIC) and optimal solution
Input: \(\boldsymbol{\Psi}, \mathbf{d},\left\{\lambda_{2}^{j}\right\},\left\{\lambda_{1}^{i}\right\}\)
    for \(j=1 \rightarrow n_{j}\) do
        Solve the corresponding ridge regression problem to get \(\mathbf{c}_{j}^{0}: \mathbf{c}_{j}^{0}=\arg \min _{x} \frac{1}{2}\left\|\mathbf{d}-\Psi \mathbf{c}_{j}^{0}\right\|_{2}^{2}+\frac{\lambda_{2}^{j}}{2}\left\|\mathbf{c}_{j}^{0}\right\|_{2}^{2}\);
        Compute the mean square error: \(\sigma_{j}^{2}=\left\|\mathbf{d}-\Psi \mathbf{c}_{j}^{0}\right\|_{2}^{2} / N_{o}, N_{o}\) is the number of samples.
        for \(i=1 \rightarrow n_{i}\) do
            Solve EN by FISTA: \(\mathbf{c}^{i, j}=\arg \min _{x} \frac{1}{2}\left\|\mathbf{d}-\Psi \mathbf{c}^{i, j}\right\|_{2}^{2}+\lambda_{1}^{i}\left\|\mathbf{c}^{i, j}\right\|_{1}+\frac{\lambda_{2}^{j}}{2}\left\|\mathbf{c}^{i, j}\right\|_{2}^{2}\)
            Select \(\mathbf{c}_{A}^{i, j}\) from \(\mathbf{c}^{i, j}\), and \(\boldsymbol{\Psi}_{A}\) from \(\boldsymbol{\Psi}\).
            Make SVD decomposition: \(\boldsymbol{\Psi}_{A}=\check{U} D \check{V}^{\prime}\).
            Compute the Dof according to the equation (2.3.11);
            Obtain the residual: \(r=\left\|\mathbf{d}-\Psi_{A} \mathbf{c}_{A}^{i, j}\right\|_{2}^{2}\)
            The \(\mathrm{BIC}^{i, j}\) or \(\mathrm{AIC}^{i, j}\) is derived by equation (2.3.9);
    \(\tilde{\lambda}_{1,2}=\underset{i, j}{\operatorname{argmin}}\left\{\mathrm{BIC}^{i, j}\right\}\)
Output: \(\mathbf{c}_{\tilde{\lambda}_{1,2}}^{\mathbf{d}}, \tilde{\lambda}_{1}, \tilde{\lambda}_{2}\)
```

Despite its advantage in numerical implementation, the FISTA has also left significant room to further improve the resulting accuracy and performance. For this, we resort to the newly proposed iterative-rotation approach to address this challenge. The concept of the rotation plays a central role in this paper. The main idea behind this approach [46] shows that when determining the coefficients of Hermite chaos expansion for QoI of interest, a few of the newly derived coordinates from rotating the original random inputs can have a significant impact on QoI, thereby increasing the sparsity of solution and in turn, the accuracy of recovery. These excellent features exactly cater to the demand of PC-EnKF, therefore, are especially suitable for the current study. However, considering the application in the framework of PC-EnKF, two issues need to be addressed. One is the selection of an appropriate number of rotations, which can be realized through a curve of the sparsity versus the number of iterations. And the other is the construction of the gradient matrix, which has an important effect on the computational results. Here the gradient matrix must be constructed so as to devote to the uncertainty propagation through a multi-parameter input and multi-output model that occurs in the framework of PC-EnKF for the inverse solution, rather than a model exclusively focused on propagating a scalar uncertainty forward [46]. Next, let us review briefly the basic concepts and idea related to the iterative-rotation approach. More details please see [46].

As mentioned in Section 2.1, where the output variable d will produce large uncertainty due to the priori distribution of the input parameters $\mathbf{m}$. From the beginning of each data assimilation iteration, assume that we have two truncated series below for the input and output random vectors $\mathbf{m}$ and $\mathbf{d}$

$$
\begin{align*}
\mathbf{m} & \approx \sum_{i=0}^{P} \mathbf{c}_{i}^{\mathbf{m}} \Psi_{i}(\xi),  \tag{2.3.12}\\
\mathbf{d} & \approx \sum_{i=0}^{P} \mathbf{c}_{i}^{\mathbf{d}} \Psi_{i}(\xi), \tag{2.3.13}
\end{align*}
$$

where $\xi$, as stated in Section 2.1, is a random vector comprising a set of independent random variables with given normal distribution, correspondingly, the $\Psi(\xi)$ is selected as Hermite PC basis function. PC expansion representation of input parameters (2.3.12) is set according to the prior distribution of $\mathbf{m}$, whereas the coefficients in Eq. (2.3.13) are obtained by the process mentioned in Section 2.3. For more details about Eqs. (2.3.12) and (2.3.13), please refer to reference [1]. It is also noted that when the correlated input parameters are encountered, the Karhunen-Loève expansion (KLE) can be adopted to represent them with uncorrelated random variables. This technique is also known
as proper orthogonal decomposition (POD) or, in finite-dimensional setting, principal component analysis (PCA). We will see later this situation in the numerical experiment in Section 3.

The most important step of iterative-rotation approach is performed by finding a new set of random variables. This can be accomplished by searching for a linear mapping

$$
\begin{equation*}
\eta=g(\xi)=\hat{U} \xi, \tag{2.3.14}
\end{equation*}
$$

where $\hat{U}$ is the rotation matrix given by the eigenvalue decomposition of a gradient matrix $G$. We now define the gradient matrix:

$$
\begin{align*}
G & \stackrel{\text { def }}{=} E\left\{J_{\mathbf{m}}^{T} J_{\mathbf{m}}+J_{\mathbf{d}}^{T} J_{\mathbf{d}}\right\}, \\
& =\sum_{i=1}^{S_{1}} E\left\{\nabla m_{i} \cdot \nabla m_{i}{ }^{T}\right\}+\sum_{j=1}^{S_{2}} E\left\{\nabla d_{j} \cdot \nabla d_{j}{ }^{T}\right\} \tag{2.3.15}
\end{align*}
$$

where $\mathbf{m}=\left(m_{1}, m_{2}, \ldots, m_{S_{1}}\right), \nabla m_{i}=\left(\frac{\partial m_{i}}{\partial \xi_{1}}, \frac{\partial m_{i}}{\partial \xi_{2}}, \ldots, \frac{\partial m_{i}}{\partial \xi_{N}}\right)^{T}$, and the same expression and operator also hold for the vector $\mathbf{d}$. $J_{\mathbf{m}} \subset R^{S_{1} \times N}$ and $J_{\mathbf{d}} \subset R^{S_{2} \times N}$ are Jacobian matrix of input parameter vector $\mathbf{m}$ and output vector $\mathbf{d}$ with respect to the random vector $\xi$, respectively. Unless otherwise stated, the dot notation represents the outer product of vector that returns a matrix. And the choices of $S_{1}$ and $S_{2}$ depend the dimension of input parameter vector and the locations of spatial measure points, respectively. When we have Eqs. (2.3.12) and (2.3.13) at hand, the gradient matrix (2.3.15) can be approximated in real computation by the following relation

$$
\begin{align*}
G & \approx \sum_{i=1}^{S_{1}} E\left\{\nabla\left(\sum_{n=0}^{P}\left(c^{\mathbf{m}}\right)_{n}^{i} \Psi_{n}(\xi)\right) \cdot \nabla\left(\sum_{n^{\prime}=0}^{P}\left(c^{\mathbf{m}}\right)_{n^{\prime}}^{i} \Psi_{n^{\prime}}(\xi)\right)^{T}\right\} \\
& +\sum_{j=1}^{S_{2}} E\left\{\nabla\left(\sum_{n=0}^{P}\left(c^{\mathbf{d}}\right)_{n}^{j} \Psi_{n}(\xi)\right) \cdot \nabla\left(\sum_{n^{\prime}=0}^{P}\left(c^{\mathbf{d}}\right)_{n^{\prime}}^{j} \Psi_{n^{\prime}}(\xi)\right)^{T}\right\} \tag{2.3.16}
\end{align*}
$$

The entries of $G$ can be approximated as

$$
\begin{align*}
G_{s t} & \approx \sum_{i=1}^{S_{1}} E\left\{\frac{\partial}{\partial \xi_{s}}\left(\sum_{n=0}^{P}\left(c^{\mathbf{m}}\right)_{n}^{i} \Psi_{n}(\xi)\right) \frac{\partial}{\partial \xi_{t}}\left(\sum_{n^{\prime}=0}^{P}\left(c^{\mathbf{m}}\right)_{n^{\prime}}^{i} \Psi_{n^{\prime}}(\xi)\right)\right\} \\
& +\sum_{j=1}^{S_{2}} E\left\{\frac{\partial}{\partial \xi_{s}}\left(\sum_{n=0}^{P}\left(c^{\mathbf{d}}\right)_{n}^{i} \Psi_{n}(\xi)\right) \frac{\partial}{\partial \xi_{t}}\left(\sum_{n^{\prime}=0}^{P}\left(c^{\mathbf{d}}\right)_{n^{\prime}}^{i} \Psi_{n^{\prime}}(\xi)\right)\right\} \\
& =\sum_{i=1}^{S_{1}} \sum_{n=0}^{P} \sum_{n^{\prime}=0}^{P}\left(c^{\mathbf{m}}\right)_{n}^{i}\left(c^{\mathbf{m}}\right)_{n^{\prime}}^{i} E\left\{\frac{\partial \Psi_{n}(\xi)}{\partial \xi_{s}} \frac{\partial \Psi_{n^{\prime}}(\xi)}{\partial \xi_{t}}\right\} \\
& +\sum_{j=1}^{S_{2}} \sum_{n=0}^{P} \sum_{n^{\prime}=0}^{P}\left(c^{\mathbf{d}}\right)_{n}^{j}\left(c^{\mathbf{d}}\right)_{n^{\prime}}^{j} E\left\{\frac{\partial \Psi_{n}(\xi)}{\partial \xi_{s}} \frac{\partial \Psi_{n^{\prime}}(\xi)}{\partial \xi_{t}}\right\} \\
& =\sum_{i=1}^{S_{1}}\left[\left(\mathbf{c}^{\mathbf{m}}\right)^{i}\right]^{T} K_{s t}\left(\mathbf{c}^{\mathbf{m}}\right)^{i}+\sum_{j=1}^{S_{2}}\left[\left(\mathbf{c}^{\mathbf{d}}\right)^{j}\right]^{T} K_{s t}\left(\mathbf{c}^{\mathbf{d}}\right)^{j} \tag{2.3.17}
\end{align*}
$$

where $K_{s t}$ is stiffness matrix with entries

$$
\left(K_{s t}\right)_{k l}=E\left\{\frac{\partial \Psi_{k}(\xi)}{\partial \xi_{s}} \frac{\partial \Psi_{l}(\xi)}{\partial \xi_{t}}\right\}
$$

Then rotation matrix $\hat{U}$ is therefore obtained by the following eigenvalue decomposition

$$
G=\hat{U} \Sigma \hat{U}^{\prime}, \hat{U} \hat{U}^{\prime}=I
$$

where the prime "' represents transpose. For more algorithmic details, please see Algorithm 3.

```
Algorithm 3 Iterative-rotation algorithm
Input: \(\left\{c^{m}\right\},\left\{c_{i}^{d}\right\}\)
    1: Initialize: \(l=0, \eta^{(0)}=\xi, c^{(0)}=\left[c_{1}^{d}, c_{2}^{d}, \ldots, c_{S_{2}}^{d}\right]\)
    2: Calculate gradient matrix \(G^{l+1}=\sum_{i=1}^{S_{2}}\left(c_{i}^{d}\right)^{\prime} K c_{i}^{d}\) according to (2.3.17), where \(K\) is the stiffness matrix.
    3: Performing eigenvalue decomposition: \(G^{l+1}=\hat{U}^{l+1} \Lambda^{l+1}\left(\hat{U}^{l+1}\right)^{\prime}\).
    4: Make transform \(\eta^{l+1}=\hat{U}^{l+1} \eta^{l}\), and obtain measure matrix \(\Psi_{i j}^{l+1}=\psi_{j}\left(\eta_{i}^{l+1}\right)\).
    5: Use \(\Psi_{i j}^{l+1}\) to calculate \(\left\{c_{i}^{d}\right\}\) by elastic net algorithm.
    Repeat 2-5, until a preset number of iterations is reached.
    Use \(\Psi_{i j}^{l+1}\) to recalculate \(\left\{c^{m}\right\}\) by elastic net algorithm.
Output: Updated \(\left\{c^{m}\right\},\left\{c_{i}^{d}\right\}\)
```


### 2.4. PC-EnKF inverse modeling

Now, let us go back again to the problem proposed in Section 2.1, where the output variable d will produce large uncertainty due to the priori distribution of the input parameters $\mathbf{m}$. We want to seek to reduce this uncertainty using PC-EnKF with the help of the observational data $\mathbf{d}^{*}$.

Implementation of the polynomial chaos ensemble Kalman filter (PC-EnKF) requires first estimating the predicted mean $\mu_{\mathbf{d}}$, as well as the covariance matrices $\mathbf{c}_{\mathbf{d d}}$ and $\mathbf{c}_{\mathbf{d m}}$. With the aid of PC expressions (2.3.12), (2.3.13), and using the orthogonal property of $\Psi_{i}(\xi)$, we can obtain these statistical moments from the obtained coefficients:

$$
\begin{align*}
& \mu_{\mathbf{d}}=\sum_{i=0}^{P} \mathbf{c}_{\mathbf{i}}^{\mathbf{d}} E\left(\Psi_{i}(\xi)\right)=\mathbf{c}_{0}^{\mathbf{d}},  \tag{2.4.1}\\
& \mathbf{C}_{\mathbf{d d}}=E\left(\left(\mathbf{d}-\mu_{\mathbf{d}}\right)\left(\mathbf{d}-\mu_{\mathbf{d}}\right)^{T}\right)=E\left(\left(\sum_{i=1}^{P} \mathbf{c}_{i}^{\mathbf{d}} \Psi_{i}(\xi)\right)\left(\sum_{j=1}^{P} \mathbf{c}_{j}^{\mathbf{d}} \Psi_{j}(\xi)\right)^{T}\right)=\sum_{i=1}^{P} \mathbf{c}_{i}^{\mathbf{d}} \mathbf{c}_{i}^{\mathbf{d} T}  \tag{2.4.2}\\
& \mathbf{C}_{\mathbf{d m}}=E\left(\left(\mathbf{d}-\mu_{\mathbf{d}}\right)\left(\mathbf{m}-\mu_{\mathbf{m}}\right)^{T}\right)=E\left(\left(\sum_{i=1}^{P} \mathbf{c}_{i}^{\mathbf{d}} \Psi_{i}(\xi)\right)\left(\sum_{j=1}^{P} \mathbf{c}_{j}^{\mathbf{m}} \Psi_{j}(\xi)\right)^{T}\right)=\sum_{i=1}^{P} \mathbf{c}_{i}^{\mathbf{d}} \mathbf{c}_{i}^{\mathbf{m} T}, \tag{2.4.3}
\end{align*}
$$

From these above relations, we see that seeking the sparsity of expansion coefficients indeed facilitates the calculation of statistical moments.

Once the process above, called prediction stage, is finished, then the measurements update (analysis) stage is followed. That is to update the PC expansion representation of the parameter vector $\mathbf{m}$ using Kalman filter given the observation. The posterior mean of $\mathbf{m}$ is updated with Kalman gain $\mathbf{K}=\mathbf{C}_{\mathbf{m}}\left(\mathbf{C}_{\mathbf{d d}}+\mathbf{R}\right)^{-1}$ :

$$
\begin{equation*}
\mu_{\mathbf{m} \mid \mathbf{d}^{*}}:=\mathbf{c}_{0}^{\mathbf{m} u}=\mathbf{c}_{0}^{\mathbf{m}}+\mathbf{K}\left(\mathbf{d}^{*}-\mathbf{c}_{0}^{\mathbf{d}}\right), \tag{2.4.4}
\end{equation*}
$$

where the superscript ' $u$ ' denotes updated, and $\mathbf{R}$ is the covariance of observation error $\epsilon$. In addition, the update equation for the coefficients other than the mean (first) term:

$$
\begin{equation*}
\mathbf{c}_{j}^{\mathbf{m} u}=\mathbf{c}_{j}^{\mathbf{m}}-\tilde{\mathbf{K}} \mathbf{c}_{j}^{\mathbf{d}}, \quad j=1,2, \ldots, P \tag{2.4.5}
\end{equation*}
$$

where the $\tilde{\mathbf{K}}$ is updated using the following formulation [1]

$$
\begin{equation*}
\tilde{\mathbf{K}}=\mathbf{C}_{\mathbf{m d}}\left(\left(\mathbf{C}_{\mathbf{d d}}+\mathbf{R}\right)^{-1}\right)^{T}\left(\sqrt{\mathbf{C}_{\mathbf{d d}}+\mathbf{R}}+\sqrt{\mathbf{R}}\right)^{-1} \tag{2.4.6}
\end{equation*}
$$

So the posterior covariance of the parameters

$$
\begin{equation*}
\mathbf{C}_{\mathbf{m m} \mid \mathbf{d}^{*}}:=\sum_{j=1}^{P}\left(\mathbf{c}_{j}^{\mathbf{m} u}\right)\left(\mathbf{c}_{j}^{\mathbf{m} u}\right)^{T} \tag{2.4.7}
\end{equation*}
$$

## 3. The recovery of topography in 2D shallow water equations

### 3.1. Numerical scheme

Numerical experiments will be carried out to demonstrate the efficiency and exactness of the current algorithm, and 2D shallow water equations is selected for this purpose. The shallow water models are extensively used in numerical studies of large-scale atmospheric and oceanic motions. The shallow water equations are a nonlinear hyperbolic system of partial differential equations (conservation laws for depth and momentum) that describe a fluid layer of constant density in which the horizontal scale of the flow is much greater than the layer depth. The dynamics of the single layer model is of course less general than three-dimensional models, but is often preferred because of its mathematical and computational simplicity. The 2D shallow water equations can be written in conservative form as follows:

$$
\begin{equation*}
\frac{\partial w}{\partial t}+\frac{\partial(u w+U)}{\partial x}+\frac{\partial(v w+V)}{\partial y}=W, \tag{3.1.1}
\end{equation*}
$$

where $0<x<L, 0<y<D, t \in\left(0, t_{f}\right], w=(h, u h, v h)^{T}$ is a vector function, $h(x, y, t)$ is the fluid depth, $u(x, y, t)$ and $v(x, y, t)$ are velocity components in the $x$ and $y$ directions, respectively. $U=\left(0, g h^{2} / 2,0\right)^{T}$, $V=\left(0,0, g h^{2} / 2\right)^{T}, W=\left(0,-g h \frac{\partial H}{\partial x},-g h \frac{\partial H}{\partial y}\right)^{T}$. " $T$ " denotes transpose. $g$ is the gravitational constant, and $H(x, y)$ is the topography. We assume periodic solutions in the $x$-direction $\left.(h, u, v)\right|_{x=0}=\left.(h, u, v)\right|_{x=L}$, while in the $y$ direction, $\left.\frac{\partial u}{\partial y}\right|_{y=0}=\left.\frac{\partial u}{\partial y}\right|_{y=D}=0,\left.v\right|_{y=0}=\left.v\right|_{y=D}=0$. Initially, $\left.(h, u, v)\right|_{t=0}=\left(0.05 \exp \left(-\frac{(x+12)^{2}}{15}-\frac{y^{2}}{12}\right)+0.2,0,0\right)$.

Now let $N_{x}$ and $N_{y}$ be positive integers. We subdivide $[0, L]$ and $[0, D]$ by equidistant mesh, with the corresponding meshsize defined by $\Delta x=L /\left(N_{x}-1\right), \Delta y=D /\left(N_{y}-1\right)$, respectively. As for the time interval [ $\left.0, t_{f}\right]$, we discrete it using $N_{t}$ equally distributed points and $\Delta t=t_{f} /\left(N_{t}-1\right)$. Note that it is possible to use adaptive mesh refinement to compute accurate solutions. However, only the uniform mesh is used in this work to avoid coding complications that might be caused by adaptive meshes. Future work will consider an adaptive mesh. Various types of numerical methods have been designed to approximate the solution of the shallow water equations. Methods such as finite volume, finite difference and discontinuous Galerkin finite element schemes are widely used [71,72]. While in this present study we use the following Lax-Wendroff scheme to integrate the shallow water Eq. (3.1.1) forward in time

$$
\begin{align*}
w_{i, j}^{n+1}= & w_{i, j}^{n}+\Delta t\left[-\frac{(u w+U)_{i+1 / 2, j}^{n+1 / 2}-(u w+U)_{i-1 / 2, j}^{n+1 / 2}}{\Delta x}\right. \\
& \left.-\frac{(v w+V)_{i, j+1 / 2}^{n+1 / 2}-(v w+V)_{i, j-1 / 2}^{n+1 / 2}}{\Delta y}+W_{i, j}^{n}\right] \tag{3.1.2}
\end{align*}
$$

here $w_{i, j}^{n}:=w\left(x_{i}, y_{j}, t_{n}\right)$, and $i=1,2 \ldots, N_{x}, j=1,2, \ldots, N_{y}, n=1,2, \ldots, N_{t}$. The scheme is second-order accurate with respect to both space and time. Unlike the Euler methods which calculate each step of a function, the Lax-Wendroff method involves first calculating a half step and then using the results from the half step to produce the full step (3.1.2). The advantage is that it does not need any artificial diffusion in time or space to keep it stable.

### 3.2. Uncertainty of input topography versus observation

We consider the shallow water equation (3.1.1) with a stochastic topography over the domain $\Omega=[0, D] \times[0, L]$, and the stochastic topography is unknown and denoted as $H(x, y, \omega),(x, y) \in \Omega$ and $\omega \in \tilde{\Omega}$, where $\tilde{\Omega}$ is a sample space in a probability space $(\tilde{\Omega}, \tilde{U}, \tilde{P})$ with sigma algebra $\tilde{U}$ over $\tilde{\Omega}, \tilde{P}$ is a probability measure on $\tilde{U}$. One of the commonly used stochastic descriptions of spatial fields is based on a two-point correlation function of the spatial field. For numerical simulation, the stochastic field can be characterized by its covariance function $\operatorname{cov}[\mathrm{H}]$, i.e.,

$$
\begin{equation*}
\operatorname{cov}[H]\left(x_{1}, y_{1} ; x_{2}, y_{2}\right)=\sigma^{2} \exp \left(-\frac{\left|x_{1}-x_{2}\right|^{2}}{\lambda_{x}^{2}}-\frac{\left|y_{1}-y_{2}\right|^{2}}{\lambda_{y}^{2}}\right), \tag{3.2.1}
\end{equation*}
$$

where $\left(x_{i}, y_{i}\right)(i=1,2)$ is the spatial coordinate in 2 D . Here $\sigma=0.1$ is the variance and $\lambda_{x}=\lambda_{y}=12$ are the correlation length in $x$ and $y$ directions. The truncated Karhunen-Loève expansion (KLE) is used to reparameterize


Fig. 1. The topography, (a) Reference, (b) initial guess.
the topography $H(x, y, \omega)$ and keep the leading $N$ terms in the KLE. For an $N$-term KLE approximation, we have the following decomposition

$$
\begin{equation*}
H:=E[H]+\sum_{i=1}^{N} \sqrt{\lambda_{i}} b_{i} \theta_{i} \tag{3.2.2}
\end{equation*}
$$

where $E[\cdot]$ refers to the expectation (i.e., average over all realizations). The $\lambda_{i}$ and $b_{i}$ are the eigenvalue and orthogonal eigenfunctions of the covariance function (3.2.1). The choice of $N$ is dictated by the decay rate of the eigenvalues $\lambda_{i}$. And the decay rate is directly related to the smoothness of $\operatorname{cov}[H]$ and the correlation length $l_{x}$ and $l_{y}$ of the process. One typical choice of $N$ is that the sum of the neglected terms is sufficiently small compared with the sum of the first $N$ terms. The random vector $\Theta:=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{N}\right)$ is considered, where $\theta_{i}$ is mutually independent standard Gaussian random parameter. Thus the KLE helps to represent correlated parameters with uncorrelated random variables, which is important from the perspective of dimension reduction of input variables. Consequently, due to the input uncertainty induced by the random vector $\Theta$ contained in the topography, the output of the shallow water equations will be affected, which can be mitigated by a less uncertain estimation of the random parameters, that is, data assimilation. This can be done by gathering as more observe information of the output variables as possible to calibrate constantly the simulation results. In this numerical example, the mean of $H$ and the number of truncated terms are set as $E[H]=0.15$ and $N=20$, respectively. A realization of $H$ as a reference, $H_{0}$, is given in Fig. 1(a).

Furthermore, if the spatial domain $\Omega$ is uniformly discretized into $31 \times 31$ grid points, while the time domain [ $0, t_{f}$ ] is discretized into 2500 segments, $\left(t_{f}=25\right)$, a prediction result is then obtained at different times, see Fig. 2.

It is known generally that the assimilation is needed whenever significant flow behavior changes occur. In order to satisfy the assimilation requirement, a certain number of observation data will be considered. In our test, we assume that only the fluid height can be provided as an observation variable. The number of the observations threshold was attained only at $S_{2}=21$ observational locations and generated temporally at every four time-segments by running the numerical model that has been well-defined in Eqs. (3.1.2). The observational grid is as presented in Fig. 3. The observation error is set to as $\epsilon^{o} \sim N(\mathbf{0}, 0.001 \mathbf{I})$, and $\mathbf{I}$ is a $21 \times 21$ identity matrix. The objective of the current inverse problem is to update the input topography given the limited number of observation data only for the fluid height, in the context of 2nd-order Hermite PC expansion, with total $P+1=\frac{(20+2)!}{20!2!}=231$ terms. In order to estimate the PC expansion coefficients for the output variable, a set of samples will be taken. According to the suggestions (Hosder et al. 2007) [73], the number of sample points should be at least twice the number of terms in PCE. However, in our example, we conducted several experiments with different numbers of the standard Gaussian sample ensemble members, namely, $N_{o}=100,200,300$ and 400 , respectively. It is eventually shown that adopting only a total sample ensemble size of $N_{o}=300$ members was sufficient to successfully perform the current data assimilation algorithm and that using a higher number of ensemble members seems to have no impact on the ensuing results.


Fig. 2. The height $H(x, y, t, \xi)$ of modeling 2D shallow flow over the topography at time (a) $t=4$, (b) $t=9$, (c) $t=14$, (d) $t=19$, respectively. In each panel, the red is the flow height, and the blue represents the topography as depicted in Fig. 1(a). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)


Fig. 3. Observational locations of the flow height.

### 3.3. Reduce the uncertainty of topography and its results

We are concerned with the case in which the stochastic topography in 2D shallow water equation is unknown a priori to be identified. At this time, an initial guess then needs to be further designated. When the mean of $H$, according to Eq. (3.2.2), is assumed to be $E[H]=0.14$, along with a realization of the independent standard Gaussian random


Fig. 4. Flow chart of the whole computational process used for the uncertainty reduction of topography, where $c^{m u}$ stands for the updated $c^{m}$.
variables, $\xi_{i},(i=1,2, \ldots, 20)$, an initial topography is therefore derived as in Fig. 1(b). It is easy to find that there is a visually obvious difference between Fig. 1(a) and (b). And due to this difference associated with the initial guess of input topography, the model prediction will be affected. One path to uncertainty reduction of this initial topography is to calibrate the simulation results to available observations on the corresponding quantities (e.g., flow height only in this paper) of the 2 D shallow water equations. This task can be completed via four consecutive assimilation loops through our method discussed in Section 2, for the whole process see Fig. 4. They are conducted sequentially (each time measurement data are available). During each of them, we start with an initial guess of topography to run the numerical model. The information is then propagated forward by use of elastic-net (EN) or elastic net with the iterative PC-basis rotation method (EN_RO) and followed by the update of topography. When these steps have been experienced, the assimilation results (updated topography) are therefore derived. These results can be used as the first guess for the next loop, more details see Fig. 5.

For further understanding of Fig. 5, an additional interpretation should be provided here. Fig. 5 shows us an illustration of the selection process of both regularization parameters and the determination of the number of the iterative rotations in each assimilation loop. $\sum_{i=1}^{21}\left\|c_{i}^{\mathbf{d}}\right\|_{0}$ represents the sparsity that concerns the total number of non-zero coefficients of polynomial chaos expansion for the model output (flow height only) at 21 space locations (see Fig. 3). Fig. 3 consists of 4 subplots that correspond to four different data assimilation loops, denoted by $L_{i},(i=1,2,3,4)$, respectively. We take the second subplot as an example to illustrate the selection of regularization parameters and the determination of the number of the iterative rotations, which is just in the wake of the first data assimilation loop $L_{1}$ and is preparing for the second data assimilation $L_{2}$. The "black square" stands for the maximal sparsity that is selected by a minimum of a curve formed through different numbers of rotations, which indicates a desired number of rotations. And the blue circle represents the sparsity derived without the use of rotations. Another blue curve appears in a small subplot that exhibits the evolution of BIC with the regularization parameter $\lambda_{1}$ when determining the coefficients of polynomial chaos expansion during the process of performing the first rotation. The blue square implies the best selection of the regularization parameter $\lambda_{1}$.

However, it should be noted that there are several challenging problems that need to be treated. The first is the construction of gradient matrix used for making a rotational transformation of the random variable so that a new set of random variables are derived through the PC-basis rotation approach. This can be done by depending only on the PC expansion coefficients of the output uncertainty in a manner as described by Eq. (2.3.17). The second is to determine the number of iterative PC-basis rotations during each assimilation loop. This is accomplished by resorting to a curve of the sparsity versus the rotational iteration counts, for details see Fig. 4, where we select the optimal number of the iterative rotations at which the sparsest coefficient occur for the output variables. The third is to optimize two regularization parameters, $\lambda_{1}$ and $\lambda_{2}$, appearing in the elastic net cost function. When quantifying the output uncertainty of interest in the current study we can always deal with it as stated in Section 2.3 via BIC


Fig. 5. Illustration of the selection process of both regularization parameter and the determination of the number of the iterative rotations in each assimilation loop. For further description and interpretation, please refer to Section 3.3, paragraph 2.
instead of CV to solve the coefficients of its polynomial chaos expansion. Unfortunately, the resulting computational cost is not substantially improved as expected. We attempt to ease this situation through an alternative way due to the nice property of the measurement matrix whose condition number is almost always indicated at a level of accuracy, $2.2107 \times 10^{1}$. In each data assimilation loop, we may develop a model such that its two regularization parameters are derived according to Algorithm 2 from the calculation of coefficients of polynomial chaos expansion for anyone of the output uncertainties of interest that requires being quantified. And the model selected like this is then applied to the rest of the output uncertainty of interest, and the subsequent iterative rotations as well, to carry out the calculation of coefficients of polynomial chaos expansion. It turns out that such a treatment causes no obvious effect on the computational results, instead, helps us to reduce considerable computational cost. In numerical test we perform a two-dimensional search over $\Lambda_{1} \times \Lambda_{2}$ using Algorithm 2, where $\Lambda_{1}=\log$ space $\left(10^{-7}, 10^{-3}, 60\right)$ and $\Lambda_{2}=\left[10^{-7}, 10^{-6}, 5 \times 10^{-6}, 10^{-5}, 5 \times 10^{-5}, 10^{-4}, 5 \times 10^{-4}, 10^{-3}, 5 \times 10^{-3}\right]$. Eventually, the model parameters pairs $\left(\lambda_{1}, \lambda_{2}\right)$ in four data assimilation loops are determined as $\left(2.5119 \times 10^{-5}, 5 \times 10^{-4}\right),\left(4.6416 \times 10^{-5}, 5 \times\right.$ $\left.10^{-5}\right),\left(6.3096 \times 10^{-5}, 5 \times 10^{-4}\right),\left(6.3096 \times 10^{-5}, 5 \times 10^{-4}\right)$, respectively. The retrieval results of input topography are presented in Fig. 6, which are obtained by EN only and EN_RO, respectively. It is easy to see that the resulting two recoveries of the topography resemble closely the reference topography. This means that the uncertainty from the initial guess of the stochastic topography has a significant reduction, which confirms in our test example that an elastic-net based polynomial chaos ensemble Kalman filter (PC-EnKF) developed in this paper is feasible and effective.

If some alternative tools are introduced, such as the level of the sparsity denoted by $l_{0}$-norm ( $\|\mathbf{c}\|_{0}$ : the number of non-zero entries in the vector $\mathbf{c}$ ), the root mean square error (RMSE) and the correlation coefficients Corr, we then use them to further measure the difference between EN result or EN_RO result and the reference topography at the assimilation loop $n$. Thereby, we also assess how well our retrieval topography approximates the reference topography and see the benefit of the iterative PC-basis rotation method. The computational formulas of the RMSE and Corr are defined respectively as

$$
\begin{align*}
& \mathbf{R M S E}^{\mathbf{n}}=\sqrt{\frac{\sum_{i=1}^{n_{x y}}\left(H_{i}^{n}-H_{0, i}\right)^{2}}{n_{x y}}}  \tag{3.3.1}\\
& \operatorname{Corr}\left(\mathbf{H}, \mathbf{H}_{\mathbf{0}}\right)^{\mathbf{n}}=\frac{E\left(\left(H^{n}-E(H)\right)\left(H_{0}-E\left(H_{0}\right)\right)\right)}{\sigma_{H^{n}} \sigma_{H_{0}}} \tag{3.3.2}
\end{align*}
$$

where $\sigma_{H^{n}}$ is the standard deviation at the $n$th data assimilation loop, and $n_{x y}$ represents the number of spatial grids.


Fig. 6. The recovery results (a) and (c) are derived from the EN only and the EN_RO, respectively. For the sake of comparison, their absolute error between the retrieval result and the reference topography are provided in (b) and (d), respectively.

We see from Fig. 5 that the sparsity has greatly improved due to the iterative PC-basis rotation approach. The EN_RO is clearly superior to the EN in terms of the level of the sparsity of the PC coefficients for output variables. The sparsity resulting from the EN_RO not only facilitates the calculation of statistical moment used for the analysis step of PC-EnKF inverse modeling but also estimates the input topography with more accuracy compared to the EN. This fact is further confirmed by Fig. 7 from the perspective of the correlation and RMSE. So the iterative PC-basis rotation approach is advantageous in finding the sparsest possible approximation.

Remark 1. To further relieve the computational demands, it is possible to take into account the following two points: (1) $\lambda_{2}$ is fixed during the whole inverse solution; (2) At the beginning of each assimilation loop, collect each $\lambda_{1}$ when calculating coefficients of polynomial chaos expansion by the Algorithm 2 for the output uncertainty at every observational location, then take the mean value of them as a new regularization parameter to replace $\lambda_{1}$ used for the coming rotational computation. In the corresponding assimilation loop, as can be seen in Fig. 5, $\lambda_{1}$ is thus taken as $3.8019 \times 10^{-5}, 2.5119 \times 10^{-5}, 1.6596 \times 10^{-5}$, and $8.9125 \times 10^{-6}$, respectively. This way, a considerable speed-up in running time can be also gained with no potential effect on the computational results.

Remark 2. During the establishment of the iterative rotation method, the critical step is to construct the gradient matrix. In the current work, the construction of the gradient matrix depends only on the PC coefficients of output

Table 1
Comparison of CPU time required to run each algorithm.

| Algorithms | ADMM | ADMM_RO | TNIPM | TNIPM_RO | EN | EN_RO |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CPU time $(\mathrm{s})$ | 131.95 | 178.58 | 168.90 | 458.89 | 119.61 | 168.65 |



Fig. 7. The root mean square error (RMSE) and the correlation (Corr) between the retrieval topography and the reference topography, (a) RMSE, (b) Correlation.
variables simulated at the corresponding spatial measurement locations. Based on Eq. (2.3.15), we may have other possible ways to explore the construction of the gradient matrix. For example, the PC coefficients of input variables can also be allowed simultaneously, besides the PC coefficients of output variables. Maybe the construction of gradient matrix is problem dependent in practice. When the iterative PC-basis rotation approach is applied to a new circumstance, it is also possible to construct the gradient matrix in a way that is different from the present one. Particularly, when the uncertainty quantification (UQ) is involved, our work has shed a light on the application of the iterative rotations, which is different from the existing literature [46].

Remark 3. In order to further demonstrate the advantage of elastic net and the iterative rotation technique in improving the resulting accuracy, we made some comparison between our results and those from the Lasso (2.2.3) that is solved directly using the publicly available algorithms, which include the alternating direction method of multipliers (ADMM) [74] and the truncated Newton interior-point method (TNIPM) [75]. More specifically, the ADMM alternates between promoting the sparsity and minimizing the least-squares residual. It can decompose the underlying optimization problem into easily solvable modules where analytical updates can be obtained from the ridge regression and the soft-thresholding formula. And the TNIPM transforms to a Lasso problem (2.2.3) to a convex quadratic problem with linear inequality constraints. The resulting formulation is solved using a primal interior-point method with logarithmic barrier functions while invoking iterations of truncated Newton which gives a good trade-off of computational effort versus the convergence rate. These two algorithms rely on different mathematical principles, and they may perform differently in practice depending on the problem structure. It is thus valuable to investigate and compare them under problems and scenarios that we are interested in. Allowing for a fair comparison between these algorithms, we utilize the calculation of the BIC to determine the corresponding regularization parameters. The rotation technique is also considered for ADMM and TNIPM, called ADMM_RO and TNIPM_RO, respectively. We can see from Fig. 7 and Table 1 that the EN_RO method is competitive for gaining a relative good speedup for high accuracy.

## 4. Conclusions

Motivated by the novelty of the iterative PC-basis rotation approach developed recently for solving forward UQ with PC expansion approximation, we are especially interested in its feasibility in an alternative application related to the PC-EnKF high-dimensional inverse UQ. We first introduce the elastic-net cost function to improve the computational effectiveness of the polynomial chaos (PC) expansion coefficients, and adopt the fast iterative shrinkage-thresholding algorithm (FISTA) to solve the corresponding minimization problem. In order to further enhance the sparsity of PC coefficients, which may lead to a sufficiently accurate numerical result, we resort to the iterative PC-basis rotation approach. Thus an elastic-net based polynomial chaos ensemble Kalman filter (PC-EnKF) with iterative PC-basis rotations is developed for high-dimensional nonlinear inverse modeling. To guarantee the computational effectiveness, several key issues are addressed. These include the selection of regularization parameters via Bayesian information criteria (BIC), the determination of the number of iterative rotations during each assimilation loop and the construction of gradient matrix etc. When the elastic-net based polynomial chaos ensemble Kalman filter (PC-EnKF) is used for the uncertainty reduction of initial topography in 2D shallow water equations, the numerical results show that our the method is feasible and effective. Meanwhile, the better computation accuracy for the recovery of topography occurs in the case where the elastic net is coupled with the iterative PC-basis rotations. This can be seen from Fig. 7. To date, the method has only been developed and tested in the two-dimensional computational models, but the results of this study are extremely positive, which may be viewed as a first step towards solving practical inverse UQ problem by using more realistic observation data and models in order to assess the practical utility of the current method.

In the process of implementing the EN-based PC-EnKF with iterative PC-basis rotations, the non-intrusive sampling method is adopted, which leads to a repeated application of the existing or legacy deterministic solver. It will spend much more time on the large-scale problem, in turn, enhance the computational cost. This may not be an active factor for this method to make a further practical application. However, with the fast development of the reduced-order techniques [76,77], it is also possible to use the current method in the framework of the inverse problem of reduced-order model. The associated problem still needs to be further studied in depth as an interesting topic.
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