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Learner Analytics in Engineering Education:  A Detailed Account of 
Practices Used in Cleaning and Manipulating Learning Management 

System Data from Online Undergraduate Engineering Courses 
 
Abstract 
 
This is a research paper that provides a concrete example for other engineering education 
researchers of how Learning Management System (LMS) interaction data from online 
undergraduate engineering courses can be prepared for analysis. We provide the rationale and 
details involved in choices related to data preparation, feature creation, and feature selection as 
part of a larger National Science Foundation-funded study dedicated to developing a theoretical 
model for online undergraduate engineering student persistence. LMS interaction data provides 
details about students’ navigations to and submissions of different course elements including 
quizzes, assignments, discussion forums, wiki pages, attachments, modules, the syllabus, the 
gradebook, and course announcements.  The sample dataset presented here includes 32 courses 
from three ABET accredited fully online engineering degree programs, electrical engineering, 
engineering management, and software engineering, offered at a large, public, southwestern 
university. The analysis demonstrated in this paper will ultimately be combined with associative 
classification to discover relationships between student-LMS interactions and persistence 
decisions.   
 
Introduction 
 
Online education is growing in acceptance and is rapidly increasing in use, including in higher 
education as evident by increasing enrollments over the last decade (25.9%-2012, 27.1%-2013, 
28.3%-2014, 29.7%-2015 and 31.6%-2016) [1].  It provides better flexibility, ease of access to 
students and relatively lower costs in comparison to in-person face-to-face courses. Additionally, 
with limited physical infrastructure and facility requirements, online education provides an 
opportunity to offer courses with large student enrollments [2]. Many institutions are now offering 
online courses, and the academic leaders of these institutions underscore that learning through 
online courses will be a critical strategy for their institutions to be successful in the long run [1]. 
 
Despite the benefits that online education offers, online courses face challenges with respect to 
student attrition; specifically, attribution in online courses is higher than in face-to-face courses 
[3-4].  One study reported that the attrition rate of students in online courses is 10-15% higher than 
that for the in-person face-to-face courses [5]. In another study on distance education, it was 
reported that the dropout rates in online courses are approximately three times higher than the in-
person course [6]. In yet another study, the attrition rates in online education were reported to be 
10-20% higher than that for the face-to-face courses [7]. Finally, in a study by Mishra [8], the 
attrition rate in online courses from 27 open universities was reported to be 15.265, and another 
study intended to mitigate the attrition rates in online graduate program, it was found that the 
attrition rates were in between 28% to 48% [9].  
 



With the concern about the attrition rates of students in online courses, many researchers have tried 
to understand the associated reasons. Huitt [10], for example, reports that motivation is an internal 
state of an individual, which is closely associated with engagement and is responsible in guiding 
one’s behavior in an online setting. Several other studies showed that if students have higher 
motivation to complete a course, they are less likely to drop the course [11], [12], [13], [14]. Hart 
[15] also identified different factors relating to the persistence of students in online courses such 
as sense of belonging in the community, motivation, time management skills, communication with 
instructor, online learning satisfaction, and peer and family support. Shelton, Hung and Lowenthal 
[16] found that the frequency of social interactions in online courses is an important factor in 
understanding the persistence and success of students. Finally, in another study, it was reported 
that the parameters that influence the successful completion of online courses include prior 
academic achievement, financial assistance, continuous academic enrollment and previous 
information technology training [17]. 
 
Some educational researchers have also developed models using the data from online courses to 
predict student performance and outcomes [18]. Aguiar et. al, [19], for example, used the electronic 
portfolios of freshmen engineering students to predict persistence. In another study, Morris & 
Finnegan [20] use students’ academic and demographic variables to predict students’ course-level 
persistence decisions. Submitting assignments, solving exercises and watching lectures were used 
to predict engagement in MOOCs [21], and another study to predict the dropouts in MOOCs used 
features related to learner activity such as assessment performance, assignment skips, and video 
skips and lags [22]. 
 
In educational research, engagement is an important parameter that correlates with persistence 
[23]. Student engagement can be operationalized in different ways, but generally include 
components related to time spent on activities [23-24]. For online students, the online course 
delivery format generates a rich, temporal stream of data describing how individual learners 
interact with the online course, and previous work [25-26], shows the promise of utilizing LMS 
data to model engagement.  Work by Macfadyen and Dawson [27], for example, uses the student-
LMS interactions data to predict the students’ academic achievement using regression modeling. 
In Bovo, et al. [28], the authors use the LMS interactions to predict performance of students in 
online courses, and they use machine learning algorithms to cluster students using features created 
from the LMS data. In a study conducted to understand the MOOC completion, the student-LMS 
interactions and messages posted on discussion forum were considered [29]. And in yet another 
study [30], based on the students’ LMS interaction logs, the students were classified to understand 
the relationship between these classified groups and their performance. Bosch and co-authors [31] 
studied the interactions of underrepresented students in online STEM courses using features 
created from the student-LMS interactions. Finally, within the field engineering education 
specifically, [32], the LMS interactions of freshmen engineering students was analyzed through 
learning analytics to understand students’ course engagement and performance [32], and work by 
Castro et. al [33], uses LMS interactions to understand the behavior of online engineering master’s 
students. 
 



While there is clearly an abundance of literature related to conducting research using online LMS 
interaction data within higher education, and some within the engineering education research 
community, the intensity of focus within engineering education is decidedly less than within in the 
general higher education community. One of the reasons for this could be that engineering 
education researchers in this space are not confident about how to get started with related research 
topics (another possible reason could be that the researchers do not consider the LMS interaction 
data to be a string indicator of student engagement). Compounding this is that most available 
literature utilizing use LMS interaction to build models related to student outcomes provide 
information related to the background of the study, participants, data collection, methodology and 
algorithms. However, specifics about data cleaning, manipulation and data preparation are not 
detailed enough to help novice educational researchers. In this paper, our goal is to provide a 
detailed account of the practices we used in cleaning and manipulating LMS data from online 
undergraduate engineering courses at a large, public southwestern university. We specifically 
operationalize engagement as a function of interactions with the online LMS and ultimately plan 
to use these engagement patterns to distinguish between students who persist and those who drop. 
Correspondingly, the analysis includes the creation of features that describe the difference between 
a student’s engagement behavior and the “typical” behavior across all students in their same online 
course. This notion of examining differences from the social norm is in line with previous research 
by Coates [34] who identified four categories of student engagement, each of which are a function 
of both social and academic norms.  
 
In the treatment of the literature, we are intentionally broad in what we are considering as online 
learning, including both MOOCS, fully online, and hybrid courses in support of a particular degree 
program.  Our specific research context is focused on fully online courses in support of ABET 
accredited engineering programs, but we find relevance in the research of other researchers of 
online education and choose to draw from that literature in providing background context.  
 
The subsequent sections in this paper discusses the details related to the sample dataset used in 
this study, then we provide a detailed account of the steps followed in data preparation, feature 
creation and feature selection. The work presented here is part of a larger National Science 
Foundation-funded study [35] dedicated to developing a theoretical model for online 
undergraduate engineering student persistence based on student LMS interaction activities and 
patterns.  
 
Data Set  
 
Any study utilizing LMS interaction data requires researchers to actually have access to the 
associated data.  At the university where this research is situated, a separate university organization 
oversees delivery of all the university’s online courses. This organization’s charge also includes a 
research mission.  Correspondingly, they support related faculty research projects by providing 
access to the LMS interaction data, and the process of acquiring the data for this study included 
building a relationship between our research team and this entity on campus, pitching our research 
ideas to them, and having them subsequently agree to provide access to the data.   



 
In this section, we describe the dataset that will serve as a testbed to illustrate our process for data 
preparation and cleaning, feature creation, etc. The sample dataset includes 994,439 rows of 
students’ activity data from 1,725 students enrolled in 32 different online engineering courses 
offered at a large, public, southwest university during the fall 2018 and spring 2019 semesters. Of 
the 32 courses, 15 are from software engineering, 14 are from engineering management, and 3 are 
from electrical engineering.  Table 1 shows the corresponding enrollment by degree program 
among these courses.  Fig. 1 shows the percentage of students within each degree program who 
persisted to course completion and who chose to drop the course before completing it.   The overall 
percentage of students who dropped the course at some point during the semester in these 32 
courses is 10.09%. All 32 courses utilized the LMS platform Canvas, and all courses were 7.5 
weeks in duration. Of note is that there is a discrepancy in the number of online courses offered 
between Fall 2018 and Spring 2019.  This project focuses only on data obtained from Canvas, and 
during the period of this data collection, the university at which this data was collected was 
migrating from one LMS platform to Canvas. Faculty had the 2018–2019 academic year to 
transition from the previous LMS to canvas, and more hand done so by Spring 2019 than Fall 
2018. 
 

Table 1 Student enrollment in fall 2018 and spring 2019 
 Electrical Engineering Engineering Management Software Engineering 

Fall 2018 92 85 - 
Spring 2019 190 352 1006 

 

 
Fig. 1 Percentage persistent and dropped students across three degree programs 

 
Within Canvas, students engage in different activities such as browsing course content, monitoring 
grades, taking part in discussions with peers and instructors, and taking assessments. The raw data 
contains detailed logs of how each student navigates through different sections/parts in the LMS 
related to a course. A sample of the structure of the raw data is shown in Table 2 with de-identified 
student_id and course_id. The different columns in the dataset are event time, student id, course 
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id, event type, action, object type, object name, event details, and enrollment status among others. 
Student id is unique for each student and course id is unique for each course offered in a semester. 
The last column in Table 2 with the enrollment status is useful in identifying whether a student has 
persisted or withdrawn the course. The LMS interaction data provides details about students’ 
navigations to and submissions of different course elements including quizzes, assignments, 
discussion forums, wiki pages, attachments, modules, syllabus, grades, and course 
announcements. 
 

Table 2. Structure of the raw data 
eventtime student_id course_id eventtype action object_name enrl_status 

10/10/2018 
9:21:33 

A 
 

2018Fall
B_X 

NavigationEvent 
 

NavigatedTo 
 

quizzes:quiz ENRL 

10/15/2018 
9:22:18 

A 
 

2018Fall
B_X 

NavigationEvent NavigatedTo attachment ENRL 

10/11/2018 
19:54:17 

B 
 

2018Fall
B_X 

NavigationEvent 
 

NavigatedTo 
 

syllabus ENRL 

10/16/2018 
15:55:03 

B 2018Fall
B_X 

AssessmentEvent Submitted - ENRL 

10/22/2018 
10:06:53 

C 2018Fall
B_X 

NavigationEvent 
 

NavigatedTo 
 

modules ENRL 

10/22/2018 
17:11:47 

C 2018Fall
B_X 

NavigationEvent 
 

NavigatedTo 
 

grades ENRL 

10/13/2018 
23:05:59 

D 
 

2018Fall
B_X 

AssignableEvent 
 

Submitted 
 

- WDRW 

10/16/2018 
23:45:24 

E 2018Fall
B_X 

Event Modified - WDRW 

10/24/2018 
0:00:55 

F 2018Fall
B_X 

NavigationEvent 
 

NavigatedTo 
 

announceme
nts 

WDRW 

 
In this study, a student in a course offering belongs to one of the following three groups: 

1. Students who enrolled in the course but dropped it during the typical drop period at the 
beginning of a semester (i.e., they never really participated in the course).  

2. Students who enrolled in the course but ultimately withdrew (i.e., they paid for and 
participated in the course, but chose to drop the course before completing it).   

3. Students who enrolled and remained enrolled until the course was complete.  
 
Data Preparation  
 
In data preparation, the first step is data cleaning. Specifically, activity data logs that take place 
before the course start date (e.g., perusing the course site or syllabus) or after the course completion 
date (e.g., checking final grades) are removed. Additionally, for this study, information related to 
course grade were removed, as they are not within the purview of this study. Finally, we chose to 
exclude the first three days of course activity for each course, with the idea that many students will 
be dropping for reasons not relevant to the study at hand. The statistical software R was used to do 
the data cleaning. Readers who are interested in learning more about the application of R to social 



science research are directed to tidyverse, which provides a curated collection of R packages 
designed for data science.  
  
Once the initial data cleaning is complete, the next step is to determine the amount of time that 
students spent on different activities within their LMS. These calculations are typically called 
‘time-on-task’ [36]. The time spent on an activity by a student in a course is calculated by taking 
the difference between two consecutive clicks made by the student on the LMS. In this particular 
dataset, to do so, the date and time were split into two different columns, and the time difference 
between the two rows was assigned as the activity time associated with the activity. 

 
Utilizing LMS interaction data then typically requires an additional step related to time-on-task 
calculations. The LMS for online courses do not typically log students out automatically.  
Correspondingly, there are often lags between consecutive clicks (and corresponding time-on-task 
calculations) that are extremely long (e,g, 12 - 24 hours, or more). In practice, it is difficult to 
believe that a student was working on any one activity for such a long period; instead, most 
researchers who use LMS data assume that these long periods of time correspond to periods in 
which the learners stepped away from their LMS to engage in different activities.  
Correspondingly, a cap is typically placed on activity times, but there is broad disagreement 
between what this cap should be. Some studies have used 30 minutes as this cap, others have 10 
minutes, 15 minutes, 20 minutes, or one hour [37-42].  
 
The activity cap should naturally be a function of the duration of expected activities [36].  In this 
dataset, raw activity data ranged from less than 1 minute to more than 1000 minutes.  It is not 
possible to know which activity lengths are genuine and which are artificial, but we felt that an 
activity cap of less than 90 minutes would potentially be removing legitimate content evaluation 
activities. Three different activity caps were considered: no cap, 90 minutes, and 180 minutes. 
Based on exploration of the data itself, including consideration of outliers, the research team 
selected 90 minutes as the cap. We acknowledge that there is not one right answer for what the 
activity cap should be and encourage researchers in this area to carefully consider what makes 
sense for their own context. Correspondingly, once the times-on-task were calculated, if the 
activity time was found to be greater than 90 minutes, then it was replaced with 90 minutes. 
Additionally, the final activity time of each student in a course was also assigned to be 90 minutes.  
 
This study aims at identifying students who are at risk and who will eventually drop the course by 
analyzing the student LMS interaction. An assumption made in this study is that the LMS 
interaction patterns are different for students who persist the course than the students who drop the 
course and that we need interaction data from a sufficiently long amount of time in order to 
calculate features related to behavior that could be used to detect such differences. We selected a 
period of three days as the basic unit of analysis for feature creation, and we called these three-day 
periods a “window”. The three-day window allowed us to recognize that students may choose 
different days and times to work on different tasks (which would not be recognizable for daily 
analyses), but also gave us enough data to detect temporal patters (vs. bucketing student’s 
interactions weekly in the 7.5 week courses, which we believed could gloss over important details).    



 
After we removed the first three days of course activity (for reasons described at the beginning of 
this section), the data set included a total of 16 three-day windows, as shown in Fig 2. We would 
ultimately use these windows to calculate time-on-tasks (i.e., total time on the LMS in window 1 
or total time checking site wiki (or content) pages during window 3).  Correspondingly, when 
considering what time is part of what window, it is necessary to consider the carryover time from 
the previous activity at the beginning of the window and limit the excess time at the end of the 
window. For example, if an activity started at 11:50pm on Day 6 of the course and ended at 
12:18am on Day 7 of the course, part of that activity belongs to Window 1, and part to Window 2.  
Before proceeding with the carryover times and excess times calculations, the data was segregated 
and labelled as “previous day”, “day one”, “day two”, and “day three” as related to each window. 
An example of this labeling for two windows is given in Table 3.  
 

 
Fig. 2 Segregation of 7.5 weeks in 16 windows 

 
The carryover times were calculated using the following steps; (1) identify the day prior (previous 
day) to the start of the window,  (2) find the last click time of each student for the day prior to start 
of the window,  (3) to implement the 90-minute cap on activity time,  if the time is greater than 
10:30:00 PM, subtract this time from midnight – we refer to this time as  X minutes,  (4) subtract 
X from the activity time, which we refer to as Y minutes,  (5) assign Y mins to the activity for the 



day prior to the start of the considered window,  and include that as a new entry in the window. To 
limit the excess times,  the following steps were used: (1) find the last click time of each student 
for the last day of the window (day three) (2) to implement the 90-minute cap on activity time, if 
the time is greater than 10:30:00 PM, subtract this time from midnight – we refer to this as X 
minutes,  (3) assign X minutes to the activity pertaining to that click. In both carryover times and 
excess times calculations, the time was checked if it is greater than 10:30:00 PM because if it was 
less than 10:30:00 PM, then activity will have been curved by the 90 minutes threshold and will 
not continue the next day. At the conclusion of this step, the data is organized into 16 windows, 
and time-on-task for every activity within each window is calculated.   
 

Table 3 Example of days assigned to calculate excess and carryover times 
 Window 1  

(10/10, 10/11 & 10/12) 
Window 2  

(10/13, 10/14 & 10/15) 
Previous day 10/09/2018 10/12/2018 
Day one 10/10/2018 10/13/2018 
Day two 10/11/2018 10/14/2018 
Day three 10/12/2018 10/15/2018 

 
The next step involved categorizing these times-on-task into different types of activities for each 
student within each window.  Many previous researchers have discussed features that are relevant 
for working with LMS-interaction data. We build on this literature, and the final LMS activity 
categories, including associated references, that we utilize in this study are presented in Table 4. 
 

Table 4. Activity types calculated for each student in each window in each class 
No. Activity Type Reference 
1 Time spent on quizzes [21] 
2 Time spent on assignments [31], [43] 
3 Time spent on discussion forum [43], [44] 
4 Time spent on wiki pages  [43] 
5 Time spent on attachments  [31] 
6 Time spent on modules [44] 
7 Time spent on syllabus [44] 
8 Time spent on grades [44] 
9 Time spent on announcements [44] 

10 Time spent on canvas [31], [34], [43] 
11 Number of quiz submissions [31], [43], [44] 
12 Number of assignment submissions [31], [43] 

 
The cleaned data was used to calculate the time spent on each different type of activity.  To do so, 
the first step was to isolate the individual time-on-task (or frequency data) for each student and 
each activity type within each window, and then to sum up these values for each student and 
activity type within each window.  Students who did not have activity of a particular type during 
a particular window were assigned a corresponding value of 0.   At the conclusion of this step, the 
data for each class was organized into columns that corresponded to activity types within each 
window.  The rows corresponded to students, and the values contained within each column 



corresponded to the amount of time (or frequency) spent by that student on the corresponding 
activity type within that window.   
 
Before finalizing the data preparation to yield categorized time-on-task data for each student in 
each window, by class, we considered the significance of outliers.  This was of particular relevance 
to our study because we are considering the relationship between each students’ activity and “the 
typical” activity for the course.  Outliers would disproportionately impact what was considered 
“typical” within a particular class. Correspondingly, across all students enrolled in a class, for each 
activity type (e.g., “quiz submissions”) within each window, we used quartiles and the inter-
quartile range (IQR) to calculate outliers.  Specifically, building on other published work [45], we 
considered any activity time greater than Q3 + 1.5*IQR to be an outlier. The average value of the 
feature for a specific activity was calculated excluding the outliers, and this average value was 
used to replace the outliers. Following the replacement of outliers, the data preparation was 
complete and had a format as shown in Table 5. The column 2 to 9 in Table 5 show the time spent 
on different activities in the first window period by 10 students from an electrical engineering 
course. 
 

Table 5. Structure of the data at the end of data preparation phase 
student tquiz tassignment tdforum twiki tattach tmodules tsyllabus tgrades Status 

A 57.36 0.422 0.383 278.5 193.1 111.9 4.31 3.8 ENRL 
B 15.01 0.266 0 30 54.43 0 0.46 0 ENRL 
C 18.81 0.1 2.45 239.7 291.1 138.2 0.01 0.18 ENRL 
D 9.96 0.16 1.58 0 91.13 0.76 0.01 0.55 ENRL 
E 48.68 0.85 1.01 184.8 32.03 1.41 0 0.52 ENRL 
F 93 0 0.23 5.58 27.88 90.08 2.36 0 ENRL 
G 9.58 4.13 0.57 92.50 88.91 61.75 3.35 0.28 WDRW 
H 2.73 0.1 0.06 1.46 6.5 0.23 2.30 0 WDRW 
I 109.8 0.42 0.57 227.8 16.95 183.02 0 0.52 WDRW 
J 0 0 2.13 0.03 94.6 1.21 0.01 0 WDRW 

 
All time-on-task calculations were done using R. The same calculations were also done 
“manually” in excel, and several test cases were used to verify if the approach used in calculating 
the features in R matches with the more manual (and so more easily verifiable) calculations done 
in excel.  
 
Feature creation 
 
Following data preparation, the next step in conducting the analysis on LMS interaction data is to 
calculate features derived from the times-on-task (within each window, by activity type) that can 
be used to detect differences between persisting and dropping students.  For example, Fig 3, shows 
one example of the total time spent on LMS for one dropped and one persistent student from 
electrical engineering course.  
 



 
Fig 3. Example of total time on canvas for one dropped and one persistent student 

 
As described previously, we are specifically interested in creating features that both describe the 
differences between student’s engagement and the overall class engagement in a course and also 
capture the temporal nature of engagement. For dropped students, we assume that these features 
would be most distinctive in the period just before a student drops, while for persisting students, 
we assume their behavior to be nondistinctive across the duration of the course.  To generate these 
relative and temporal features, we need to determine the number of windows on which to base our 
analysis such that we have enough data prior to a student dropping that we could use it to 
potentially discriminate their behavior from a “typical” behavior of a student who persists.   In the 
selection of data to be used for each student, we would select the corresponding number of 
windows prior to their drop date as the analysis window for a dropped student, and a randomly 
selected equal length amount of time for students who persist. We would then calculate features 
based on this data and perform feature selection to determine which features are most 
discriminatory between the groups.   
 
To assist with the determination of how many windows of activity we will consider in our analysis, 
we considered the number of students who dropped during each window of the course. This is 
relevant because students who dropped the course before accruing enough time in the course to 
meet our analysis window would not be eligible for consideration in the study. Given that the total 
percentage of dropped students is so small in comparison with persistent students, we were careful 
not to select an analysis length that was still long enough to capture relevant behavior, but not so 
long that it significantly reduced the number of dropping students who remain within our dataset. 
 
Table 6 shows the percentage of students who dropped, by window.  Based on Table 6, we decided 
to use three windows of data as our analysis period and removed from the dataset any students 
who dropped in windows 1, 2 and 3 (because they were not enrolled long enough to meet our 
analysis window requirements).  Also, the choice of 3 windows provided us the minimum amount 
of time in order to be able to capture the variance. Correspondingly, our final data set included 
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1667 students, of which 121 students did not persist (i.e., final percentage drop out of students = 
7.25%). 
 

Table 6 Percentage loss of data (of dropped students) 
Window  Number of students dropped Percentage (%) Cumulative (%) 

1 19 11.58 11.58 
2 18 10.97 22.56 
3 12 7.31 29.87 
4 8 4.87 34.75 
5 14 8.53 43.29 
6 21 12.8 56.09 
7 5 3.04 59.14 
8 7 4.26 63.41 
9 8 4.87 68.29 

10 11 6.70 75.00 
11 10 6.09 81.09 
12 3 1.82 82.92 
13 6 3.65 86.58 
14 1 0.60 87.19 
15 8 4.87 92.07 
16 5 3.04 95.12 

Last day 4 2.43 97.56 
After last day 4 2.43 100.0 

 
For each course, the time-on-task (or frequency) values shown in Table 5, were used for each 
student to calculate a number of relative (i.e., comparing their engagement and temporal activity 
with that of other students in class) features within the three-window analysis timeframe.  
Specifically, for each of the time-on-task (or frequency) categories shown in Table 5, we calculated 
each of the features shown in Table 7.  With this, the total number of features that were generated 
and used for analysis were 216. 
 

Table 7:  Notation and Features 
Notation 
Tijk – Time spent by student i in course j in unit time k 
njk – Number of students in course j in unit time k 
Mijk – Number of submissions by student i in course j in unit time k 
Dij – Duration of the course considered for a student i and course j   
N – number of windows 

Difference between an individual student’s time spent and the average time spent for all 
students in the class, in a given unit of time. 
 

𝑇 −
∑ 𝑇∈

𝑛
    ∀ 𝑘 ∈  𝐷  

Difference between an individual student’s change in time spent and the average change 
in time spent for all students in the class, in a given unit of time. 
 



𝑇 − 𝑇 −
∑ (𝑇 − 𝑇 )∈

𝑛
 

∀ 𝑘, 𝑘 ∈  𝐷  𝑎𝑛𝑑 𝑘 < 𝑘  

Difference between the maximum change in time spent for all students in the class and 
an individual student’s change in time spent, in a given unit of time 
 

𝑚𝑎𝑥 ∈ 𝑇 − 𝑇 −  𝑇 − 𝑇  
 

∀ 𝑘, 𝑘 ∈  𝐷  𝑎𝑛𝑑 𝑘 < 𝑘  
Difference between an individual student’s change in time spent and the minimum change 
in time spent for all students in the class, in a given unit of time 
 

𝑇 − 𝑇 −  𝑚𝑖𝑛 ∈ 𝑇 − 𝑇  
 

∀ 𝑘, 𝑘 ∈  𝐷  𝑎𝑛𝑑 𝑘 < 𝑘  
Difference between the maximum time spent by a student in the class and the time spent 
by an individual student, in a given unit of time. 

𝑚𝑎𝑥 ∈ , (𝑇 ) − 𝑇       ∀ 𝑖 ∈ 𝑗, 𝑘 𝑎𝑛𝑑 𝑘 ∈  𝐷  
Difference between the time spent by an individual student and the minimum time spent 
by a student in the class, in a given unit of time 

𝑇 − 𝑚𝑖𝑛 ∈ (𝑇 )      ∀ 𝑖 ∈ 𝑗, 𝑘 𝑎𝑛𝑑 𝑘 ∈  𝐷  
Difference between the variance of an individual student’s time spent and the average 
variance of time spent for all students in the class across three different windows 

1

𝑁 − 1
𝑇 −

∑ 𝑇

𝑛
−

1
𝑁 − 1

∑ 𝑇 −
∑ 𝑇

𝑛

𝑛
 

∀ 𝑖 ∈ 𝑗, 𝑘 𝑎𝑛𝑑 𝑁 ∈ 3 𝑎𝑛𝑑 𝑘 ∈ 𝐷  
Difference between the maximum variance of the time spent by a student in the class and 
the variance of time spent by an individual student across three different windows  
 

𝑚𝑎𝑥
1

𝑁 − 1
𝑇 −

∑ 𝑇

𝑛
−

1

𝑁 − 1
𝑇 −

∑ 𝑇

𝑛
 

∀ 𝑖 ∈ 𝑗, 𝑘 𝑎𝑛𝑑 𝑁 ∈ 3 𝑎𝑛𝑑 𝑘 ∈ 𝐷  
Difference between the variance of time spent by an individual student and the minimum 
variance of the time spent by a student in the class across three different windows  
 

1

𝑁 − 1
𝑇 −

∑ 𝑇

𝑛
− 𝑚𝑖𝑛

1

𝑁 − 1
𝑇 −

∑ 𝑇

𝑛
 

∀ 𝑖 ∈ 𝑗, 𝑘 𝑎𝑛𝑑 𝑁 ∈ 3 𝑎𝑛𝑑 𝑘 ∈ 𝐷  
 
 
 



Feature Selection 
 
The larger objective of this research study is to use the calculated features and appropriately 
classify the students who persisted and dropped the course.   In order to do so, we need to be able 
to identify which features are most useful in making such distinctions, and the process of doing so 
is called feature selection. In this study, we use the feature selection that is part of the Random 
Forest algorithm [46] and use R to conduct this analysis.  An overview of the algorithm used for 
selecting the data for analysis and the subsequent feature analysis can be found in Figure 4.   
 

 
Fig. 4 Algorithm for analysis data selection and feature selection 

 
We very briefly present the results here for reference, recognizing that the purpose of this paper is 
not in sharing the results of our research project, but more in documenting our process for use by 
other researchers in similar work. The results from feature selection using the random forest 
algorithm are presented in Tables 8 and 9. Table 8 shows the frequency of top 30 features (out of 
216 features) that appeared from the output of random forest algorithm. The features that appeared 
the most in these top 30 features are ranked in order as shown in Table 8. The features related to 
quiz submissions, grades and wiki pages appeared six times each in the top 30 features. The 
features related to canvas appeared four times, attachment appeared three times, quiz and 
assignment submissions appeared twice, assignment appeared once respectively. There were no 
features related to modules, syllabus, discussion forum and announcements in top 30 features. 
Hence, the features that can be selected from the output of random forest are features related quiz 
submission, grades, wiki pages, canvas and attachments. 
 
Table 9 includes the top 10 features that resulted from the feature selection using Random Forest. 
Out of the top 10 features listed in Table 9, features related to quiz submissions appeared three 



times, features related to grades and canvas appeared twice and features related to wiki pages, 
number of assignment submissions and quizzes appeared once. 
 

Table 8. Frequency of top 30 features 
Sl. No Frequency of top 30 features 

1 Quiz submission – 6 
2 Grades – 6 
3 Wiki pages – 6 
4 Canvas – 4 
5 Attachment – 3 
6 Quiz – 2 
7 Assignment submission – 2 
8 Assignment – 1 
9 Modules – 0 

10 Syllabus – 0 
11 Discussion forum – 0 
12 Announcements – 0 

 
Table 9. Top 10 features 

# Description 
1 Difference between the time spent by an individual student and the minimum 

time spent by a student in the class, in a given unit of time 
2 Difference between the maximum change in time spent for all students in the 

class and an individual student’s change in time spent, in a given unit of time 
3 Difference between an individual student’s change in time spent and the 

average change in time spent for all students in the class, in a given unit of time 
4 Difference between an individual student’s time spent and the average time 

spent for all students in the class, in a given unit of time 
5 Difference between an individual student’s time spent and the average time 

spent for all students in the class, in a given unit of time 
6 Difference between an individual student’s time spent and the average time 

spent for all students in the class, in a given unit of time 
7 Difference between an individual student’s time spent and the average time 

spent for all students in the class, in a given unit of time 
8 Difference between an individual student’s time spent and the average time 

spent for all students in the class, in a given unit of time 
9 Difference between an individual student’s time spent and the average time 

spent for all students in the class, in a given unit of time 
10 Difference between the maximum time spent by a student in the class and the 

time spent by an individual student, in a given unit of time 
 
Conclusion and Future Work 
 
This study is a part of larger National Science Foundation funded study. This work provides a 
detailed account of the practices used in data cleaning and manipulation of the learning 
management system of undergraduate engineering courses. This paper provides the rationale and 
details involved in choices related to data cleaning, manipulation, and feature creation.  



 
In the sample dataset considered in this study, only 10.09% of the total students represent the 
dropped students and hence the dataset is clearly imbalanced between persisted and dropped 
students. In these cases of imbalanced data, it is more difficult to develop models that accurately 
discriminate between the two groups. Hence, future work will consider the use of a resampling 
strategy to increase the representation within the dataset of students who dropped. The Synthetic 
Minority Over-Sampling Technique (SMOTE) [47], is a popular data sampling method which uses 
both up-sampling and down-sampling strategies depending on the class. SMOTE creates synthetic 
cases for a minority class by randomly selecting the nearest neighbors. Once we are satisfied with 
the dataset itself, the features selected from the random forest output will be ultimately combined 
with associative classification to discover relationships between student-LMS interactions and 
persistence decisions.  
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