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Idealized numerical simulations of Mesoscale Convective Systems (MCSs)
over a range of instabilities and shears were conducted to examine low-
frequency gravity waves generated during initial and mature stages of con-
vection. In all simulations, at initial updraft development a first-order wave
was generated by heating extending the depth of the troposphere. Additional
first-order wave modes were generated each time the convective updraft rein-
tensified. Each of these waves stabilized the environment in advance of the
system. As precipitation descended below cloud base, and as a stratiform
precipitation region developed, second-order wave modes were generated by
cooling extending from the mid-levels to the surface. These waves destabi-
lized the environment ahead of the system but weakened the 0-5 km shear.
Third-order wave modes could be generated by mid-level cooling caused by
rear inflow intensification; these wave modes cooled the mid-levels destabiliz-
ing the environment. The developing stage of each MCS was characterized by
a cyclical process: developing updraft, generation of n = 1 wave, increase in
precipitation, generation of n = 2 wave, and subsequent environmental desta-
bilization reinvigorating the updraft. After rearward expansion of the strati-
form region, the MCSs entered their mature stage and the method of updraft
reinvigoration shifted to absorbing discrete convective cells produced in ad-
vance of each system. Higher-order wave modes destabilized the environment
making it more favorable to development of these cells and maintenance of
the MCS. As initial simulation shear or instability increased, the transition
from cyclical wave/updraft development to discrete cell/updraft development

occurred more quickly.
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1. Introduction

Gravity waves generated by convection are widely understood to impact the environment sur-
rounding that convection. Vertical motions associated with these waves can act to both initi-
ate (e.g., Wilson et al. 2018) or organize (Bretherton and Smolarkiewicz 1989; Nicholls 1991;
Pandya et al. 1993; Mapes 1993; Shige and Satomura 2001; Liu and Moncrieff 2004) convection.
Convectively-generated gravity waves fall along a spectrum of high to low frequency; depending
on the frequency the waves have different sets of causal factors and subsequent impacts. In a

resting atmosphere, wave frequency is related to wave energy propagation direction through

cot(ar) = L2 (1)

N2 — &2
where o is the angle of energy propagation as measured from the vertical, N is the Brunt-Viisild
frequency, and  is the frequency of the wave (Pandya et al. 2000). According to (1), as the wave
frequency decreases the direction of energy propagation becomes more horizontal. Low-frequency
waves thus can propagate horizontally for extended distances without their energy escaping verti-
cally. These waves are mainly excited by changes in the diabatic heating profile associated with
convection (Lane and Reeder 2001; Pandya et al. 2000). High-frequency waves, conversely, lose
most of their energy to vertical propagation unless a trapping mechanism exists. They are gen-
erally excited by cyclical re-development of convective cells (McAnelly et al. 1997, MNCN97
hereafter) or nonlinear advection of buoyancy (Lane and Reeder 2001). High- and low-frequency
waves can work in concert to develop or organize convection, a process termed “discrete prop-
agation (Fovell 2002; Fovell et al. 2006; Su and Zhai 2017): low-frequency waves prepare the
environment through more gentle ascent over a larger area, while high-frequency waves actually
initiate the convection. Low-frequency waves have also been shown to aid environmental recovery

from previous convection through subsequent destabilization (Trapp and Woznicki 2017).
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Low-frequency wave structure is defined by vertical modes of diabatic heating. These modes

also determine its speed through
_ NH
onw

c (2)
where c is the wave speed, H the vertical depth of the troposphere, and n the vertical mode of the
diabatic heating profile (Nicholls 1991). Here an n = 1 wave would be generated by an increase in
heating over the depth of the troposphere peaking at the midlevels, roughly corresponding to the
heating profile in the convective region of an MCS (Gallus and Johnson 1991). The wave itself
consists of a wave front with descent over the depth of the troposphere that propagates away from
the heating source at speed ¢, shown in Fig. 1a. The displacement and warming resulting from
the descent were found by Mapes (1993) to be “semi-permanent” until the diabatic heating profile
decreases, at which time a wave front of ascent through the depth of the troposphere would be
generated (Fig. 1a). Lane and Zhang (2011) noted the cyclical nature of heating within convec-
tion as cells redevelop; when using a heating profile periodic in time they found n = 1 waves can
travel in downdraft/updraft couplets. Adams-Selin and Johnson (2013) observed four n = 1 up-
draft/downdraft couplets using Oklahoma Mesonet surface pressure data, and Su and Zhai (2017)
similarly observed a n = 1 couplet. Microphysical heating aloft and cooling over the lower half of
the troposphere, the heating profile of an MCS stratiform region (Gallus and Johnson 1991; Fovell
2002), generates n = 2 wave modes with ascent over the lower half of the troposphere; n = 3 wave
modes can be associated with ascent in either the lower or middle third of the troposphere. Lane
and Reeder (2001) found the impact of these waves on the surrounding convective available po-
tential energy (CAPE) and convective inhibition (CIN) fields varied; waves with upward vertical
motions maximized in the lower (middle) troposphere most impacted CIN (CAPE) fields.

Low frequency waves thus are expected to be produced by Mesoscale Convective Systems

(MCSs), but to this point there has been no systemic examination of waves produced during an
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MCS lifecycle. Recent research has noted the prevalence of bores associated with nocturnal MCSs,
particularly in the Great Plains region of the United States. Efforts have examined how bores can
maintain lifting within, and destabilize large regions in advance of, MCSs through low-level lifting
(Haghi et al. 2017; Johnson et al. 2018; Parsons et al. 2019; Zhang et al. 2020). The development
of the nocturnal low-level jet often leads to a critical layer to trap wave energy (Lindzen and Tung
1976; Koch et al. 1991) and a flow regime favorable to bores (Rottman and Simpson 1989; Haghi
et al. 2017). It is likely that low-frequency gravity waves occur concurrently with bores. Parsons
et al. (2019) and Haghi et al. (2019) both suggest such a possibility but thus far the low-frequency
gravity waves associated with MCSs have not yet been identified. MCSs also frequently initialize
in a weakly stable or neutral temperature regime before sunset, where bores are not as frequent
but low-frequency waves could still occur. While it is possible for the elevated stable and trapping
layers necessary for long-lived bores to exist during the day (e.g., Fig. 1 of Zhang et al. (2020)),
the existence of such a vertical temperature profile is not guaranteed.

299

Thus, given the established importance of low-frequency gravity waves in “preparing”’ the sur-
rounding environment for additional convective development and initiation, a systematic exami-
nation of low-frequency gravity waves produced during the lifetime of an MCS is necessary. This
work will focus on the waves generated by a Mesoscale Convective System (MCS), the specific
modes produced by the different stages of its lifecycle, and how those wave modes vary across
a range of environments. Previous studies such as Pandya and Durran (1996) and Pandya et al.
(2000) have examined how different vertical tilts of the heating profile have impacted the circula-
tion within an MCS, but have not studied how different initial environments modify the in-storm

latent heating distributions. It is hypothesized that these the low-frequency waves produced by

MCSs vary among storms occurring in different environments, subsequently impacting the waves’
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environmental effects surrounding the MCS, additional convective development, and potential dis-
crete propagation.

The methodology and configuration of the simulations are described in Section 2. The control
run is described in Section 3. Generated wave and impact sensitivities to environmental shear and
instability variations are discussed in Sections 4 and 5. The MCS response across the sensitivity

tests is described in Section 6. Discussion and conclusions are presented in Section 7.

2. Methodology

Idealized Cloud Model 1 version 18 (CM1; Bryan and Fritsch 2002) simulations were used.
This study expands upon previous examinations of low-frequency gravity waves that used sim-
plified linearized models with specified heat sources (e.g., Bretherton and Smolarkiewicz 1989;
Nicholls 1991; Pandya et al. 1993; Mapes 1993; Liu and Moncrieff 2004) by incorporating all at-
tendant non-linear effects. Stechmann and Majda (2009) found such effects to be important when
determining wave responses in environments with non-zero wind shear. Nine sets of initial con-
ditions were defined using a modified version of the sounding from Weisman and Klemp (1982),
three different thermodynamic profiles and three different shear profiles. For each profile, N was
calculated and smoothed if anywhere in the profile was discontinuous below the tropopause to
ensure no trapping levels were present to confuse the results. In all profiles, the only smoothing
of N that was required was below 2 km around the height of the lifted condensation level. Once N
was smoothed, a new potential temperature was solved for, assuming g, was unmodified from the
original sounding.

A 350 km (x direction) by 300 km (y direction) by 18 km (z direction) domain was used with
open-radiative lateral boundary conditions and zero-flux lower and upper boundary conditions.

The horizontal grid-spacing was 250 m and the vertical grid spacing was uniformly 100 m. A time
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step of 1.5 s was used with vertically implicit Klemp-Wilhelmson time-splitting with an acoustic
time step of 1/3 s. Rayleigh damping was applied above 14 km with an inverse e-folding time of
1/300 s~ 1. The simulation parameterized subgrid turbulence via a prognostic TKE scheme (Bryan
and Fritsch 2002). Convection was initialized via the “cold pool-dam break” method (Weisman
et al. 1997), consisting of a rectangular box of negative potential temperature perturbation estab-
lished during initiation. The cold perturbation of -6 K extended from O to 100 km in the x direction,
from 50 to 250 km in the y direction, and linearly decreased until O K at 2.5 km aloft. The Morrison
microphysical parameterization (Morrison et al. 1997) was used with the hail option.

The background stability and shear of the initiating environment were varied systematically
to examine its impact on the waves produced. Three different surface mixing ratio (g,) values
were used of 12.2, 14.3, and 16.2 g kg_l, resulting in three different initial Maximum Unstable
Convective Available Potential Energy (MUCAPE) values of approximately 1500, 2500, and 3500
J kg_l. (Because the convection was surface-based, however, all further analyses of CAPE will
use a surface-based value.) Shear profiles were linear with easterly winds at the surface of 5, 15,
and 25 m s~! decreasing to 0 m s~! at 5 km aloft; no trapping or critical levels exist in the shear
profile. These perturbations were designed to mimic those of Weisman and Klemp (1982) and
Weisman et al. (1988) to allow for comparison with the results of those studies. Two additional
simulations were run to test the sensitivity of results to the initialization method and addition of a

nocturnal boundary layer. All simulations run are listed in Table 1.

3. Control simulation

The control simulation, 14.3H15 (Fig. 2), has 15 m s~ of 0-5 km shear, a surface q, of 14.3
g kg=1, 2497 J kg=! of MUCAPE, and the profile most similar to the original Weisman and

Klemp (1982) sounding. Simulated radar reflectivity values first become apparent at 20 minutes
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into the simulation as a convective updraft extends through the mid-levels in a north-south line.
Precipitation first reaches the surface at 24 minutes (Fig. 2c). The convective line widens and a
small region of leading stratiform precipitation develops around 35 minutes, which transitions to
a leading line-trailing stratiform configuration by 54 minutes (Fig. 2f). As the stratiform region
extends rearward, a rear inflow jet develops and slowly spreads westward. An intensification of the
rear-to-front flow occurs just prior to 100 minutes (Fig. 2i). By 90 minutes discrete convective cells
have formed in advance of the main updraft (Fig. 2h). At 115 minutes these cells were absorbed
into the main updraft, reinvigorating it.

Unlike previous studies of low-frequency gravity waves forced by idealized heat sources, the
highly variable nature of the latent heating profile within a full MCS simulation will result in
many gravity waves of a range of frequencies (e.g., Adams-Selin and Johnson 2013). Identifying
specific wave modes is therefore difficult. In this study, the existence of a specific wave mode is
confirmed provided its phase speed and a subsequent Fourier decomposition method agree. That
wave mode must also be reflected within the vertical motion field for the remaining length of the

simulation once generated to ensure the waves are low frequency.

a. Fast-moving wave mode

Three waves of mode n = 1 consisting of downdraft-updraft couplets are evident in the vertical
wind field within a Y cross-section at 6 km aloft (Fig. 3a). The waves associated with downward
motion are marked by solid lines, and with upward motion by dashed lines. Vertical motion
associated with n = 1 waves should peak in the mid-levels. The motions associated with these
waves at 2.5 km are still evident but not as strong (Fig. 3b). The three waves propagate quickly
away from the initiating convection at similar speeds of 36.6, 35.9, and 34.0 m s~ ! after accounting

for the mean tropospheric « wind, calculated from the initial wind profile, of -1.9 m s~!. With a
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mean N of 9.8E-3 s~! the predicted n = 1 wave speed from (2) is 37.4 m s~!. Figures 2a and b
show an increase in mid-level latent heating between 14 and 20 min, highlighted by the horizontal
black arrow. Generation of an n = 1 gravity wave follows at 20 min (Fig. 2¢) consisting of upward
vertical motion extending the depth of the troposphere that propagates away from the system. A
subsequent lessening of mid-level heating is evident at 30 min (Fig. 2d). The resulting n = 1
response is difficult to see in Fig. 2d due to the strength of a concurrent n = 2 wave, but it is visible

in Fig. 3a.

b. Slow-moving wave modes

Three slower-moving waves are visible 2.5 km aloft in Fig. 3b. These waves appear to be higher
order modes than the n = 1 waves due to their slower speed. The first wave is associated with
upward vertical motions more evident at 2.5 km although still visible at 6 km. The wave moves
at a speed of 15.6 m s~! accounting for the mean tropospheric u wind, approximately half the
speed of the second n = 1 wave or 17.9 m s~! and agreeing with (2). Figures 2b,c shows an
increase in low-level latent cooling associated with the first descent of precipitation below cloud
level, indicated by the horizontal black arrow in Fig. 2c. The n = 2 vertical motion response,
upward motion in the lower half of the troposphere overlaid by downward motion aloft, can be
seen in Fig. 2d shortly ahead of the convective updraft and again in Fig. 2e at X=115 km having
propagated ahead of the system.

The second higher order wave in Fig. 3b similarly shows stronger upward motions at 2.5 km
than at 6 km. In Fig. 2g, a second n = 2 wave is evident in the vertical motion field at X=112 km.
Prior to the appearance of this wave, the latent cooling field increases from the surface to 6 km in

1

Fig. 2f (noted by the horizontal arrow). This wave moves at 15.3 m s~ similar to the first n =2

wave.
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The third wave does have upward motions at 2.5 km, but the upward motion at 6 km appears
stronger. The wave moves at a slower speed of 13.7 m s~ !, closer to one-third of the initial 7 = 1
wave speed (12.2 m s~!). Figure 2i shows an increase in latent cooling from 3 to 6 km just prior
to 100 min, generation time of this wave. Unfortunately an ongoing discrete propagation event
prevented identification of an n = 3 wave in cross-sections of vertical motion, but the change in
vertical peak cooling location as well as the slower speed hints strongly at this feature being an
n = 3 wave. Additional analysis will take place in the next subsection.

The cold pool-dam break initialization method is a dynamically forceful method of forcing con-
vection. Thus it is of interest to determine if the waves generated here are artifacts of that ini-
tialization method. The 14.3H15 simulation was repeated with identical initialization conditions
except use of a line of three warm bubbles for convective initialization. While the forward propa-
gation speed was not as large, likely due to an initially smaller cold pool, timing of wave activity
was very similar (Fig. 4a,b). In Fig. 4a,b, the solid, dashed, and dotted lines are copied from the
n=1,n =2, and n = 3 wave fronts identified in the control simulation (Fig. 3) yet align almost
exactly with the waves produced in the bubble-initialized simulation.

The environment used here was specifically designed to not allow bore generation to mimic
initialization of MCSs during daytime. In order to examine if similar low-frequency waves develop
when initialized in a nocturnal environment, a simulation was run with the same shear profile, but
with the surface temperature cooled by 6 K and the temperature profile up to 1 km was defined
using T = min(T, Ty .) (the artificial cooling method of Parker 2008). Similar n = 1,2,3 waves are
generated in Figs. 4c,d, showing these wave processes will occur in both daytime and nocturnal

MCSs.
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c. Generating processes

Each of the waves observed above appeared to be generated in conjunction with changes in
the latent heating profile. To evaluate the connection between the latent heating changes and
the generated waves, the mean vertical heating and cooling profiles, shown in Fig. 5, were first
smoothed with a 1-2-1 filter and then decomposed into 10 Fourier components similar to Stephan

et al. (2016). Specifically,

S@) =Y A, sin% 3)

where A, is the coefficient associated with each component, z is height, and and n and H are as
in (2). Each component consists of a sine mode with nodes at the surface and at height H. An A
coefficient is associated with an n = 1 mode, and the values of the coefficient are plotted in black
in Fig. 5. It is only plotted if both the coefficient is determined to be 99% significant per a two-
tailed t-test, and the entire decomposition is determined to be 99% significant per the F-statistic.
The coefficients A, and Az are plotted in Fig. 5b. Coefficient A4 is only rarely significant; waves
associated with any higher coefficients would not propagate quickly enough to be seen or modify
the environment ahead of the convective line.

Figure 5a also shows the maximum vertical motion in the cross-section at 6 km, plotted in white.
From these two line plots, it is evident that the A coefficient and mid-level updraft speed are
correlated, as would be expected. The cyclical nature of the updraft, at least prior to 70 min, can
be seen, with peaks in mid-level heating and updraft speed followed by times of diminished heating
and slower updrafts. The downward motion portion of each n = 1 wave couplet is generated when,
or shortly after, a peak in the A coefficient occurs; the upward motion portion when a minimum
in the A; coefficient occurs. In this way the n = 1 wave couplets appear connected to cyclical

convective updraft development (similar to MNCN97, Lane and Zhang 2011). It is possible there
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are additional n = 1 waves generated after 70 min, and the variations in the A coefficient would
seem to indicate that could be occurring. However, at that point the vertical motion field ahead of
the convective line is complex and identifying additional n = 1 waves wasn’t possible.

The processes generating the higher order wave modes are more complicated. The first and
second n = 2 waves are generated shortly after large decreases in the A, coefficient (Fig. 5b). From
Figs. 2b and c the increase in low-level cooling occurs as precipitation first falls below the cloud
and reaches the surface, evidenced by the thick black line enclosing total condensate descending
to the surface in Fig. 2c along with an increase in latent cooling in the same location (identified
by horizontal arrow). The second n = 2 wave occurs shortly after the stratiform precipitation
region begins to develop and expand rearward. Figures 2e, f display this process. The horizontal
arrow in each subfigure starts at the same location, but in Fig. 2f the total condensate contour has
expanded about 5 km rearward. The associated latent cooling deepens and expand upward in the
time between the two subfigures. The deeper layer of cooling can also be seen in Fig. 5b. While
an additional surge of cooling is evident at 80 min in Fig. 5b, the A, coefficient does not decrease
as much as during the generation of the two n = 2 waves.

The third slow-moving wave, or n = 3 wave, is generated during an increase in mid-level cooling
from 4-7 km. It is associated with an increase in the positive A3 coefficient (dashed line plot in
Fig. 5b), but not a decrease in the A, coefficient. Figures 2h and i also show the increase in mid-
level cooling occurring at the rear of the stratiform region. The thin black lines in Figs. 2h, i show
the mid-level rear-to-front flow at the rear of the storm increasing from 6 to 10 m s~!. With the
cooling concentrated farther aloft due to the elevated rear inflow jet, an n = 3 wave was generated
instead of an n = 2 wave. It should be noted this n = 3 wave is of a different structure than that

generated by cooling in the low-levels studied by Lane and Reeder (2001). Because Lane and
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Reeder (2001) used a tropical sounding to initialize their simulation, it is likely the microphysical

cooling profile was different than that of the mid-latitude convection simulated here.

d. Environmental response

The fast-moving n = 1 waves are associated with net decreases in the CAPE field and net in-
creases in the Level of Free Convection (LFC) field (Fig. 6a,b). From Fig. 3a, it is evident that
the downward motion portion of the three n = 1 wave couplets is stronger than the subsequent
upward motion. Because of this imbalance, the CAPE field is reduced by about 500 J kg~! by the
associated warming and drying with the first » = 1 wave couplet (Fig. 6a), and it does not recover
with passage of the updraft portion of the couplets unlike in the study of Su and Zhai (2017). The
LFC (Fig. 6b) did not respond as strongly to the n = 1 waves. (Note that the CAPE responses that
appear in Fig. 6a perpendicular to the n = 1 waves, after 60 min and from X=225 to 300 km, are
due to isolated cells developing at the right edge of the domain due to model noise and are not
caused by wave activity.)

The CAPE field responds to the first n = 2 wave generated at 24 min. In the area immedi-
ately next to and 10-15 km ahead of the convective line, the CAPE field almost recovers from a
minimum of approximately to 870 J kg~! to 1370 J kg™, near the amount of CAPE in the sound-
ing used for initialization. This result agrees with the simulations of Fovell (2002) that found
a “cool/moist tongue” spreading ahead of a squall line, established by lifting associated with an
n = 2 wave. Shortly after the first n = 2 wave, however, a second n = 1 wave is generated at 36
min, restricting the recovery of the CAPE field in this same area to no more than approximately
1270 T kg~!. A similar pattern is seen in the LFC field, with the initial » = 1 wave increasing
the LFC from 1410 to 1530 m within 10-15 km of the convective line, and the subsequent n = 2

wave helping the sub-cloud layer not only recover, but further reduce the LFC to approximately
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50 m below the value at the start of the simulation. The vertical motion of the n = 2 waves is
concentrated in the lower half of the troposphere and thus will more strongly affect LFC (compare
the vertical structure of the waves in Fig. 2d). Lane and Reeder (2001) noted a similarly stronger
response in the LFC field than the CAPE field to higher-order wave modes.

The third slow-moving wave, the n = 3 wave, produces a stronger response in the CAPE field,
an increase of almost 100 J kg~!, but a neutral to slightly stabilizing effect on the LFC. Again, this
would be consistent with a n = 3 wave with upward motion in the mid-levels (Fig. 3a) producing
adiabatic cooling and a destabilizing influence, yet with downward motion at very low levels
warming the subcloud layer and increasing the LFC. The low-level stabilizing influence of this
wave is very minimal, however.

The low-frequency waves also modify the horizontal wind field (Fig. 6¢). A n =1 wave, for
example, should enhance surface level inflow toward the storm and outflow aloft, enhancing west-
erly shear (e.g., Nicholls 1991, Fig. 5). A n =2 wave should conversely enhance inflow at lower
mid-levels, and diminish surface-level inflow, decreasing westerly shear. The first n = 1 wave here
has a relatively small impact on the 0-5 km shear field due to the arrival of the first n = 2 wave
shortly thereafter. The first and second n = 2 waves, however, in sum reduce the 0-5 km shear by
over 7 m s~ ! due to a combination of decreasing surface inflow by 2 m s~! and increasing 5-km

inflow by 5 m s~!. The n = 3 wave has a minimal impact.

e. MCS response

Evaluation of parcel trajectories, run using the CM1 parcel trajectory package, reveals air parcels
from O to 4 km are ingested into the updraft. Storm relative inflow is largely concentrated over the
same layer. Thus, modification to that environmental layer ahead of the system will directly mod-

ify the air being ingested by the storm, and should affect the system updraft strength. The CAPE
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and LFC of the inflow air is taken from the cross-section displayed in Fig. 6a 5 km horizontally
ahead of the cold pool. This value and the maximum updraft speed at any level are displayed in
Figure 7. The leading edge of the cold pool, for this calculation, was defined as the point where
the CAPE field dropped below 200 J kg2, easily visible as the white area in Fig. 3a; it also cor-
responds to the location of the -2 K potential temperature perturbation. The variations in CAPE
associated with the passage of the first n = 1 wave (21 min), first n = 2 wave (27 min), second
n =1 wave (37 min), and second n = 2 wave (55 min) are all visible and marked on Fig. 7b, albeit
the response to the second n = 2 wave is more subtle. Similar changes are noted in the maximum
updraft speed following a short lag as the parcels with modified instability are ingested. For ex-
ample, following the first decrease in CAPE the peak updraft speed also decreases 7 minutes later;
as the CAPE values begin increasing due to the n = 2 wave the updraft begins similarly increasing
in speed 6 minutes later.

Such correlation appears to indicate the updraft strength and buoyancy of the ingested air are
related. A different possibility is cyclical cell development alone, independent of wave activity, is
influencing the development of the updraft. Specifically, after development of an updraft, precip-
itation descends to the surface, creating a cold pool and downdraft that cuts off the storm-relative
inflow; as the cold air continues to expand it is able to trigger new convection through the lift on
its leading edge (e.g., Weisman and Klemp 1982). In this simulation, however, prior to 70 min the
convective updrafts and downdrafts are able to tilt enough that the downdrafts do not cut off the
storm-relative inflow (Figs. 8a). Cyclical variations in convective updraft strength are still evident
(Fig. 5a), but the convective updraft remains contiguous from the surface to the anvil (Fig. 2).
Instead, during that period as precipitation descends to the surface (24 min in Figs. 2c, 5b),an =2
wave is generated that travels ahead of the convective updraft (located between X=95 and 110 km

in Fig. 8b). Through lifting this wave destabilizes the pre-storm layer to such an extent cloud is
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able to form (thin black lines in Fig. 8b). The cloud extends 5 km ahead of the convective updraft.
The additional latent heat release and buoyancy provided by the condensing water (Fig. 8c) is
shortly ingested into the convective updraft, leading to its subsequent intensification (see 34 min
in Fig. 5a).

This cyclical behavior of the convective updraft is similar to the cyclical upscale evolution of
a convective updraft seen in linear low-frequency wave processes modeled by MNCN97. Exam-
ination of parcel trajectories confirms this process. Figure 9 displays parcels whose trajectory
culminated inside the convective updraft at (Fig. 9a) 32 min and (Fig. 9b) 42 min. By 42 min
parcels flowing through the destabilized region ahead of the convective line from X=95 to 100 km
shown in Fig. 8c have reached the convective updraft. In Fig. 9b, lifting and upward motion of
the parcels over that same region ahead of the convective updraft is evident, with some parcels
reaching speeds upward of 5 m s~! before even being ingested into the convective line. Such
lifting is not evident 10 min prior (Fig. 9a), before the destabilizing effects of the n = 2 wave. The
convective updraft itself also shows higher peak updraft speeds from 2 to 8 km aloft after ingesting
this destabilized air (Fig. 9b).

This pattern: increased updraft speed, n = 1 wave generation, decreased inflow CAPE, n = 2
wave generation, increased inflow CAPE, increased updraft speed, repeats until about 70 minutes
into the simulation. At that point both the CAPE field and the environmental response to the
waves becomes more muddled. However, at approximately 90 minutes a discrete propagation
event occurs (see Fovell et al. 2006, Fig. 16). After passage of the second n = 2 wave more small
clouds are generated in the newly destabilized air (Figs. 2f-i, 3b) than were generated by the first
n =2 wave. These clouds are advected toward the convective line by the ambient wind field. The
updraft field is strengthened as it absorbs these smaller updrafts, and a “jump” forward by the

convective line occurs at approximately 115 min.
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«  This discrete propagation method appears key to invigorating the updraft and maintaining its
=« Intensity at the mature stage of the MCS lifecycle after 70 min. Convective updraft intensity in
= linear convective systems is frequently related to updraft tilt, as a more strongly tilted updraft is
= weakened by a downward-directed pressure gradient (Parker 2010). Updraft tilt is typically related
«7 to the balance of vorticities generated by the cold pool and low-level environmental storm-relative
= shear, or the ratio of the cold pool strength, C, to shear (Au2,,). C is defined by C> = f(f’ Bdz, where

s B is buoyancy and & the height at which B reaches 0. B is defined as
-6
Bzg(T+0-61(qv—%)—qr> (4)

w0 Where g is gravitational acceleration, 0 potential temperature, ¢, water vapor mixing ratio, g; total
w1 hydrometeor mixing ratio, and the bars designate environmental conditions, as in Adams-Selin
w2 and Johnson (2013). A ratio of one should lead to an upright updraft, while a number larger than
we one to an updraft that is tilted rearward over the cold pool (Rotunno et al. 1988; Weisman and
« Rotunno 2004). Many additional factors have been noted as important to updraft strength beyond
«s low-level vorticity balance, including upper level shear (Coniglio et al. 2006) and the rear inflow
x jet (Weisman 1992). The C/Au,, ratio is used here as a baseline indicator for updraft strength; if
«7 the peak updraft speeds increase despite a large ratio, additional factors must be present to explain
«s the updraft strength.

x  Three different C?/Au2,, ratio calculation methods are presented in Fig. 7c: the unmodified

2_ .2
w0 5 ratio as described above; a version incorporating the impacts of the rear inflow jet, ——;
Auenv Auenv
2 . . . o .
o and AEZ using the environmental shear at the start of the simulation instead of the wave-modified

orig

«2 shear ahead of the convective line. Here, C is the maximum value from anywhere in the cold pool,

a7 u? is defined as (ulzq — u%) up and ug are the storm-relative flow within the system at the height

o Of the cold pool and the surface, and Au,,, is the 0-5 km shear in the environment 5 km ahead of
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the convective line as defined by the location of the maximum updraft over the lowest 2.5 km. All
three C2/ Aug,w values are much larger than one during and after the discrete propagation episode
at 90 min due to the strong cold pool and weakened deep-layer shear diminished by the n = 2
waves (Fig. 6¢). The solid and dashed line calculations of the C?/Au2,, use u wind speeds from

eny

5 km ahead of the updraft, which were modified by the first n = 2 wave after its generation at

2

v Values continued to

24 min. After generation of the second n = 2 wave at 52 min, the C?/Au
increase due to the decreasing shear. The dotted line in Fig. 7c used the shear originally available
in the environment at the start of the simulation. Without the modifications of the n = 2 waves,
C? /Au?,, would have remained closer to 1, and the downward pressure perturbations acting on the
updraft smaller (Parker 2010). However, the increased buoyancy of the inflow air resulting from
the lifting provided by the same n = 2 waves, in addition to the absorption of smaller convective
cells generated by high frequency waves working in conjunction with the n = 2 waves, helps to
offset that negative effect.

An additional increase in CAPE due to the n = 3 wave is evident beginning at 115 min (Figs. 7c,

3a); an increase in updraft speed occurs shortly thereafter starting at 121 min. At that time discrete

convective cells formed in advance of the system are also being absorbed. Again, this increase

2

oy have been

in updraft speed cannot be caused by updraft tilt as all three calculations of C?/Au

steadily increasing and should be acting as a depressant on the updraft strength.

4. Shear sensitivities

The control simulation was repeated with three initial sounding perturbations each of CAPE and
0-5 km shear for a total of nine simulations (Table 1). For clarity, this section will focus on the three

shear sensitivity tests 14.3HS, 14.3H15 (the control run), and 14.3H25, and the following section
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on three instability sensitivity tests, 12.2H15, 14.3H15, and 16.2H15. Comments evaluating the

MCS response in all the simulations will be presented at the end.

a. Waves and generating processes

As would be expected, the different initial environments generated MCSs with gross differences,
but still some similarities among wave activity. All of the simulations showed an initial increase
in mid-level updraft strength (white line plot in top row of Fig. 10) at the same time as a peak in
the A coefficient (black line plot in top row of Fig. 10) as the initial convective updraft developed,
generating an n = 1 wave (solid vertical black lines in top row of Fig. 10). As in the control run,
each increase in mid-level latent heating and the A coefficient prior to about 70 minutes into the
simulation generates a n = 1 wave. While subsequent increases in latent heating potentially also
generate n = 1 waves, their signal is hidden by higher-order wave modes.

Initially, peak updraft speeds were strongest in 14.3H25 (Fig. 10c). Over time 14.3H15 updrafts
(Fig. 10b) reached magnitudes comparable to than those of 14.3H25, while 14.3HS5 (Fig. 10a) had
weaker updrafts throughout. These results were somewhat different than the trend in peak updraft
speeds in squall line simulations with varying shears in Weisman et al. (1988), which observed
the strongest initial updraft maxima in simulations with minimal or no shear (their Fig. 3). This
difference is likely due to either the different methods of convective initialization used in the
simulations, or the depth of the layer of environmental shear. Weisman et al. (1988) used a line
of warm bubbles for initialization. With the stronger initial forcing of the dam break used here,
strong shears do not have as detrimental an effect on the initial updraft and larger speeds are able
to be reached. When the control simulation here was repeated using a line of warm bubbles to
initialize convection, initial updraft speeds were not as strong (Fig. 4). However, as simulation

time progressed in the shear tests, the strong shear simulations in both this study and Weisman
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et al. (1988) produced larger updraft speed maxima. Furthermore, the shear in Weisman et al.
(1988) only covered the 0-2.5 km layer instead of the deeper 0-5 km layer as in this study and in
Weisman and Klemp (1982), which Coniglio et al. (2004) noted can impact updraft strength.

Latent heating rate trends closely mirrored trends in updraft speed. After the initial peak in up-
draft speed, the latent heating rates of 14.3H15 and 14.3H25 were fairly comparable. Variations
in mid-level updraft strength generally corresponded to similar variations in mid-level latent heat-
ing and Ay, associated with n = 1 wave generation (Fig. 10a-c). Vertical motions associated with
the n = 1 waves in 14.3H5 were weaker than those generated in the other two shear tests (e.g.,
compare Figs. 11a and 12a), coincident with weaker latent heating values.

As precipitation first began to fall below cloud level, latent cooling due to evaporation and melt-
ing increased generating n = 2 waves during or shortly after minima in A, (bottom row of Fig. 10).
Horizontal arrows in Figs. 11a and 12a show the new areas of latent cooling that formed when pre-
cipitation first reached the surface. Resulting n = 2 waves appear in Figs. 11b and 12b (compare
with Fig. 2d). As the systems continued to develop, all three developed stratiform regions. The
stratiform regions in 14.3H5 and 14.3H15 developed rearward, with increased low-level cooling
to the left of the convective updraft (Figs. 11c, 2f); the stratiform region and low-level cooling oc-
curred to the right of the updraft in 14.3H25 (Fig. 12b). Subsequent n = 2 waves are evident in all
three tests (Figs. 11d, 2d, 12c). No n = 3 waves appear in 14.3HS5 as latent cooling never expands
far above 6 km (Fig. 10d). However, in 14.3H25 and14.3H15, an increase in mid-level cooling
appears coincident with development of the mid-level rear inflow jet (Figs. 12d, 2i). This cooling,
concentrated in mid-levels and associated with peaks in A3, generated n = 3 waves (Figs. 10f, 12e).
(While there are clearly high-frequency waves visible in Fig. 12e, none of them were long-lasting

as seen in Fig. 13 and hence are not identified by wave mode.)
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The stronger updraft and extra-storm circulation in 14.3H25 lofted more condensate and ad-
vected it farther from the updraft, leading to a wider stratiform precipitation region (e.g., compare
Figs. 12e and 2g). Much of the extra frozen condensate remained aloft until later in the simulation
compared to 14.3H15 and 14.3HS. The cooling rates of 14.3H25 (Fig. 10f) are smaller in mag-
nitude than those of 14.3H15 and 14.3HS until almost 2 hours into the simulation. In Fig. 13f,
the vertical motion signatures associated with the earlier higher order wave modes (i.e., the n = 2
waves generated between 20 and 60 minutes) are weaker and less coherent than those seen with

later waves (i.e., the n = 2 waves generated at 105 and 130 min).

b. Environmental response

As in the control simulation, the initial » = 1 wave in all three shear tests corresponds to a
decrease in instability as evidenced by the CAPE field (top row in Fig. 14). In 14.3H25 with
the strongest initial updraft and n = 1 wave response, the CAPE field was reduced to 55% of its
original value; the initial perturbations in 14.3H15 and 14.3HS5 are each slightly weaker but still
evident. The initial n = 1 waves also increase the LFC field (middle row in Fig. 14), but pertur-
bation magnitudes are smaller than in the CAPE field. Subsequent n = 1 waves in all three tests
modify the CAPE and LFC fields only slightly. The initial » = 1 wave front can only minimally
modify the 0-5 km shear field in all three tests before subsequent n = 2 wave arrival (bottom row
in Fig. 14).

The upward motion in the lower levels associated with the n = 2 waves acts to help the CAPE
field within 10-15 km of the convective line partially recover from the stabilizing influence of the
n = 1 wave (top row Fig. 14). Only in 14.3H15 did the CAPE field return to its value at the start
of the simulation. In that case, an n = 3 wave with mid-level upward motion was generated by

a mid-level cooling perturbation at 100 min (bottom row in Fig. 10). The LFC field, conversely,
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was returned to its initial values in all shear tests by the n = 2 waves. This result is consistent with
n = 2 wave vertical motions being more concentrated in the lower layers (i.e., compare the n = 2
and n = 3 waves in Fig. 12e).

The n = 2 wave LFC perturbations are stronger in 14.3HS and 14.3H15, with only a weak LFC
perturbation in 14.3H25. Meanwhile, 14.3H15 and14.3H25 have stronger CAPE perturbations
associated with n = 3 waves, while 14.3HS5 has no evident n = 3 waves. The different vertical
distributions of cooling in 14.3HS and 14.3H25 hint at these results. In 14.3HS5 cooling was lim-
ited to the bottom half of the troposphere (Fig. 11c, Fig. 10c) generating n = 2 waves with peak
vertical motion in the lower mid-levels (e.g., Fig. 11d). Conversely, the cooling in 14.3H25 was
more concentrated in the mid-levels (Fig. 10f), generating n = 3 waves with vertical motion more

strongly affecting the CAPE field. 14.3H15 exhibited cooling in both vertical locations.

5. Instability sensitivities

a. Waves and generating processes

Simulations with increasing amounts of instability produce larger updraft speeds both during
initial development and the mature stage of the simulation (Fig. 15), as would be expected given
the results of Weisman and Klemp (1982). Latent heating rates follow a similar trend, with in-
creased heating rates seen in simulations with higher initial instability. As in previous simulations,
generation times of the n = 1 waves correspond to peaks in the A coefficient and mid-level heat-
ing. The vertical motions produced by the n = 1 waves at 6 km are stronger and more uniform in
the simulations with higher instability (top row, Fig. 16).

Stronger updrafts with increasing instability produced and maintained larger amounts of con-
densate aloft, resulting in a wider stratiform precipitation region in 16.2H15 compared to 12.2H15

and 14.3H15. For example, compare the total condensate shown in Figs. 17c, 2g, and 18c, each
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subfigure shortly after one hour into each of the simulations. Latent cooling rates, particularly over
the lower 0-2 km layers, also increased with increasing instability (Fig. 15, bottom row). Higher
order wave modes were generated more quickly and more often in higher instability simulations
(dashed and dotted lines in bottom row of Fig. 15). As in previous simulations, these wave modes
were generated by precipitation descending below cloud level, developing into a stratiform re-
gion rearward of the convective line, and development or increase in rear-to-front flow. All these
processes occurred more quickly in systems developing in more unstable environments. For ex-
ample, in 12.2H15, descent of precipitation and latent cooling below cloud level occurs at 38 min
(Fig. 17a), followed by an n = 2 wave (Fig. 17b). In 16.2H15, precipitation falls below cloud level
earlier at 24 min, increasing latent cooling and generating an n = 2 wave (Fig. 18a, wave evident
in Fig. 18b). Expansion of a stratiform precipitation region rearward in 12.2H15, with associated
cooling, occurs at 76 min (Fig. 17c, wave evident in Fig. 17d). In 16.2H135, these processes occur
earlier at 62 min (Fig. 18c, n = 2 wave in Fig. 18d). The first significant increase in mid-level
rear-to-front flow and cooling happens close to the same time in 16.2H15 (n = 3 wave also visible
in Fig. 18d). Conversely, in 12.2H15 the first n = 3 wave isn’t generated until 114 min (cooling

and wind increase in Fig. 17e, wave evident in Fig. 17f).

b. Environmental response

As seen previously, a decrease in CAPE is associated with each initial » = 1 wave (top row in
Fig. 19). The strength of the CAPE decrease is directly related to the strength of the n = 1 wave
response and therefore is strongest in 16.2H15, with the 12.2H15 response being more gradual.
Subsequent increases in the CAPE field, again larger in simulations with increasing instability,

occur with passage of n =2 and n = 3 wave modes. As in the shear tests, the CAPE field was only
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returned to its initial simulation value with passage of an n = 3 wave with its peak upward motions
in the mid-levels.

The impact of n = 1 and n = 2 waves on the LFC field, conversely, decreases with increasing
instability (middle row in Fig. 19). An approximately 250-m increase in LFC associated with the
n = 1 waves is evident in 12.2H15 with a subsequent n = 2 wave-generated decrease of 350 m.
In 16.2H15 these perturbations are only about 50 m. The original LFC height in 12.2H15 is near
2 km, closer to the peak vertical velocities in the n = 2 waves (e.g., Figs. 17c,d, 18b), explaining
the heightened LFC impact in 12.2HS5 despite the weaker vertical motions of its waves. That is,
the impacts of the n = 2 waves on the LFC field depends on both the type of wave and the vertical
location of the LFC.

The 0-5 km shear field perturbation strength slightly increases with increasing instability (bottom
row in Fig. 19). As in previous tests, only the first n = 2 wave has a large impact on the shear field,
decreasing it by 5-7 m s~!. This modification to the shear field appears permanent, an important
consideration when examining balances among cold pool- and environment-generated vorticities

(Rotunno et al. 1988; Weisman et al. 1988) and discussed further in the next section.

6. Sensitivity test impacts on MCS response

As the environment ahead of the MCS is modified by waves, it is expected the strength of the
convective updraft will vary in response as was seen with the control simulation. To test this theory,
the cross-correlation coefficient between the maximum updraft speed and the surface-based CAPE
5 km ahead of the cold pool edge was calculated for a range of time lags (Fig. 20). This location
was chosen to be representative of the storm inflow and is shown for the control run in Fig. 7.
The calculations were done for 0-70 and 70-140 min of the simulations separately, as the wave

activity generally changes character from cyclical n = 1,2 waves in the first half to chaotic higher-
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order wave modes (n = 2,3) in the second half. In the first half of the simulations (Fig. 20a), a
strong negative correlation at small positive time lags (<=10 min) is evident, or an increase in
updraft speed preceding a decrease in CAPE. That pattern would correspond to an increase in
updraft speed and latent heat generating an n = 1 wave, decreasing CAPE as it moved ahead of the
system. Another significant signal appears in the upper left quadrant of Fig. 20a, corresponding to
an increase in CAPE preceding (by a longer time period, about 20-30 min) an increase in updraft
speed. This signal appears in all cases except 12.2HS5 (blue line), although in 14.3H5 (orange line)
the correlation coefficient does not reach the same level of statistical significance. The peak in the
upper left quadrant would appear to indicate feedback: as the higher CAPE values are ingested by
the updraft it is able to intensify. This process is similar to that shown in Fig. 9. In the second half
of the simulations, the correlation coefficient signal changes character and is much less coherent
(Fig. 20b). This signal is consistent with the more chaotic nature of multiple low-frequency wave
modes being generated. Very little signal shows in the upper left quadrant, indicating that increased
CAPE in advance of the system is not correlated with increased updraft speed like it was in the
first half of the simulations.

Increases in updraft magnitude in the latter half of the simulations instead were more directly
connected with instances of cloud or convective updraft formation ahead of the system, potentially
developing into discrete propagation, instead of direct ingestion of higher-CAPE air. Figure 21
displays the cloud water mixing ratio at 2.5 km in addition to the vertical velocity at 6 km, chosen
to be representative of the overall updraft strength, for all the sensitivity tests. Formation of cloud
ahead of the convective line associated with higher order wave modes appears in the tests with 15
or 25 m s~ ! shear; the weaker vertical motions associated with higher wave modes in the 5 m s~

shear cases (e.g., Fig. 13d) reduced cloud formation (Fig. 21a-c). In 14.3H15, 16.2H15, 12.2H25,

14.3H25, and 16.2H25, these clouds develop convective updrafts of their own, intensifying the
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main updraft when they are eventually advected into it. Discrete propagation events, where the
main convective line “jumps” forward when absorbing these new convective cells, are evident in
14.3H15 (around 105 min) and 16.2H15 (around 100 min). Discrete propagation is not necessarily
apparent in the higher shear simulations, but due to the leading stratiform nature of these system
those events are more difficult to identify. However, updraft intensification following absorption

of newly developed convective cells generated by higher-order wave modes is still evident.

7. Discussion and conclusions

A variety of sensitivity studies of MCSs over a range of initial CAPE and shear profiles were
conducted in order to examine the different low-frequency gravity wave responses generated dur-
ing the development and mature stages of the convection. In all simulations, at the time of the
initial development of convection a n = 1 wave was generated by the increase in mid-level la-
tent heating associated with a developing updraft, agreeing with multiple previous studies (e.g.
Nicholls 1991; Mapes 1993; Fovell 2002). The cyclical dissipation and intensification of the con-
vective updraft over the first 60-70 minutes of each simulation produced couplets of n = 1 wave
responses, similar to the downdraft-updraft couplets simulated by Lane and Zhang (2011) and
Adams-Selin and Johnson (2013) and observed by Su and Zhai (2017).

Once precipitation began descending below cloud level, increases in evaporative cooling at low
levels generated the first n = 2 wave response. As the stratiform precipitation region began to
develop rearward and increasing amounts of frozen condensate fell below the melting level, mi-
crophysical cooling increased again and another n = 2 wave was generated. This pattern occurred
in simulations both with trailing and leading stratiform precipitation systems. Finally, during pe-
riods of increased development of rear inflow, increased mid-level cooling generated n = 3 waves

with ascending motion in the mid-levels. The type of higher order wave mode generated (n = 2 or
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n = 3) depended on the vertical location of the cooling, which was determined by its source (e.g.,
increased stratiform rain or rear inflow). Increased amounts of low-level cooling, and generation
of higher order wave modes, occurred more quickly in simulations with larger initial instability.

The impacts to the CAPE, LFC, and 0-5 km shear fields ahead of the MCS followed a fairly
similar pattern, albeit of different magnitudes, across all the sensitivity tests. The initial descent
associated with the first n = 1 wave produced the strongest response in the CAPE field, with the
larger CAPE modifications occurring in simulations with larger initial instabilities and thereby
stronger vertical motions. While n = 2 waves helped the CAPE field recover and decreased the
LFC, only passage of n = 3 waves increased the CAPE field to its original value. The 0-5 km shear
field was weakened by the n = 2 waves, reducing the environmental shear field by 5-7 m s~! after
their passage. Through the ¢/Au ratio, it would be expected that the updraft in these simulations
would be tilted and weakened due to the reduced shear value (Rotunno et al. 1988; Parker 2010).
As that is not the case, additional factors impacting updraft strength are at play.

MNCN97 was able to simulate a similar n = 1 couplet response using a linearized model re-
sponding to a n = 1 heat source multiplied by a sine-squared factor representing sudden intensifi-
cation and subsequent lessening of the convective updraft (see their Fig. 20d). When they allowed
combined n = 1 and n = 2 heating profiles to increase, decrease, and increase again (“meso-f3
burst and regrowth” simulation, their Fig. 201, j) a vertical motion response was produced consist-
ing of a downward-upward motion couplet extending the depth of the troposphere associated with
the n = 1 signal, followed by cyclical n = 2 dipole wave responses. When a slowly increasing
proportion of the heating due to the n = 2 profile, representing a growing stratiform precipitation
region, was introduced to the linear simulation n = 2 wave responses were increasingly prominent,

particularly closer to the initial heating source due to their slower propagation speeds.
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The simulations in this study produced similar responses to those of the linearized model in
MNCN97, which is impressive considering the non-linear dynamics of a full convection model.
The main difference is the repeated cycles of intensification, dissipation, and regrowth in these
simulations produced multiple n = 1 downdraft-updraft couplets and n = 2 wave response cycles,
unlike the single cycle used in MNCN97. The relative impact of the stratiform region on the system
heating profile, in addition to increasing with time, also varied depending on the the amount of
condensate aloft and hence the environmental instability or shear.

The MCS response to these wave-generated environmental variations, therefore, occurred in
two phases: the first, during a time of primarily clear n = 1 and n = 2 wave generation, showed
the updraft speed lagging wave-generated CAPE variations. Similar to the MNCN97 conceptual
model, the n = 2 wave destabilized the air in advance of the system and as the updraft column
ingested more unstable air, the updraft was able to intensify. In the second phase, frequent higher-
order wave mode generation made the wave responses less clear. Instead, the higher order wave
modes acted as destabilizing forces allowing additional clouds and updrafts to form ahead of the
convective updraft and intensify it once advected into it. This mechanism is similar to that of the
“cool/moist tongue” described by Fovell et al. (2006), but n = 3 wave modes were active as well as
n =2 modes in generating the advanced clouds. These additional intensifications can explain why
the MCSs in these simulations continued in a mature state despite the reduced 0-5 km shear profiles
and unfavorable ¢/Au ratios. This transition point of 60-70 min, when MCSs shift from cyclical
convective updraft development to discrete propagation-style updraft development, occurred after
rearward expansion of the stratiform precipitation region and could be considered to occur when
the MCS shifts from its developing to its mature stage. Importantly, all these interactions occur in
an environment without the necessary trapping levels for bore formation, showing that while bore

formation is helpful for nocturnal MCS maintenance, it is not necessary.
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Pandya and Durran (1996) and Pandya et al. (2000) found generated low-frequency waves and
their associated wind field perturbations highly dependent on the shape of the thermal forcing gen-
erating the waves, with the vertical location of the cooling relative to the maximum heating being
particularly impactful. They also found that the extra-storm circulation was so highly dependent
on the shape of the thermal forcing that variations in the gross large-scale environment had only a
small effect when the shape of the thermal forcing was held constant. This study has additionally
found that the large-scale environment can modify the types and frequency of generated waves,
particularly higher-order wave modes, by modifying the location and amount of condensate aloft
and hence the latent heating and cooling profiles. As the generated waves go on to modify the
large-scale environment, a closely related feedback loop among these processes is evident. Fu-
ture work will consider impacts of microphysical perturbations on the MCS thermal forcing shape
and magnitude, and therefore on the types of waves generated and their subsequent environmental

modifications.
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TABLE 1. Sensitivity test simulation names.
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Simulation name Surface g, MUCAPE  0-5 km shear | Initialization | PBL
name (g kg’l) (€] kg’l) (ms™h) method
12.2H5 12.2 1519 5 dam break daytime
14.3H5 14.3 2497 5 dam break daytime
16.2H5 16.2 3538 5 dam break daytime
12.2H15 12.2 1519 15 dam break daytime
14.3H15, CONTROL | 14.3 2497 15 dam break daytime
14.3H15, BUBBLE 14.3 2497 15 warm bubble | daytime
14.3H15, COOL 14.3 2497 15 dam break nocturnal
16.2H15 16.2 3538 15 dam break daytime
12.2H25 12.2 1519 25 dam break daytime
14.3H25 14.3 2497 25 dam break daytime
16.2H25 16.2 3538 25 dam break daytime
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Fig. 6.

Fig. 7.
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1 —1

(a) Vertical velocity (3 cm s71, negative dashed) of a 2.0 J kg™ s™' convective (n = 1)
heating pulse underneath a rigid lid at 10 km 4 h after start of heating. The heating was

turned off after 2 h. Adapted from Figs.10 and 5 of Nicholls (1991).

(a-g) Vertical cross-sections of vertical velocity (color; m s~ 1), latent cooling (green, 0.5
K (2 min)~!), latent warming (white, 2 K (2 min)~ '), and total condensate (black, 0.1 g
kgfl). (h-1) Vertical cross-section of latent warming (yellow shades, 2 K (2 min)~ '), latent
cooling (blue shades, 0.5 K (2 min)~ "), total condensate (thick black, 0.1 g kg”), and u
wind (thin black, 6, 8, 10 m s~!) from the control simulation (14.3H15). Vertical arrows
highlight low frequency waves within the vertical motion field. Horizontal arrows indicate
in: (b) increase in mid-level latent heating, (c) increase in low-level latent cooling, (e-f)
rearward expansion of the stratiform region, and (h-i) increase in mid-level rear inflow and
latent cooling. Simulation time is shown in the lower right corner in each subfigure.

Hovmoboller diagrams displaying vertical motion (m s~ 1) at (a) 6 km and (b) 2.5 km from the
control simulation (14.3H15). X cross-section is averaged 5 km either side of Y=125 km.
Three solid lines in (a) delineate three n = 1 waves associated with descending motion, and
the three dashed lines n = 1 waves associated with ascending motion. The dotted lines in
both (a) and (b) show three higher order n = 2 or n = 3 waves.

As in Fig. 3, but for (a,b) a warm bubble initialization and (c,d) a simulation with the lowest
1 km cooled as described in the text. Note the solid, dashed, and dotted lines indicating
waves are copied from Fig. 3.

Time-height diagram showing mean (a) warming and (b) cooling microphysical tempera-
ture tendencies (K (2 min)~!) over the same X cross-section as Fig. 3 for the control run
(14.3H15). Solid, dotted, and dashed vertical lines correspond to start times of the corre-
sponding waves labeled in Fig. 3. The white solid line plot in (a) is the maximum updraft
speed within the cross-section at 6 km (m s~!). The black solid line plot in (a) is the coeffi-
cient from a Fourier decomposition of the mean heating profile for an n = 1 profile; line only
shown if the coefficient is determined to be significant per a two-tailed t-test, and the entire
decomposition is significant per the F-statistic. The right axis labels in each plot correspond
to the values of the coefficients; in (a) they also correspond to updraft speed. Dotted and
dashed lines in (b) are the same but for n = 2 and n = 3 profiles.

As in Fig. 3, but for surface-based (a) CAPE, (b) LFC, and (c) 0-5 km shear. Upward motion
portion of n = 1 waves omitted for clarity. Ce e e

(a) Updraft speed, (b) CAPE and LFC; and (c) the ratio between cold pool intensity and 0-5
km environmental shear. Generation times of four waves are noted in blue (n = 1 waves
solid, n = 2 waves dashed) in (b). In (¢) three calculation methods are used as described in
the text.

(a, b) Vertical cross-sections of vertical velocity (m s~1) at (a) 0:24 and (b) 0:34 simulation
time. Thick black dashed line is the LFC. Thick solid black lines are the -2 and -4K potential
temperature perturbations associated with the cold pool. Thin black solid lines correspond
to cloud water mixing ratios of 0.1, 0.5, and 1.5 g kg~!. Thin green solid lines in (a) are rain
water mixing ratio of 0.1, 0.5, and 1.5 g kg~!. (c) Vertical cross-section of buoyancy (m
s~2) from 0:34 simulation time. Thick solid line is vertical velocity of 2 m s~!. Thin solid
lines are cloud water mixing ratio as in subfigures (a) and (b). .
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Fig.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

Parcel trajectories from simulation start through (a) 0:32 and (b) 0:42 simulation time for
parcels that were in the convective updraft at those respective times . A parcel was deter-
mined to be in the convective updraft if it had an upward motion of at least 5 m s~! between
2 and 8 km aloft. Parcel trajectories are color coded by parcel updraft speed (m s~!). The -2
and 2 m s~! vertical motion contours at each time are in black.

Asin Fig. 5, but for simulations 14.3H5 (a,d), 14.3H15 (b,e), and 14.3H25 (c,f).

Vertical cross-sections of vertical velocity, latent heating and cooling, and total condensate
as in Fig. 2, but for test 14.3HS. Note the cross-sections in the (b) and (d) are shifted farther
ahead of the convective line than in (a) and (c), to capture the wave activity.

Vertical cross-sections of (a,b,c,e) vertical motion, latent heating and cooling, and total con-
densate and (d) latent heating and cooling and storm-relative negative u wind as in Fig. 2,
but for test14.3H25.

(Top row) 6-km vertical motion and (bottom row) 2.5-km vertical motion Hovmoller dia-
grams as in Fig. 3 for three shear sensitivity tests as labeled. In the top row, only the n =1
wave fronts associated with downward vertical motion are labeled.

(Top row) Surface-based CAPE (J kg_l), as in Fig. 6a, for three shear sensitivity tests as
labeled. (Middle row) LFC (m) as in Fig. 6b. (Bottom row) 0-5 km shear (m s™1) as in
Fig. 6¢c. Solid, dotted, and dashed lines show the n = 1, n = 2, and n = 3 waves.

As in Fig. 10, but for three instability sensitivity tests as labeled.

(Top row) 6-km vertical motion and (bottom row) 2.5-km vertical motion Hovmoller dia-
grams as in Fig. 3 for three instability sensitivity tests as labeled.

As in Fig. 2, but for test 12.2H15.
As in Fig. 2, but for test 16.2H15.

As in Fig. 14, but for three instability sensitivity tests as labeled. Note the maximum and
minimum contoured CAPE and LFC values are different for each column, but the total
CAPE and LFC ranges covered by each contour set is the same.

Cross-correlation coefficients for all between surface-based CAPE (J kg_l) 5 km ahead of
the cold pool and maximum updraft speed (m s~!) for a range of positive and negative time
lags. In a negative time lag an increase in CAPE precedes an increase in maximum updraft
speed; in a positive time lag an increase in maximum updraft speed precedes an increase in
CAPE. The thick solid horizontal lines delineate coefficients of at least 95% significance, as
determined by a two-tailed t-test with over 30 degrees of freedom. (a) Coefficients between
0-70 minutes of the simulation, (b) between 70 and 140 min of the simulation.

Hovmoller diagrams showing 6-km vertical motion (color fill; m sfl), 2.5-km cloud water

mixing ratio (thin black line; 1 g kg~'), and n = 2,3 wave modes (black dotted, dashed
lines) for all sensitivity tests as labeled. . .
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819 FIG. 1. (a) Vertical velocity (3 cm s~!, negative dashed) of a 2.0 J kg~ s~! convective (n = 1) heating pulse
s20 underneath a rigid lid at 10 km 4 h after start of heating. The heating was turned off after 2 h. Adapted from
s2r Figs.10 and 5 of Nicholls (1991).
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822 FIG. 2. (a-g) Vertical cross-sections of vertical velocity (color; m s~ 1), latent cooling (green, 0.5 K (2 min)~ 1),
s latent warming (white, 2 K (2 min)~!), and total condensate (black, 0.1 g kg~!). (h-i) Vertical cross-section of
w24 latent warming (yellow shades, 2 K (2 min)~!), latent cooling (blue shades, 0.5 K (2 min)~ 1), total condensate
s2s  (thick black, 0.1 g kg_l), and u wind (thin black, 6, 8, 10 m s_l) from the control simulation (14.3H15). Vertical
s arrows highlight low frequency waves within the vertical motion field. Horizontal arrows indicate in: (b) increase
sz in mid-level latent heating, (c) increase in low-level latent cooling, (e-f) rearward expansion of the stratiform
s region, and (h-i) increase in mid-level rear inflow and latent cooling. Simulation time is shown in the lower right

s0 corner in each subfigure.
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830 FIG. 3. Hovmoller diagrams displaying vertical motion (m s~!) at (a) 6 km and (b) 2.5 km from the control
ssr  simulation (14.3H15). X cross-section is averaged 5 km either side of Y=125 km. Three solid lines in (a)
sz delineate three n = 1 waves associated with descending motion, and the three dashed lines n = 1 waves associated

s with ascending motion. The dotted lines in both (a) and (b) show three higher order n = 2 or n = 3 waves.
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834 FIG. 4. As in Fig. 3, but for (a,b) a warm bubble initialization and (c,d) a simulation with the lowest 1 km

s cooled as described in the text. Note the solid, dashed, and dotted lines indicating waves are copied from Fig. 3.
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FIG. 5. Time-height diagram showing mean (a) warming and (b) cooling microphysical temperature tenden-
cies (K (2 min)~!) over the same X cross-section as Fig. 3 for the control run (14.3H15). Solid, dotted, and
dashed vertical lines correspond to start times of the corresponding waves labeled in Fig. 3. The white solid line
plot in (a) is the maximum updraft speed within the cross-section at 6 km (m s~!). The black solid line plot in
(a) is the coefficient from a Fourier decomposition of the mean heating profile for an n = 1 profile; line only
shown if the coefficient is determined to be significant per a two-tailed t-test, and the entire decomposition is
significant per the F-statistic. The right axis labels in each plot correspond to the values of the coefficients; in
(a) they also correspond to updraft speed. Dotted and dashed lines in (b) are the same but for n =2 and n =3

profiles.
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845 FIG. 6. As in Fig. 3, but for surface-based (a) CAPE, (b) LFC, and (c¢) 0-5 km shear. Upward motion portion

ss  Oof n =1 waves omitted for clarity.
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847 FIG. 7. (a) Updraft speed, (b) CAPE and LFC; and (c) the ratio between cold pool intensity and 0-5 km
ss environmental shear. Generation times of four waves are noted in blue (n = 1 waves solid, n = 2 waves dashed)

so 10 (b). In (c) three calculation methods are used as described in the text.
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FIG. 8. (a, b) Vertical cross-sections of vertical velocity (m s~ 1) at (a) 0:24 and (b) 0:34 simulation time.
Thick black dashed line is the LFC. Thick solid black lines are the -2 and -4K potential temperature perturbations
associated with the cold pool. Thin black solid lines correspond to cloud water mixing ratios of 0.1, 0.5, and
1.5 g kg~!. Thin green solid lines in (a) are rain water mixing ratio of 0.1, 0.5, and 1.5 g kg~'. (c) Vertical

1

cross-section of buoyancy (m s~2) from 0:34 simulation time. Thick solid line is vertical velocity of 2 m s~!.

Thin solid lines are cloud water mixing ratio as in subfigures (a) and (b).
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856 FIG. 9. Parcel trajectories from simulation start through (a) 0:32 and (b) 0:42 simulation time for parcels that
ss7  were in the convective updraft at those respective times . A parcel was determined to be in the convective updraft
sss  if it had an upward motion of at least 5 m s~! between 2 and 8 km aloft. Parcel trajectories are color coded by

sso  parcel updraft speed (m s~!). The -2 and 2 m s~! vertical motion contours at each time are in black.
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F1G. 10. As in Fig. 5, but for simulations 14.3HS5 (a,d), 14.3H15 (b,e), and 14.3H25 (c,f).

49

35

15.00

12.50

10.00

r7.50

r5.00

020z isnbny |¢ uo 3senb Aq ypd-05Z061 PSEI/SS60661/L 0520-6L-0-SVI/SLL L 0L /10p/pd-ajone/sel/Bi0-o0sjewe s|eunolj/:dny woy pspeojumoq



(b)
B
=
-
_'5 10.00
]
T 2.00
1.00
0.50
0:50 0.10
] -0.01
(d) -0.25
-0.75
—_ -1.50
E 'll —5.00
= 1st —20.00
.g' n=
]
’ ]
2:08

110 120 130 140 110 120 130 140 150 160 170

X (km) X (km)

80 90 100

860 FI1G. 11. Vertical cross-sections of vertical velocity, latent heating and cooling, and total condensate as in
ssr  Fig. 2, but for test 14.3HS. Note the cross-sections in the (b) and (d) are shifted farther ahead of the convective

s2 line than in (a) and (c), to capture the wave activity.
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863 FIG. 12. Vertical cross-sections of (a,b,c,e) vertical motion, latent heating and cooling, and total condensate

s« and (d) latent heating and cooling and storm-relative negative u wind as in Fig. 2, but for test14.3H25.
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6, 2.5 km Vertical Motion (m s™1)
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F1G. 13. (Top row) 6-km vertical motion and (bottom row) 2.5-km vertical motion Hovmoéller diagrams as
in Fig. 3 for three shear sensitivity tests as labeled. In the top row, only the n = 1 wave fronts associated with

downward vertical motion are labeled.
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868 FIG. 14. (Top row) Surface-based CAPE (J kg~1), as in Fig. 6a, for three shear sensitivity tests as labeled.
%o (Middle row) LFC (m) as in Fig. 6b. (Bottom row) 0-5 km shear (m s~!) as in Fig. 6¢. Solid, dotted, and dashed

so lines show the n =1, n = 2, and n = 3 waves.
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FI1G. 15. As in Fig. 10, but for three instability sensitivity tests as labeled.
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871 F1G. 16. (Top row) 6-km vertical motion and (bottom row) 2.5-km vertical motion Hovméller diagrams as in

ez Fig. 3 for three instability sensitivity tests as labeled.
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FI1G. 17. As in Fig. 2, but for test 12.2H15.
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F1G. 18. As in Fig. 2, but for test 16.2H15.
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873 FI1G. 19. As in Fig. 14, but for three instability sensitivity tests as labeled. Note the maximum and minimum
sz« contoured CAPE and LFC values are different for each column, but the total CAPE and LFC ranges covered by

srs  each contour set is the same.
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876 FIG. 20. Cross-correlation coefficients for all between surface-based CAPE (J kg~!) 5 km ahead of the cold
ez pool and maximum updraft speed (m s~!) for a range of positive and negative time lags. In a negative time
s7s  lag an increase in CAPE precedes an increase in maximum updraft speed; in a positive time lag an increase in
s7o  maximum updraft speed precedes an increase in CAPE. The thick solid horizontal lines delineate coefficients of
o at least 95% significance, as determined by a two-tailed t-test with over 30 degrees of freedom. (a) Coefficients

st between 0-70 minutes of the simulation, (b) between 70 and 140 min of the simulation.
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882 FIG. 21. Hovméller diagrams showing 6-km vertical motion (color fill; m s~!), 2.5-km cloud water mixing
sss  ratio (thin black line; 1 g kg’l), and n = 2,3 wave modes (black dotted, dashed lines) for all sensitivity tests as

sss labeled.
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