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ABSTRACT

The sensitivity of low-frequency gravity waves generated during the devel-

opment and mature stages of an MCS to variations in the characteristics of

the rimed ice parameterization were tested through idealized numerical sim-

ulations over a range of environment shears and instabilities. Latent cooling

in the simulations with less dense, graupel-like rimed ice was more concen-

trated aloft near the melting level, while cooling in simulations with denser,

hail-like rimed ice extended from the melting level to the surface. However,

the cooling profiles still had significant internal variability across different

environments and over each simulation’s duration. Initial wave production

during the MCS developing stage was fairly similar in the hail and graupel

simulations. During the mature stages, graupel simulations showed stronger

perturbations in CAPE, due to the cooling and associated wave vertical motion

being farther aloft; hail simulations showed stronger perturbations in LFC due

to cooling and wave vertical motion being concentrated at lower levels. The

differences in the cooling profiles were not uniform enough to produce consis-

tently different higher order wave modes. However, the initiation of discrete

cells ahead of the convective line was found to be highly sensitive to the na-

ture of the prior destabilizing wave. Individual events of discrete propagation

were suppressed in some of the graupel simulations due to the higher loca-

tion of both peak cooling and vertical wave motion. Such results underscore

the need to fully characterize MCS microphysical heating profiles and their

low-frequency gravity waves to understand their structure and development.
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1. Introduction30

Low-frequency gravity waves generated by variations in the diabatic heating profile produced by31

ongoing convection impact both the surrounding environment and the convection acting to gen-32

erate them (e.g., Bretherton and Smolarkiewicz 1989; Nicholls et al. 1991; Pandya et al. 1993;33

Mapes 1993; Shige and Satomura 2001; Lane and Reeder 2001). Because of their low frequency,34

these waves can propagate horizontally for some distance without their energy escaping vertically35

(Pandya et al. 2000), thereby affecting the stability and shear of the surrounding environment.36

Recent work by the author found low-frequency waves generated by idealized Mesoscale Convec-37

tive Systems (MCSs) produced perturbations in Convective Available Potential Energy (CAPE)38

of as much as 60%, and of 0-5 km shear of 50% or greater of the original value (Adams-Selin39

2020, AS20 hereafter). That work also found extended periods of intensification of the convective40

updraft during the mature stage of the MCS to be directly connected to episodes of discrete prop-41

agation (Fovell 2002; Fovell et al. 2006) where the low-frequency waves “prepared” the area in42

advance of the system with gradual ascent over a large area, and subsequent high-frequency waves43

directly initiated new convective cells in advance of the already existing convective line. Work44

by Pandya and Durran (1996) and Pandya et al. (2000) has also found these low-frequency waves45

can generate the in- and extra-storm circulation found within mature MCSs including front-to-46

rear flow overlying rear-to-front inflow. However, those studies chose to use a steady-state thermal47

forcing profile from a mature MCS as a way to underscore the importance of low-frequency waves.48

To this date, no studies have examined how low-frequency waves generated from latent heating49

profiles evolving during a developing MCS impact its extra- and in-storm circulation.50

Low frequency waves are typically identified by the vertical mode of the diabatic heating gener-51

ating them. For example, an n= 1 wave is generated by an increase in heating over the depth of the52
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troposphere with a peak in the mid-levels, similar to diabatic heating within a convective line as53

condensation and updraft speed peaks in the mid-levels (Nicholls et al. 1991; Gallus and Johnson54

1991). An n = 2 profile associated with convection consists of heating aloft with cooling in the55

lower half of the troposphere, similar to the heating profile of a stratiform region (Gallus and John-56

son 1991). As the MCS diabatic heating profile is the generating source of these waves, it would57

follow that uncertainties in the diabatic heating profile could modify the structure and timing of the58

gravity waves and thereby impact the surrounding environment. Yet MCS diabatic heating profiles59

are difficult to model successfully, particularly given the notorious sensitivity of MCS structure to60

microphysical parameterization choices (e.g., Nicholls 1987; Fovell and Ogura 1988; Szeto and61

Cho 1994; Yang and Jr. 1995; Bryan and Morrison 2012; Van Weverberg et al. 2012; Adams-Selin62

et al. 2013b; Morrison et al. 2015b; Jensen et al. 2018; Pu et al. 2018). The high sensitivity of con-63

vective development to the parameterization of rimed ice is a specific concern, including choices64

made about the density, mean size, and fall speed of the rimed ice. Frequently in the literature65

this sensitivity is studied through modifying the rimed ice category in the microphysical param-66

eterization to be more similar to graupel, with a smaller density and mean size and slower fall67

speed, or more like hail, with a larger density, larger mean size, and faster fall speed. Previous68

studies examining this effect initially appear conflicted. For example, van den Heever and Cotton69

(2004), Cohen and McCaul (2006), Adams-Selin et al. (2013b), and Adams-Selin et al. (2013a)70

all found convective simulations with graupel-like rimed ice to have stronger cold pools due to71

larger surface area to volume ratio and slower fall speed resulting in more of the graupel melting72

before reaching the surface. Conversely, Van Weverberg et al. (2011), Van Weverberg et al. (2012),73

Morrison and Milbrandt (2011), and Morrison et al. (2015a,b) found convective simulations with74

graupel-like rimed ice to have weaker cold pools, as the slower particle fall speed ensured a higher75

concentration of rimed ice particles remained aloft above the melting layer. However, further76
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work has reconciled these differences by determining the relative impacts of rimed ice sensitivity77

differ - and can even change sign - across environments with varying stabilities and depending78

on the length of the simulation. Van Weverberg (2013) noted that as simulations progressed in79

time the differences between squall line simulations with hail or graupel lessened as the slower-80

falling graupel eventually fell below the melting level. Van Weverberg (2013) and (Morrison et al.81

2015b) both found hail-graupel sensitivities were much smaller in low-CAPE simulations than82

high-CAPE simulations. The relative humidity of the environmental profile also played a role,83

determining if the graupel hydrometeors aloft were able to sublimate and evaporate, leading to84

further cooling (Van Weverberg 2013).85

The parameterization of rimed ice naturally is a key factor in the MCS hydrometeor distribution86

and latent heating and cooling profiles. The horizontal width of the convective and stratiform87

regions, both in sum and in relation to the other, are directly impacted. Given the variations88

in fall speeds, the parameterization controls how quickly rimed ice descends to the surface as89

well as the vertical distribution of melting and the speed at which it develops. With graupel-90

like rimed ice, its slower fall speed ensured it was advected rearward before reaching the melting91

level, spreading the cooling by melting over a larger horizontal area (Jensen et al. 2018) but more92

vertically concentrated near the melting level (Adams-Selin et al. 2013b; Morrison et al. 2015a).93

Thus, variations in how rimed ice is parameterized highly impact the hydrometeor structure and94

diabatic heating profiles of MCSs, and the diabatic heating profile acts to generate low-frequency95

gravity waves that modify the environment - including the rear-to-front flow - around the MCS and96

feed back to the intensity and structure of the MCS itself. Previous studies on MCS microphysical97

sensitivities have been focused on in-storm impacts alone; this study will expand analysis to the98

low-frequency gravity waves generated by the diabatic heating profile and their surrounding envi-99

ronmental impacts. Previous low-frequency waves studies (e.g., Pandya and Durran 1996; Pandya100
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et al. 2000) have focused on the waves generated from steady-state, mature storm latent heating101

profiles and how tilts in the profiles impact the generated waves and subsequent intra- and extra-102

storm circulation. This work broadens that research by examining gravity wave generation from103

time-varying latent heating profiles of a developing MCS, as well as how differing diabatic heating104

profiles affect the environmental fields surrounding the storm. It also furthers the results of AS20105

by examining the sensitivity of low-frequency gravity wave impacts on surrounding environmen-106

tal shear and stability to rimed ice characteristics, and how those sensitivies feed back to MCS107

intensity and structure. As previous studies have observed rimed ice parameterization sensitivities108

are highly dependent upon the initial environment, this study will also examine simulations with109

different initial stabilities and shears.110

Section 2 presents the experiment and model design for this study. The sensitivities of the MCSs111

to rimed ice modifications are detailed in Section 3, and the differences in generated low-frequency112

waves and their subsequent impacts on MCS maintenance and intensity are shown in Section 4.113

Discussion and conclusions follow in Section 5.114

2. Methodology115

Idealized Cloud Model 1 version 18 (CM1; Bryan and Fritsch (2002)) simulations were used116

in this study to complement those conducted as part of AS20. Similar to that study, a modified117

version of the Weisman and Klemp (1982) sounding was used with the Brunt-Väisälä frequency118

profile smoothed to eliminate trapping levels. A 350 km (x direction) by 300 km (y direction)119

by 18 km (z direction) domain was used with horizontal grid-spacing of 250 m and vertical grid-120

spacing of 100 m. Convection was initialized via the “cold pool-dam break” method (Weisman121

et al. 1997), consisting of a rectangular box of negative 6K potential temperature perturbation122

established during initiation. The Morrison microphysical parameterization (Morrison et al. 2009)123
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was used with the reflectivity calculation specific to that scheme. The rimed ice category was124

varied by running simulations with either hail or graupel. This method was chosen to align with125

many previous studies (e.g., Morrison et al. 2015b,a; Van Weverberg 2013; Pu et al. 2018). All126

vertical cross-section results presented will be from the Y=125 km cross-section, with a 10-km127

average of values about that line.128

In order to examine impacts of CAPE and shear perturbations, the initial sounding was modified.129

Initially, three different mixing ratios (12.2, 14.3, and 16.2 g kg−1) over the surface to the LCL130

were used to produce initial Maximum Unstable Convective Available Potential Energy (MU-131

CAPE) values of approximately 1500, 2500, and 3500 J kg−1. The hail and graupel simulations132

in the environment of 1500 J kg−1 CAPE showed very few, if any, differences in the resulting133

hydrometeor distribution and the waves produced. This result agrees with previous studies that134

found MCS sensitivity to hail-graupel modifications was small in environments with low insta-135

bility (Morrison et al. 2015b; Van Weverberg 2013). However, while the simulations with initial136

surface mixing ratios of 14.3 and 16.2 g kg−1 (2500 and 3500 J kg−1 MUCAPE) did show differ-137

ences, the general trends of MCS structure, latent cooling profile, and wave generation were not138

significantly different particularly compared to the differences caused by the shear or hail/graupel139

modifications. In the interest of space, only simulations with one initial instability (16.2 g kg−1
140

surface mixing ratio or 3500 J kg−1 MUCAPE) will be presented here, although comments about141

where the results of the instability tests differed from those shown will be provided in the text.142

The environmental shear over the 0-5 km layer consisted of 5, 15, or 25 m s−1 “westerly” surface143

winds relaxing to 0 m s−1 at 5 km. A list of all the simulations is provided in Table 1.144
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3. Gross MCS sensitivity to hail-graupel modifications145

The general structure of the MCSs in each of the initial environments is detailed in AS20. Gen-146

erally, systems in environments with weak shear - with the rimed ice category hail or graupel - had147

weaker updrafts, a trailing stratiform region, and propagated slowly forward at speeds of 5-10 m148

s−1. The systems in middling shear exhibited stronger updrafts, produced a large trailing strati-149

form region, and remained largely stationary. The systems in strong shear produced large leading150

stratiform regions, and propagated rearward in the domain at a speed of approximately 11 m s−1.151

Systems in environments with larger initial instability produced stronger updrafts, as expected.152

a. Hydrometeor distribution153

The most noticeable microphysical differences between the hail and graupel simulations are hy-154

drometeor distribution between the convective and stratiform regions, and the resulting reflectivity155

profiles. The variations in the total reflectivity profiles over the length of all the 2.5-h simulations156

are highlighted in Figure 1. Immediately evident are the differences in peak reflectivities at and157

below the melting level (just below 4 km). Hail simulations have a wider distribution of reflectiv-158

ities in the lower levels with peak frequencies occurring from reflectivities of 25 to 55 dBZ with a159

relative minimum around 45 dBZ (Figs. 1a,c,e). Such a pattern corresponds to a thin but intense160

(>50 dBZ) convective line, followed by a stratiform region with low reflectivities. Conversely, the161

graupel simulations have a narrower frequency distribution with most of the low-level reflectivi-162

ties around 45 dBZ, corresponding to a broad convective line of lesser intensity (Figs.1b,d). In the163

high-shear simulations (Figs. 1e,f), the low-level hail and graupel differences are still evident, but164

both simulations have a larger fraction of the low-level reflectivities occurring around 35 dBZ (i.e.,165

the stratiform region). The frequencies shown in Fig. 1 are normalized by total reflectivity occur-166
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rence at each height, so the large leading stratiform region produced in the high-shear simulations167

reduced the normalized frequency of reflectivities in either convective line.168

The mean vertical profiles of the different hydrometeor mixing ratios over the horizontal domain169

and time duration of each simulation, shown in Fig. 2, further corroborate this assessment. Below170

the melting level the hail simulations show higher mean rain water mixing ratios over the 0-1 km171

layer, as well as larger mean hail/graupel mixing ratios over the 1-3 km layer, corresponding to172

the more intense reflectivities seen in the hail simulations in those layers. The smaller graupel hy-173

drometeors melt more quickly as they descend below the melting level, transitioning more quickly174

to smaller rain drops. The smaller rain drops also evaporate more quickly, contributing to the lower175

0-1 km rain mixing ratios in the graupel simulations.176

Above the melting level, the hail-graupel differences can again be largely explained by the grau-177

pel simulations having a very broad convective line of relatively lower reflectivities, with minimal178

distinction between the convective line and the stratiform region. The hail simulations, particu-179

larly in the environments with middling or high shear, have wide regions of snowflakes advected180

away from the convective line in upper levels, corresponding to the lower reflectivities aloft seen181

in Figs. 1a,c,e. The mixing ratio profiles similarly show larger mean mixing ratios of snowflakes182

aloft in the hail than in the graupel simulations (c.f., Figs. 2a,b). The larger hailstones remain near183

the convective line, resulting in smaller overall mean hail mixing ratios. Conversely, the smaller184

graupel and snow hydrometeors are advected over a larger area, resulting in larger overall mean185

mixing ratios. The high shear simulations show the largest differences in reflectivity (Figs. 1e,f)186

and mean graupel/hail mixing ratio (Figs. 2e,f) above the melting level. The amount of snow aloft187

shown in the vertical profiles in the high shear hail and graupel simulations is about equivalent;188

almost the entire contrast lies in the distribution of the graupel (Figs. 2e,f). The simulations with189

weaker shear (Figs. 1a-d) show less of a contrast. These results are robust across multiple insta-190
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bilities with simulations in larger instability producing more condensate include rimed ice aloft,191

similar to the studies of Van Weverberg (2013) and Morrison et al. (2015b).192

In addition to the mean vertical profiles in Fig. 2, it is also instructive to examine the evolution193

over time of the 90th percentile of the graupel/hail mixing ratio (Fig. 3). These figures show that194

graupel simulations not only produce more rimed ice aloft than the hail simulations, the 90th per-195

centile mixing ratio magnitudes are also larger. Again, this result is due to the smaller graupel196

particles being lofted higher and falling more slowly, despite potentially being advected farther197

from the convective updraft. However, the hail simulations do produce hail amounts that occa-198

sionally are of the same magnitude as those of the graupel simulations, particularly during the199

first 30 min of the simulation during the initial development of the convective core. The initial200

availability of roughly equivalent amounts of rimed ice in both the hail and graupel simulations201

becomes an important fact in the evolution of the simulations’ latent cooling profiles, discussed in202

the next section. Simulations in environments with more shear loft more rimed ice during initial203

development of the convective updraft, be the ice hail or graupel, likely due to the stronger updraft204

that is initially produced (see Fig. 9 of AS20). After the initial updraft development, however, the205

high shear systems show smaller 90th percentile magnitudes of rimed ice aloft compared to the206

middling shear simulations. From Fig. 2 it can be seen that the total amount of rimed ice above207

the melting level is about equivalent between middling and high shear simulations, but the values208

in Fig. 3 for high shear are smaller because the rimed ice is distributed over a larger region due to209

the stronger environmental flow.210

b. Latent heat distribution211

Given the different hydrometeor distributions, variations in the simulations’ latent cooling pro-212

files (Fig. 4) naturally follow. Figure 4 displays latent cooling by process (left two columns) and213
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in sum (right two columns). Many of the differences agree nicely with previous research (e.g.,214

Adams-Selin et al. 2013b; Morrison et al. 2015b). Onset of cooling, both by evaporation as rain215

falls below cloud base, and by sublimation and melting as rimed ice falls through and below the216

melting level, occurs slightly more quickly in the hail simulations due to the faster fall speed of its217

rimed ice. After the graupel begins falling below the melting level, cooling rate variations among218

hail and graupel simulations become dependent on the environment. At that point (40-60 min into219

the simulations, depending on environment and rimed ice species) in the middling shear simula-220

tions the total microphysical cooling in the hail simulation (16.2H15) is larger than the graupel221

simulation (16.2G15). However, in the weak and strong shear, the total microphysical cooling222

in the graupel simulations (16.2G5, 16.2G25) is larger than in the hail (16.2H5, 16.2H25). The223

differences are almost entirely due to sub-melting layer rainfall evaporation. In the high and low224

shear simulations, evaporation rates are larger in the graupel than in the hail simulations; in the225

middling shear evaporation rates are larger in the hail simulation. This result can also be seen226

when comparing the mean rain mixing ratio profiles in Figs. 3c and d. These results are robust227

across both tested instabilities, although all simulations in larger instability have stronger cooling228

rates due to more condensate being lofted, similar to AS20.229

The latent cooling profiles also follow similar patterns if analyzed by process. In all shears, the230

graupel in the graupel simulations melts more quickly once falling below the melting level, con-231

centrating cooling from melting vertically near the melting level. Mean melting rates in the graupel232

simulations, due to their vertical concentration, are larger than the rates seen in the corresponding233

hail simulations despite the hail and melting in the hail simulations being more concentrated hor-234

izontally. Cooling rates due to sublimation are also larger in magnitude in the graupel than hail235

simulations across all environments, extend approximately 2 km farther into the upper levels, and236

do not extend below the melting level. Cooling by sublimation in the hail simulations extends up237
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to 2 km below the melting level, with simulations in larger instability or stronger shear extending238

farther.239

In sum, cooling in the hail simulations starts anywhere from 10-30 min before cooling in the240

graupel simulations, allowing for faster cold pool and subsequent updraft development. However,241

once rimed ice begins falling below the melting level in both simulations, cooling rates for all242

processes are larger in the graupel simulation than in the hail simulations, with the exception of243

evaporative and total cooling in simulations with 15 m s−1 shear (c.f. Figs. 4c,d). The verti-244

cal location of the total cooling maxima is also farther aloft in the graupel simulations than hail245

simulations, between approximately 3-6 km as opposed to 2-4 km, regardless of environment.246

The vertical distribution of the contributions by process generally agree with the mean latent247

cooling rate behavior of MCSs analyzed by Marinescu et al. (2016). That study used a complex248

bin-emulating microphysical parameterization allowing both graupel and hail to co-exist along249

with three other ice and three liquid hydrometeor classes. Their simulations compared favor-250

ably to radar-gauge precipitation estimates, radar-based analysis of updraft speed, and subjective251

evaluation of storm evolution; that simulations of this study show similar microphysical trends252

is reassuring. Both the simulations of this study and those of Marinescu et al. (2016) found the253

contributions to cooling from melting increasing with time in both the convective and stratiform254

regions. Marinescu et al. (2016) did find that the convective line cooling rate contributions from255

evaporation and sublimation slowly decreased with time starting about 2 hours after maturity, and256

stratiform region contributions lessened about 3 hours after maturity (e.g., see their Fig. 10). In257

this study the evaporation and sublimation rates continue to increase throughout the simulations,258

but their duration only continues to about 1.5 hours after maturity.259
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4. Gravity wave generation and impacts260

Given the highly variable nature of the latent heating profiles within these simulations, wave261

activity covering a range of different frequencies and wave modes was produced. Furthermore,262

given the long-lasting nature of low frequency waves, as multiple waves are generated their signa-263

tures when propagating in advance of the convective system would overlap and interact. In order264

to identify low frequency waves and their mode objectively, the following criteria were required265

as in AS20. The wave mode, n, was determined by the wave speed and a subsequently described266

Fourier decomposition method of the generating latent heating profile. Wave speed and n are re-267

lated through the relationship c = NH/nπ , where c is the wave speed and H the vertical depth of268

the troposphere (Nicholls et al. 1991). The wave signature in the vertical motion field must also269

agree with the determined wave mode and be long-lasting, although it is possible the signature270

might disappear temporarily while interacting with another wave.271

a. Waves and generating processes272

Waves associated with an n = 1 heating profile extending the depth of the atmosphere as convec-273

tion initially develops appear first in all simulations. Vertical motion at 6 km, where wave theory274

predicts vertical motion associated with these waves should be largest, is displayed in a Hovmöller275

diagram in Figs. 5a-f. Also identified in Fig. 5 are paths of the waves as the propagate through the276

environment. The identified paths were determined using cross-sections of vertical motion over277

time along with Fig. 5. In AS20, an n = 1 wave was generated by each development of a new278

convective updraft and surge in latent heating in the mid-levels (e.g., their Fig. 5). To confirm the279

n = 1 wave generation seen here correspond with similar latent heating surges, the mean vertical280

heating profile was smoothed with a 1-2-1 filter and then decomposed into 10 Fourier components281

similar to Stephan et al. (2016) and as in AS20. The A1 Fourier coefficient is associated with an282
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n = 1 mode. The values of the coefficient are plotted in Fig. 6 if both the coefficient is determined283

to be 99% significant per a two-tailed t-test, and the entire decomposition is determined to be 99%284

significant per the F-statistic. The early peaks in the A1 coefficient clearly correspond to gener-285

ation times of the early n = 1 waves. While it is likely more n = 1 waves are generated later in286

each simulation, any potential signals in the vertical motion field (Fig. 5) are obscured by higher287

wave modes. Few differences appear among number, strength, or timing of n = 1 waves generated288

in the hail and graupel simulations. This early in each simulation, the differences engendered by289

the different rimed ice classes do not yet make themselves apparent. As noted in AS20, the n = 1290

waves are generated more quickly in the simulations with higher instability and/or shear.291

Hovmöller diagrams of vertical motion at 2.5 km are useful for identifying higher order waves292

modes such as n = 2 and n = 3 (Figs. 5g-l). The A2 and A3 Fourier coefficients are also plotted293

in Fig. 4g-l. The first n = 2 waves appear only a few minutes earlier in the hail than the graupel294

simulations. From Fig. 4, it can be seen that the first n = 2 waves appear shortly after evaporative295

cooling rates first start to increase as rain water first descends below the cloud base. At this point296

the differences in the hail and graupel simulations are still minimal.297

The second n = 2 wave appears in these simulations as the stratiform region begins to expand,298

as in AS20. Fig. 7 displays vertical cross-sections of latent heating and cooling along with total299

condensate from before (a,d,g,j,m,p) and after (b,e,h,k,n,q) initial development and expansion of300

the stratiform precipitation region in each simulation. In light shear, melting and sublimation301

in the graupel simulations are more concentrated vertically near the melting level, while in the302

hail simulation these processes extend over a deeper layer to lower vertical levels (Fig. 4; c.f.,303

Figs. 7b,e). Hence, the 2nd n = 2 wave generated in 16.2H5 similarly extended over deeper layers304

than the same wave in the graupel simulations. For example, note the n = 2 wave vertical motions305
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in 16.2H5 (see the arrow in Fig. 7c) extended from 6 km to the surface. Conversely, in 16.2G5306

vertical motions only extended to 4 km.307

In the middling and strong shear simulations, latent cooling during the 2nd n = 2 wave gen-308

eration time in the graupel simulations does not even have a significant n = 2 signal per the A2309

coefficient (Fig. 4j,l) with cooling mainly concentrated above 6 km due to sublimation (Fig. 4d,f).310

A weak n = 2 wave does appear in these graupel simulations (see arrows in Fig. 7l, r), but as-311

sociated vertical motions are not as strong and do not extend over as deep a layer as those wave312

generated in the hail simulations (Fig. 7i, o). Review of the latent heating profile reveals the weak313

n= 2 waves in the graupel simulations were instead generated by a slight decrease in latent heating314

over the lower half of the troposphere (noted by blue arrows in Fig. 6d, f).315

The third higher order wave appears in all simulations at the same time a rear inflow jet strength-316

ens, as seen in Figs. 8 and 9 and in AS20. Sublimation and evaporation rates increase as the rear317

inflow increases, leading to a surge in cooling (Figs. 8b,e,h,k,n,q and 4). In the light shear cases,318

inflow and mid-level cooling are both slightly stronger in 16.2G5; the resulting n = 2 wave is as-319

sociated with slightly stronger upward vertical motion as well (Figs. 8c, f). In middling shear the320

different vertical distributions of the cooling become more important. At 65 min, the time of the321

generation of the third higher order wave in 16.2H15, Fig. 4c shows sublimation descending to 3322

km, melting to 2 km, and larger evaporation values almost to the surface. Meanwhile, at 70 min323

in 16.2G15 (Fig. 4d) sublimation values are concentrated around 6 km aloft (instead of 4 km in324

16.2H15), melting is only evident to 3 km, and evaporation rates are about 0.5 K h−1 smaller in325

magnitude. As a result, the third wave generated in 16.2H15 is a n = 2 wave with peak vertical326

motions of 0.25 m s−1 extending below 2 km (Fig. 8i). The third wave in 16.2G15, conversely is327

an n = 3 wave with peak motions confined above 3 km. A similar result is evident in heavy shear.328

In 16.2H25 cooling associated with rear inflow from the “east” extends from 7 km to the surface329
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(Fig. 8n) and the resulting n = 2 wave similarly extends up to 7 km; in 16.2G25 cooling is instead330

concentrated from 2 km up to the anvil and peak n = 2 wave vertical motions do not extend below331

2 km.332

b. Rear-to-front flow333

Dry simulations, conducted by PD96 and Pandya et al. (2000), driven by smoothed, steady-334

state, time-averaged latent heating fields from a mature MCS were able to recreate the traditional335

storm-scale flows within an MCS, including front-to-rear flow ascending from the surface to upper336

levels, and rear-to-front flow descending from mid-levels to the surface. These flows were gener-337

ated by a combination of n = 1 and n = 2 gravity waves generated from the latent heating profiles.338

The mid-level rear-to-front flow in particular was induced by n = 2 waves, although PD96 noted339

that the shape and tilt of the latent heating profile impacted the strength and vertical placement of340

the rear-to-front flow field. Cooling located rearward of the convective heating appeared key to341

the rear-to-front flow descending to the surface behind the convective line (Figs. 20a,c of PD96);342

a tilted heating/cooling profile pair resulted in stronger rear-to-front flow than an upright profile343

(e.g., compare their Figs. 20a and c, or Figs. 20b and d). The simulations conducted here feature344

hydrometeors, meaning rear-to-front flow could additionally be enhanced by a low mid-level pres-345

sure gradient induced by the warm stratiform region overlying the microphysically cooled surface346

cold pool. However, coherent wave-like perturbations in the u wind field are evident propagating347

rearward past the stratiform region (not shown), strongly hinting that the flow fields in this “moist”348

simulation are similarly being driven by low-frequency gravity waves.349

From Fig. 9 the generation times of the n = 2 waves are plotted in conjunction with maximum350

values of rear-to-front flow rearward of the convective line with respect to time (note in 16.2H25351

and 16.2G25, “rearward” is to the right of the convective line, in the leading stratiform region, and352

16

Accepted for publication in Journal of the Atmospheric Sciences. DOI10.1175/JAS-D-19-0347.1.

D
ow

nloaded from
 http://journals.am

etsoc.org/jas/article-pdf/doi/10.1175/JAS-D
-19-0347.1/4989446/jasd190347.pdf by guest on 31 August 2020



“rear-to-front” flow travels from the east or from larger X values). At the time of the generation353

of the first n = 2 wave, when precipitation and associated cooling first descend below cloud level,354

there is no response in the rear-to-front flow field in the strong shear simulations (Figs. 9e,f). The355

rear-to-front flow in the weak and middling shear simulations (Figs. 9a-d) shows a slight response356

largely concentrated around 1-2 km. Figs. 10a, b show u wind and latent heating and cooling357

cross-sections at the generation time of the first n = 2 wave in 16.2H15 and 16.2G15. (Profiles358

from16.2H5 and 16.2G5 are similar.) The rear-to-front flow is largely concentrated below 2 km359

and within 20 km of the updraft. The heating profile at this time is similar to that shown in360

Fig. 20c of PD96: heating from the upright updraft extending the depth of the troposphere, and361

cooling located over the lower third of the troposphere slightly rearward of the updraft; this profile362

is similar to that produced by a cell when it first produces precipitation. The u wind response363

PD96 saw from this profile is also similar to the response seen here: the strongest rear-to-front364

flow concentrated close to the updraft and in the lowest 2 km. It should be noted that the PD96 u365

wind response shown in their Fig. 20 is from 6 h after simulation start and extends up to 200 km366

rearward of the source heating and cooling. Here the u wind response is largely confined within367

25 km but is from only 24 min into the simulation, so any generated n = 2 wave has not been able368

to propagate over as large an area. The comparison of these simulations and PD96 results suggests369

that the first n = 2 wave did not act to generate mid-level rear-to-front flow in the simulations, as370

observed in Fig. 9, because of the shape of the associated latent heating profile.371

The second n = 2 waves in this study’s simulations were generated when the MCSs begin to372

develop stratiform precipitation, as shown in Fig. 7. The light shear simulations (16.2H5 and373

16.2G5; Figs. 7b,e) show a tilted heating and cooling profile, similar to Fig. 20a of PD96, with374

the cooling rearward of the heating. Both here and in the similar profile in PD96 the rear-to-front375

flow descends to the surface and extends over 50 km behind the convective line. The cooling in376
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16.2H5 and rear-to-front flow are both maximized lower aloft, around 2-4 km, while the cooling377

and rear-to-front flow in 16.2G5 are both maximized farther aloft, near 5 km, due to the slower378

fallspeed of the graupel compared to hail. This distinction between the vertical location of the379

rear-to-front flow maxima is evident in Figs. 9a,b, which also shows that mid-level rear-to-front380

flow appears in both simulations after generation of the second n = 2 wave.381

At the time of the second n = 2 wave in the middling shear simulations (16.2H15, Fig. 7h; and382

16.2G15, Fig. 7k), the updraft heating profile is still upright with the latent cooling appearing383

rearward of the updraft at lower levels, similar to the PD96 profile shown in their Fig. 20c and384

even the latent heating/cooling profile at the generation time of the first n = 2 wave (Figs. 10a,b).385

The rear-to-front flow does extend farther rearward at the time of the second n = 2 wave than386

in Figs. 10a,b, but is still strongest below 2 km. The high shear simulations similarly have very387

upright heating and cooling profiles and weak, elevated rear-to-front flow (Figs. 7n, q).388

The latent heating profiles at the generation time of the third n = 2 wave are associated with389

an increase in rear inflow (Fig. 8). The middling shear latent heating profiles have evolved. Sim-390

ulation 16.2H15 shows a tilted heating/cooling profile with cooling extending from 8 km all the391

way to the surface (Figs. 8h). Much like the simulation with tilted heating/cooling profile with392

rearward-displaced cooling in Fig. 20a of PD96, the 16.2H15 u wind field descends to the surface,393

is maximized near the cooling around 2 km, and extends rearward behind the convection. From394

Fig. 9c we can see that this overall vertical structure of the rear-to-front flow is consistent for the395

rest of the simulation. Conversely, the cooling values in 16.2G15 (Fig. 8k) are split into two: one396

larger maxima located around 6.5 km, largely associated with sublimation, and another smaller397

maxima between 0-2 km due to evaporation (Fig. 4d). This latent profile partially mimics the up-398

right heating/cooling profile of Fig. 20a of PD96, and the rear-to-front flow does show a maxima399

between 0-2 km largely remaining close to the cooling. With the addition of cooling around 6 km,400
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an additional peak in rear-to-front flow is evident aloft at that point, but the u wind response does401

not extend rearward. The vertical motions associated with the n = 3 wave generated by the 6-km402

cooling would actually weaken any rear-to-front flow at 4 km, instead intensifying flow around 8403

km. Perhaps the combination of the n = 3 circulation induced by the 6 km cooling, and the more404

surface-based rear-to-front flow induced by the shape and tilt of the n = 2 latent heating/cooling405

profile, combined to produce the weak 4 km rear-to-front flow seen in 16.2G15. The 3-4 km406

rear-to-front flow displayed in Fig. 9d remains weak until almost 120 minutes into the simulation.407

Strongly increased rates of evaporation extending over 0-3 km depth also began to develop at that408

point (Figs. 4d).409

Finally, from Fig. 9e,f it is evident that the rear inflow in the strong shear simulations never410

descends to the surface outside of the storm itself. This is somewhat contrary to previous analyses411

such as those conducted by Pettet and Johnson (2003). The latent cooling profile in 16.2H25412

(Fig. 8n) has begun to tilt slightly, and the resulting waves appear to be strengthening the mid-413

level rear inflow aloft, albeit it is still quite weak outside of the storm (Fig. 8o). The heating and414

cooling profiles in 16.2G25 are unique with cooling almost entirely concentrated between 3 and 8415

km; no simulations in PD96 addressed such a profile. Little response in the u wind field is seen416

outside of the storm in this simulation (Fig. 8r). It is likely that a cooling profile unfavorable for417

n = 2 waves aided this weaker response.418

In sum, the development of the mid-level rear inflow in all simulations is tightly correlated with419

the placement and tilt of the latent heating and cooling profiles. The structure of the inflow, par-420

ticularly the location of any maxima in the vertical and its extent rearward, appears to be largely421

determined by higher order wave modes generated by latent heating and cooling profiles, in agree-422

ment with previous results seen in PD96.423
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c. Environment modification424

The environmental modifications ahead of each MCS early in each simulation are quite similar425

in gross characteristics across the hail and the graupel simulations. From Figs. 11 and 12 the426

stabilizing effects of the initial n = 1 waves produce approximately equivalent responses in the427

hail and graupel tests. As also seen in AS20, the initial n = 1 wave has a larger impact on the428

CAPE field as opposed to the LFC field: the peak velocity perturbations associated with n = 1429

waves are in the mid-levels, which would more strongly impact CAPE. The initial latent heating430

perturbations are strongest in the stronger shear tests (Fig. 6), which explains why the associated431

vertical motions (Figs. 5e,f) and CAPE impacts (Figs. 11e,f) are also largest; a similar result is432

true for increasing instability. This early in the simulations, few differences between the hail and433

graupel simulations are seen among the latent heating or cooling profiles (Fig. 4), so the lack of434

differences in CAPE and LFC perturbations is unsurprising.435

As the simulations progress past 60 min and all simulations have developed a stratiform region,436

subtle differences in the CAPE and LFC fields become more evident as multiple n = 2 and n = 3437

waves are generated. The weak shear tests show few differences until the third n = 2 wave, which438

has a larger CAPE increase in 16.2G5 (Fig. 11b) than in 16.2H5 (Fig. 11a). 16.2G5 has larger439

latent cooling rates compared to 16.2H5 (c.f. Figs. 4a,b) as larger amounts of graupel descend440

below the melting level (Fig. 3). A stronger n = 2 wave response (c.f. Figs. 7c,f) and associated441

CAPE response is likely. In the middling and strong shear simulations, slightly stronger CAPE442

responses can be seen in 16.2G15 and 16.2G25, particularly when comparing the earlier generated443

n = 2 waves. Latent cooling at the generation time of these waves was more concentrated in in444

the mid-levels and near the melting level, unlike in the hail simulations (c.f. Figs. 4c, d and e,445

f). With cooling and hence wave-induced vertical motion perturbations more concentrated at that446
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level in the graupel simulations, stronger CAPE perturbations are consistent with these results.447

CAPE perturbations are also usually stronger in association with n = 3 wave modes than n = 2448

wave modes due to associated vertical motions being farther aloft; these stronger perturbations can449

be seen in the two n = 3 wave modes generated in 16.2G15 (Fig. 11d).450

Conversely, the perturbations in the LFC field associated with higher-order wave modes are451

slightly stronger in the hail simulations than the graupel simulations. Any differences in the weak452

shear tests are difficult to identify. However, in 16.2H15 and 16.2H25 (Figs. 12c,e) the LFC453

values immediately near the convective line during the 40-100 min period, the period during the454

generation of the majority of the n = 2 waves, are about 25-50 m lower than in the 16.2G15 and455

16.2G25 tests (Figs. 12d,f). Again, latent cooling in the middling and strong shear hail simulations456

extended from the melting level to the surface (Figs. 4c,e); ing the graupel simulations cooling was457

more concentrated in the mid-levels. The generated waves and associated vertical motions thus458

were more concentrated in the lower levels in the hail simulations (c.f., Figs. 8i,l and o,r), so the459

hail simulations also had larger LFC perturbations.460

d. MCS response461

AS20 noted two separate regimes of MCS wave interaction and feedback in conjunction with462

updraft development and maintenance. During the developing stage of MCSs, AS20 found the463

low-frequency wave modifications to the CAPE and LFC fields in advance of the system to di-464

rectly impact MCS updraft strength through destabilizing the inflow. After the development of the465

stratiform region and transition into the mature stage, MCS updraft maintenance appeared to be466

indirectly controlled by destabilizing low-frequency waves coupling with high-frequency waves467

to generate new convective cells in advance of the system. As those cells were advected into the468
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original convective line and absorbed, the extra moisture and latent heat reinvigorated the updraft,469

eventually generating new low-frequency waves and continuing the cycle.470

During the MCS developing stage and prior to the development of the stratiform region, the ver-471

tical motion fields at both 2.5 and 6 km do not appear significantly different between the graupel472

and hail simulations (from initialization to about 40-70 minutes in Fig. 5). Nor do the CAPE and473

LFC fields appear significantly different before maturity and the generation of the second n = 2474

wave (Figs. 11, 12). Thus, it would seem the first regime of low-frequency wave and MCS updraft475

intensity feedback are similar despite the microphysical parameterization differences. Figure 13476

shows a modified version of Fig. 20 from AS20, now including the graupel tests via dashed lines.477

The notable features during the 0-70 min period prior to development of the stratiform region and478

during the MCS development stage (noted on Fig. 13 with arrows) are equally visible here: a sig-479

nificant lagged correlation between maximum updraft speed and CAPE at 4-10 min, and a leading480

correlation around 20 minutes. These features are indicative of the CAPE modifications in advance481

of the system feeding back and impacting the updraft intensity. After the MCSs reach maturity,482

the connection between maximum updraft speed and CAPE is no longer evident (Fig. 13b), again483

similar to AS20.484

While the two low frequency wave - updraft interaction and feedback regimes appear generally485

unchanged despite the microphysical modifications, individual events of new cell development486

during the second feedback regime are affected. At first glance, the differences in responses in the487

LFC and CAPE fields between the hail and graupel simulations discussed in the previous section488

are subtle. However, as an MCS reaches maturity it reaches a stage of maintenance where its con-489

vective updraft is strengthened by development of discrete convective cells forming ahead of the490

convective line that are absorbed into the updraft, strengthening it (Fovell et al. 2006, AS20). The491

development of these discrete convective cells is tightly related to the LFC of the air immediately492
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ahead of the convective line as they are initialized by high-frequency gravity waves with small493

associated vertical velocity perturbations (Fovell et al. 2006, AS20). Thus, even small changes494

in the LFC can affect the initiation of these discrete convective cells, and hence mature MCS495

maintenance.496

An example of the importance of these small differences in LFC between the hail and graupel497

simulations can be provided by the discrete propagation episode that occurs between 70 and 115498

min in 16.2H15, but does not occur in 16.2G15. The evolution of the 1-km reflectivity and cloud499

water mixing ratio fields in both tests (Figs. 14a, b) reveals an extension of 1-km cloud water500

ahead of the convective line around 90 min in 16.2H15. Per Fig. 5i, it can be seen these clouds501

are originally generated by a passing n = 2 wave shortly after 70 min and advected toward the502

convective line by the low-level inflow. Additional clouds and finally reflectivity responses are503

evident shortly thereafter; as these features are absorbed into the convective line a peak in updraft504

speed as can be seen at 2.5 and 6 km (Figs. 5c, i). Conversely, test 16.2G15 shows no cloud or505

new cell development ahead of the convective line (Figs. 5j, 14b).506

Around 70 min in the two simulations a higher order low-frequency wave was generated. In507

16.2H15, an n = 2 and n = 3 wave were each generated. These waves are identified with arrows508

in Fig. 7i at X=95 km (n = 3) and X=107 km (n = 2). Note how the vertical motion response509

associated with the n = 2 wave extends from 6 km to below 1 km, while the response from the510

n = 3 wave is concentrated between 4 and 6 km. In 16.2G15, only an n = 3 wave is generated and511

can be seen in Fig. 7l at X=105 km. The vertical motion associated with that wave is concentrated512

between 4 and 6 km. The microphysical cooling tendencies within the stratiform region reveal513

the reason behind these differences: in 16.2H15 (Fig. 4c), the cooling extends from 6 km to the514

surface with the largest cooling rates peaking in the 1-4 km layer as the faster-falling hail falls a515
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longer distance while melting. In 16.2G15 (Fig. 4d), the cooling is concentrated in the 4-6 km516

layer with melting and sublimation the major contributing processes.517

In this case, the deeper lifting associated with the n= 2 wave in 16.2H15, compared to the lifting518

more concentrated aloft associated with the n = 3 wave in 16.2G15, was able to lower the LFC519

up to 50 m more in 16.2H15 compared to 16.2G15 (Fig. 15). Small perturbations in the vertical520

wind field associated with high-frequency gravity waves were evident in the 2-4 km layer in both521

simulations (not shown). However, only in 16.2H15 with the more destabilized lower levels were522

these high-frequency perturbations able to grow upscale into new cell development. The vertical523

motion associated with each convective line after the absorption of the new cells (approximately524

106 min simulation time) shows a stronger, wider updraft in 16.2H15 aided by the absorption of525

the new cells, some of which are still evident ahead of the line around X=100 km (c.f., Figs. 14c,d).526

As was seen in AS20, development of new cells ahead of the convective line, advection of those527

cells toward the convective line, and finally absorption of those cells into the main convective528

updraft, led to a significant strengthening of that main updraft. Fig. 16 shows this relationship is529

evident across all the middling and high shear simulations in both hail and graupel tests. Develop-530

ment of new cloud or convective cells ahead of the convective line still appears tightly connected531

with generation of higher-order wave modes acting to destabilize the environment in advance of532

the system. (Note in Fig. 16 the lines denoting waves are copied from Fig. 5, from where they533

were originally identified.) From the previous example, it also appears the development of new534

convective cells is a delicate process that can be easily disrupted, depending on the structure and535

effectiveness of the destabilizing wave. The use of graupel instead of hail as a rimed ice class536

does not remove all episodes of new cell development, as it can still be seen in 16.2G25 (Fig. 16f).537

However, the sensitivity of multiple episodes of new cell development and subsequent convective538

restrengthening to the type of generated wave - and hence, the latent heating profile - suggests539
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careful examination of the microphysical parameterization is necessary to correctly simulate the540

appropriate low-frequency gravity waves and thereby fully understand the growth and maintenance541

mechanisms of an MCS.542

5. Discussion and conclusions543

In this study low-frequency gravity waves, generated within MCS simulations over a range544

of initial environmental instabilities and shear, were examined to determine the impact on these545

waves of changes in the parameterization of the dense rimed ice field from hail to graupel. The546

graupel simulations had wider, less intense convective lines with little distinction between the547

convective line and stratiform region. Hail simulations had more intense, narrower convective548

lines with less intense stratiform regions. The faster-falling hail resulted in lower magnitudes549

of mean and peak hail mixing ratios that were located over a deeper layer than in the graupel550

simulations. Additionally, the peak hail mixing ratios were more concentrated in the horizontal551

near the convective line, further resulting in lower overall mean hail mixing ratios. The largest552

differences were seen in the high shear simulations, as a result of the stronger storm-relative flow553

aloft advecting the hydrometeors over a longer distance.554

Onset of cooling occurred slightly more quickly in hail simulations due to the faster fallspeeds555

of hail compared to graupel. Cooling rates, both in sum and by individual process, were larger556

in the graupel simulations than the hail simulations as they progressed, except in middling shear557

simulations where total cooling rates were larger in the hail simulations due to increased low-558

level evaporation. Cooling rates in the graupel simulations were generally concentrated in the559

3-6 km layer, with a significant portion of the cooling coming from sublimation and melting.560

Cooling rates in the hail simulations were generally concentrated in the 2-4 km layer, with melting561

and evaporation being the largest contributing processes. However, while these general trends562
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in the cooling profiles could be identified, the variability of each profile over the course of each563

simulation ensured there wasn’t a specific “hail” or “graupel” cooling profile evident at all times.564

Waves generated by an n = 1 vertical heating profile appeared during the developing portion565

of each simulation largely at the same time in both hail and graupel simulations. The first n = 2566

waves, generated at the time precipitation first starts falling below the cloud base, were also largely567

similar in timing and strength in both hail and graupel simulations. As the simulations progressed568

the latent cooling profiles began to increasingly differ, and the strength, timing, and type of higher-569

order wave modes generated similarly diverged. However, specific wave modes were not limited570

to just hail or just graupel simulations. Instead, the type and strength of generated waves were571

tightly related to the cooling profile at that time in each simulation, which varied among the hail572

and graupel simulations depending on shear or instability.573

The development of rear-to-front flow, its vertical distribution, and its descent to the surface574

appears tightly linked to the second and third n = 2 or n = 3 wave generated in each simulation575

by the changing latent cooling profiles at the time of and shortly after the development of the576

stratiform region. Depending on the distribution and tilt of the overall heating and cooling profile577

associated with the MCS, the resulting rear-to-front flow was either entirely elevated or descended578

to the surface farther behind the convective line, in a manner very similar to the results obtained by579

PD96. Entirely upright heating/cooling profiles resulted in elevated rear-to-front flow, seen early in580

all simulations by only in the strong shear simulations after maturity. The location of the vertical581

maximum of the rear-to-front flow appeared to depend on both the degree of tilt of the updraft582

and associated cooling, with stronger tilts having higher elevated vertical maximum again as in583

PD96. As the middling shear simulations progressed, the degree of tilt became more pronounced584

resulting in the rear-to-front flow descending to the surface farther behind the convective line. In585

16.2G15 additional mid-level cooling generated an n = 3 wave mode that reduced the magnitude586
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of the low- and mid-level flow, a potential extension of the work by PD96, but not evident in587

every graupel simulation. Again, as the cooling profiles did not have a uniform response across588

environments to the change from hail to graupel, the wave responses were similarly non-uniform589

but instead directly related to the variability seen among the cooling changes.590

Initial perturbations in the CAPE and LFC fields show little difference among the hail and grau-591

pel simulations due to few difference. After the MCs reached maturity, however, the CAPE per-592

turbations in the graupel simulations were generally larger than those of the hail simulations.593

Conversely, LFC perturbations in the hail simulations were generally larger than those of the grau-594

pel simulations. These differences can be attributed to the differences in the height of the peak595

cooling in hail versus graupel simulations; peak cooling located farther aloft closer to the melting596

level in the graupel simulations generally resulted in stronger vertical motion perturbations in the597

mid-levels as well. Such perturbations would have a stronger impact on the CAPE field than the598

LFC. These perturbations in the vertical distribution of cooling were apparently not of such large599

and uniform in magnitude to result in consistently different types of waves being generated in the600

hail and graupel simulations, but the differences did still cause consistently different impacts in601

the effects of the waves.602

Examination of the MCS structure, updraft strength, and cloud water field over time in all sim-603

ulations revealed that the two regimes of MCS wave interaction and feedback noted by AS20604

were overall unchanged by the microphysical perturbations. Specifically, during the development605

stage and prior to the development of the stratiform region, updraft speed was directly modified by606

ingesting air modified by wave-generated CAPE perturbations. During maturity and after develop-607

ment of the stratiform region, updraft speed and intensity was indirectly modified by higher-order608

wave modes destabilizing the region in advance of the system, allowing high-frequency waves to609

generate new, discrete clouds or convective cells that had an intensifying effect upon the convec-610
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tive updraft once absorbed (similar to the discrete propagation mechanism of Fovell et al. (2006)).611

While the timing and major characteristics of the two regimes remained unchanged, specific dis-612

crete convection events were disrupted by differing low-frequency waves generated during the613

microphysical sensitivity tests. The small nature of the high frequency wave perturbations typi-614

cally responsible for generating the new convective cell or cloud growth meant the process was615

highly sensitive to even subtle changes in the original destabilizing wave. Such a result indicates616

the importance of fully characterizing the microphysical cooling profile in order to be able to617

completely capture the MCS maintenance process.618

Given the wide range of waves and subsequent responses seen in the idealized simulations both619

here and in AS20, it begs the question as to why these features have not been more regularly found620

in observational data. A few studies have found occasional instances of n = 1 and n = 2 waves621

(Adams-Selin and Johnson 2010; Bryan and Parker 2010; Trapp and Woznicki 2017), but it is622

likely the subtle nature of these waves, particularly at the surface where the densest network of623

observations is found, has precluded further study of these features. Future work on this project624

will seek to identify these waves using both surface and remote instrumentation aloft to connect625

these idealized studies with observational work.626
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TABLE 1. Sensitivity test simulation names.

Simulation name Surface qv MUCAPE 0-5 km shear rimed ice class

name (g kg−1) (J kg−1) (m s−1)

14.3H5 14.3 2497 5 hail

16.2H5 16.2 3538 5 hail

14.3H15 14.3 2497 15 hail

16.2H15 16.2 3538 15 hail

14.3H25 14.3 2497 25 hail

16.2H25 16.2 3538 25 hail

14.3G5 14.3 2497 5 graupel

16.2G5 16.2 3538 5 graupel

14.3G15 14.3 2497 15 graupel

16.2G15 16.2 3538 15 graupel

14.3G25 14.3 2497 25 graupel

16.2G25 16.2 3538 25 graupel
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FIG. 1. Contoured Frequency by Altitude Diagram (CFAD; Yuter and Houze (1995)) for the shear simulations

as labelled. Hail (graupel) simulations are in the left (right) column; rows show simulations with increasing

amounts of shear. Frequency shown is the frequency of occurrence of various reflectivities at that height over

the course of the 2.5-h simulation for the X cross section from Y=120 to 130 km, normalized by the total

occurrence of all reflectivities at that height.
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FIG. 2. Vertical profiles of mean hydrometeor mixing ratios (g kg−1) over the horizontal domain and time

duration of each shear simulation, as labelled, for the same cross section as in Fig. 1.
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FIG. 3. Time-height evolution of the 90th percentile of the hail or graupel hydrometeor mixing ratio (g kg−1)

for the shear simulations as labelled. Dashed and dotted vertical lines represent generation times of n = 2 and

n = 3 waves, respectively.
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FIG. 4. (a-f) Time-height evolution of mean latent cooling (K h−1) by process for the same cross-section as in

Fig. 1 for the shear simulations as labelled. Evaporation (blue color fill), melting (red contour; -0.3 K h−1), and

sublimation (purple contour; -0.3 K h−1). (g-l) Time-height evolution of mean latent cooling of all processes

in sum. The line plots are the coefficients from a Fourier decomposition of the mean cooling profile for n = 2

(dotted) and n = 3 (dashed) profiles. Line only shown if the coefficient is determined to be significant per a

two-tailed t-test and the entire decomposition is significant per the F-statistic. In all subfigures vertical dotted

and dashed lines are generation times of n = 2 and n = 3 waves, as in Fig. 3.
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FIG. 5. Hovmöller diagrams of vertical motion (m s−1) at (a-f) 6 km and (g-l) 2.5 km for the shear simulations

as labelled. Identified n= 1, n= 2, and n= 3 gravity waves denoted by solid black lines, dotted lines, and dashed

lines, respectively.
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FIG. 6. (a-f) Time-height evolution of total mean latent warming (K h−1) for the same cross-sections and

simulations as in Fig. 4, as labeled. The solid and dotted line plots are coefficients from a Fourier decomposition

of the mean heating profile for n = 1 and n = 2 profiles; line only shown if the coefficient is determined to be

significant per a two-tailed t-test, and the entire decomposition is significant per the F-statistic. In all subfigures

solid vertical lines are generation times of n = 1 waves. Blue arrows point to generation time of n = 2 waves

discussed in the text.
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FIG. 7. (1st, 2nd, 4th, and 5th columns) Vertical cross-sections of latent heating (K h−1; yellow-red color fill),

latent cooling (K h−1; blue color fill), u wind perturbation (black line every 4 m s−1, negative dashed), and total

condensate (0.1 g kg−1; thick black line). (3rd, 6th column) Vertical cross-sections of vertical motion (m s−1;

blue-red color fill), u wind perturbation (black line every 4 m s−1, negative dashed), and total condensate (0.1

g kg−1; thick black line). Left three columns are hail simulations, right three columns are graupel simulations,

as labelled. Rows correspond to simulations with increasing shear. The three subfigures from each simulation

show the times before (e.g., (a)) and after (e.g., (b)) generation of the 2nd n = 2 wave and initial development

of stratiform precipitation. Third figure (e.g., (c)) shows the resulting wave or waves in the vertical motion field

highlighted with a black arrow.
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FIG. 8. As in Fig. 7, but the three subfigures from each simulation show the times before (e.g., (a)) and after

(e.g., (b)) generation of the 3rd higher-order wave and intensification of rear inflow, and (e.g., (c)) the resulting

wave in the vertical motion field highlighted with an arrow.
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FIG. 9. Time-height evolution of vertical profiles of maximum rear-to-front storm-relative u wind speed (m

s−1). Rear-to-front flow in (e,f) travels from the east (larger x values). Dotted lines are generation times of n = 2

waves; dashed lines generation times of n = 3 waves as in Fig. 4.
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FIG. 10. Vertical cross-section of changes in temperature due to latent heating (warm color fill, K (h−1) or

cooling (blue color fill, K (h−1) and u wind (black, 4 m s−1, negative dashed) at the time (upper left) of the

generation of the 1st n = 2 wave in 16.2H15 and 16.2G15.
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FIG. 11. Hovmöller diagrams of CAPE (J kg−1) for the shear simulations as labelled. Identified n = 2 and

n = 3 gravity waves are as in Fig. 5.
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FIG. 12. As in Fig. 11, but for LFC (m).
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(a)

(b)

FIG. 13. Cross-correlation coefficients for all between surface-based CAPE (J kg−1) 2.5 km ahead of the

cold pool and maximum updraft speed for a range of positive and negative time lags. In a negative time lag

an increase in CAPE precedes an increase in maximum updraft speed; in a positive time lag an increase in

maximum updraft speed precedes an increase in CAPE. The thick solid horizontal lines delineate coefficients of

at least 95% significance, as determined by a two-tailed t-test with over 30 degrees of freedom. (a) Coefficients

between 0-70 minutes of the simulation, (b) between 70 and 140 min of the simulation.
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FIG. 14. Comparison of 16.2H15 (left column) and 16.2G15 (right column) immediately prior to and after an

instance of discrete propagation. (a,b) Hovmöller diagrams of 1-km radar reflectivity (colors, dBZ) and cloud

water mixing ratio (black, 0.1 g kg−1). The discrete propagation event in question occurred shortly before 110

min in 16.2H15, and did not occur in 16.2G15. (c,d) Vertical cross-section of vertical motion (color, m s−1) and

cloud water mixing ratio (black, 0.5 g kg−1) after absorption of the newly developed discrete cells at 106 min.
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FIG. 15. Hovmöller diagram showing the difference in LFC values (m) between 16.2H15 and 16.2G15.
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FIG. 16. Hovmöller diagrams of vertical motion at 6 km (color) and cloud water mixing ratio (black; 0.1

g kg−1) for the shear simulations as labelled. X axes vary from (a-b) 65-175 km, (c-d) 50-135 km, and (e-f)

15-100 km. Identified n = 1, n = 2, and n = 3 gravity waves denoted by solid black lines, dotted lines, and

dashed lines, respectively, and copied from Fig. 5, where they were originally identified.
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