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Abstract— We study the security of control systems in the
context of the supervisory control layer of stochastic discrete-
event systems. Control systems heavily rely on correct commu-
nication between the plant and the controller. In this work, we
consider that such communication is partially compromised by
a malicious attacker. The attacker has the ability to modify a
subset of the sensor readings and mislead the supervisor, with
the goal of inducing the system into an unsafe state. We consider
this problem from the attacker’s viewpoint and investigate
the synthesis of an attack strategy for systems modeled as
probabilistic automata. Specifically, we quantify each attack
strategy based on the likelihood of successfully reaching an
unsafe state. The solution methodology that we develop uses
techniques from the area of stochastic graph-games, specifically
turn-based one-player stochastic reachability games.

I. INTRODUCTION

The correct behavior of control systems depends heavily
on correct communication between the uncontrolled plant
and the controller. Most works in the existing literature
on control with robust communication focuses on random
communication faults, such as delays, information loss, and
so forth. However, in recent years, there has been an interest
in considering that a “smart” agent, or attacker, could be
responsible for communication faults. In this paper, we
consider such an attack model, where the goal of the attacker
is to induce the controller to steer the system to an unsafe
state by altering the communications from the system sensors
to the controller. Our analysis is at the supervisory control
level; hence, we adopt a discrete event modeling formalism,
where system operation and communications are event-
based. In contrast to prior work on sensor deception attacks
for Discrete Event Systems (DES), where logical models are
used, we model the system as a Probabilistic Finite-State
Automaton. This allows us to quantify, in a probabilistic
sense, attack strategies.

Several works have addressed in recent years problems
of security in the field of DES; see, e.g, [1], [10], [11],
[12], [14], [15]. Most of these works focus on the intrusion
detection problem for some classes of attacks, while some of
them study the synthesis of attacks that might go unnoticed
by the detectors [11], [12], [14]. The results of [11], [12],
[14] are all in the context of logical DES models. To the
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best of our knowledge, this paper is the first one to study
the synthesis of attack strategies for stochastic DES models,
at the supervisory level of the control system.

Of particular relevance to this paper is the recent work
in [12]; we use herein a similar framework for how attacks
take place on the communication from the sensors to the
controller. In [12], an attacker has compromised a subset
of the sensors (i.e., observable events) and is able to delete
sensor readings or insert fictitious ones in the communication
channel. The problem investigated is the synthesis of stealthy
sensor deception attacks for a known logical control system.
In this work, we also investigate the problem of synthesis of
sensor deception attacks. However, we study this synthesis
problem for stochastic systems. This gives rise to a broader
class of attack strategies, as compared with [12].

As a consequence of the stochastic control system model
that we adopt, it is possible to quantify each attack strategy
by the likelihood of reaching the unsafe region of the
uncontrolled plant. In this manner, a quantitative measure
is introduced in the synthesis problem of attack strategies.
We investigate the synthesis of an optimal attack strategy,
where the optimality criterion is the likelihood of reaching
the unsafe region.

Our solution methodology employs results from the area of
stochastic graph-games, more specifically 1%—player reacha-
bility games [4]. First, we show how to build the “right”
game arena that captures the interaction of the attacker and
the control system. Next, we show that the solution of the
1%—player reachability game played in the built arena can be
mapped to the solution of our problem.

Our presentation is organized as follows. Section II intro-
duces necessary background and the notation used through-
out the paper. In Section III, we review the model of sensor
deception attacks and then formalize the problem of synthesis
of optimal attack functions. In section IV, we first define the
construction of the game arena for 1%-player reachability
games and review solution methods for such games. Next,
we show how to relate the two problems of: (i) lé—player
reachability game and (ii) synthesis of an optimal attack
function. Finally, we conclude the paper in Section V. Due
to space limitations, several proofs have been omitted.

II. PRELIMINARIES

A. Supervisory Control

We consider the supervisory level of a feedback control
system, where the uncontrolled system is modeled as a
Deterministic Finite-State Automaton (DFA) in the discrete-
event modeling formalism. A DFA is denoted by G =



(X, X, 0G,%0,c), where X is the finite set of states, 2
is the finite set of events, d¢ : Xg X X — X is the partial
transition function and z ¢ is the initial state. The function
0 is extended, in the usual manner, to the domain X g x ¥*.
The language generated by G is defined by L(G) = {s €
Y*10¢(zo,q, )}, where | means that the function is defined
for these arguments. We define I'¢(z) = {e € Z|0(z,e)!}
as the active event set of state x € Xg.

In the context of the supervisory control theory of DES
[13], system G is considered as the uncontrolled system
(plant) that needs to be controlled in order to satisfy given
safety specifications. In order to control GG, the event set
is partitioned into two disjoint sets, X, and X,.. These sets
are, respectively, the set of controllable events and the set
of uncontrollable events. The safety specifications on G are
enforced by a supervisor, denoted by S. The supervisor S
dynamically enables/disables controllable events to generate
provably “safe” controlled behavior, denoted by S/G. The
behavior of S/G is the closed-loop prefix-closed language
L(S/G); see, e.g., [2]. A supervisor is formally defined as
a function S : ¥* — T', where I' = {7y C X|X,. C v} is
the set of admissible control decisions. Such decisions must
guarantee that the supervisor never disables an uncontrollable
event. Without loss of generality, we assume that S is
realized by an automaton R = (Xgr,X,0r,zo,r) (see, e.g.,
[2]). We will use both notations S and R interchangeably.

For any string s € ¥*, we use the following notation. We
denote by ¢! the it" event of s such that s = ele2...el,
where |s| denotes the length of s. We denote by s’ the i‘"
prefix of s, namely s* = el ...e% and s° = e. Finally, we
use N to be the set of natural numbers, [n] and [n]™ to be,
respectively, the set of natural numbers and the set of positive
natural numbers both bounded by n € N.

B. Stochastic Discrete Event Systems

We model a stochastic DES as a Probabilistic Finite-
State Automaton (PFA). A PFA is denoted by H =
(Xu,%,0m, P,xo,m), where Xy, 3, and xo p are defined
as in a DFA, P : X x ¥ x X — [0,1] is the transition
probability function and §p : X X3 — X is the deterministic
transition function defined by P. Given an event e € X
and two states x,y, the function P(xz,e,y) specifies the
probability of moving from state x to state y with event
e. For simplicity, we write P.(z) when 3y € Xp such
that P(z,e,y) > 0. In general, for any x € X we have
that ) s, Pe(z) < 1. However, in this paper we consider
the family of nonterminating PFA, where for any =z €
XH, D ey, Pe(x) = 1. This assumption is without loss of
generality, as any terminating PFA can be transformed to
a nonterminating one, as shown in [9]. As was mentioned
above, 0y is defined by the transition probability function
P, formally 0y (x,e) = y if P(x,e,y) > 0. This transition
function is assumed to be deterministic: if P(xz,e,y) > 0
for some x,y € Xy and e € X, then there does not
exist y* € Xp, y* # y, such that P(z,e,y*) > 0. Using
this definition, then every PFA H can be associated with
a corresponding DFA G where dg(z,e) = dp(z,e). In

this manner, the language generated by H is defined as the
language generated by the associated G, i.e., L(H) := L(G).
For simplicity, whenever we use a DFA operator in a PFA
H, it will mean that we are analyzing the associated DFA
G.

Although L(H) is well defined, we want to define a
probability space over this language. In [7], the notion of
probabilistic-languages (p-languages) was introduced. For-
mally, L,(H) : ¥* — [0,1] is defined as:

Ly(H)(e) =1 (1)
LP(H)(S)P(xveay) if z :5H($07H,8)
y = 0m(xo,1, se)
0 otherwise

L,(H)(se) =

2

In fact, L,(H) defines a probability measure over the o-
algebra F as defined in [7]. In this work, we use the same
probability space as in [7]. One property from the measurable
sets in JF is that two distinct strings s and ¢, such that no
string is a prefix of the other one, generate independent
measurable sets. This property implies that the probability
of generating either one of these two strings is equal to
L,(H)(s)+L,(H)(t). This useful result will be exploited in
both the problem formulation and the solution methodology.
For more details on the probability space used in this paper,
please see [7].

Supervisory control of stochastic DES was first introduced
in the work of [9]. In this paper, we use the results of
supervisory control of stochastic DES introduced by [8].
In [9], both the supervisor and the plant have stochastic
models, namely PFA. On the other hand, the work of [8] only
considers the plant to behave stochastically. The supervisor is
defined to be non-probabilistic, as in the previously-described
supervisory control framework. However, the control actions
of the supervisor (which disable events) do alter the proba-
bilistic behavior of the plant. Assume that the requirements
for the stochastic controlled behavior are the same as the
one presented for the non-probabilistic case, namely, safety
requirements. Sufficient and necessary conditions for the
existence of a supervisor for the above control problem are
provided in [8]. A polynomial-time algorithm to synthesize
maximally permissive supervisors is also presented.

In the presence of a supervisor R, the probability transition
function of the plant H needs to be updated accordingly.
Namely, the disablement of events by R increases the prob-
ability of the enabled ones. In other words, R/H generates
another p-language. Given a state € X, a state ¢ € Xpg,
and an event e € I'y(x) NT'r(q), the probability of e being
executed is given by the standard normalization:

P.(x)
2erery (@)nra(e) Fe(@)

Without loss of generality, unsafe strings are consid-
ered to be those outside of the controlled language'. For-

-
pPHi =

3)

'In the general case, behavior outside the controlled language might not
be unsafe. However, the techniques here can be adapted for this case as
well.



mally, unsafe strings are defined by the set L(H)\L(R/H).
However, measuring this set would be challenging in our
probability space. For this reason, let U,,s = {s €
L(H\L(R/H)|s"¥I=* € L(R/H)} be the set with the
shortest distinct strings that belong to L(H)\L(R/H). From
now on, Uy, is considered to be the set of unsafe strings.
We define the set of unsafe state pairs for the controlled
system R/H by X.,s = {(z1,22) € Xy x Xg|Ps €
L(R/H) s.t. 1 = 0u(zo,u,s) Nx2 = 0r(zo,r, 5)}-

We use the following example as a running illustrative
example throughout the paper.

Example II.1. Consider a robot that is navigating an area
that has been partitioned as a grid with 2 rows and 2 columns,
as shown in Figure 1(a). The robot moves freely in the region.
However, it needs to do its moves without colliding with any
obstacle. In our example, it needs to avoid the gray region.

= T,
b rw ¢

(a) Example robot in a 2 by (b) General model of robot in
2 grid. The gray square repre- a 2 by 2 grid
sents an obstacle

Fig. 1: Robot example

The robot is modeled as the PFA H shown in Figure
1(b). Every event is controllable and the probability transition
function is defined as P(z,e,y) = 3 for the transitions
defined by the model in Figure 1(b). We show two supervi-
sors in Figure 2 that guarantee the safety of the robot. The
supervisor is deterministic but its presence alters the behavior
of H. For example, in the controlled behavior R;/H, the
probability of event 7S to occur at state 3 given that the
supervisor is at state C' is P3¢ = 1.

u rs
H rN
rN
.
rE ). e (

(a) Supervisor R1 (b) Supervisor R»

Fig. 2: Supervisors for robot

C. Stochastic Graph-Games

Two-player graph-games are an important field of study
in several areas of computer science, and they have been
thoroughly studied within these various fields; see [3] for
details. In this work, we are interested in perfect information
turn-based one-player stochastic reachability games (1%-
player reachability games and also known as Markov De-
cision Processes). These games are defined by two players,
namely Player 1 and Player Random, that play for an infinite
number of rounds [4].

In these games, each vertex is assigned to a specific player,
which at these vertices selects the successor state. Player
random chooses its successor according to a probability
distribution, hence the name. On the other hand, player 1
selects the successor state based on a specific goal. For these
games, the goal of player 1 is described by a reachability
condition. Consequently, the path generated by the infinite
number of rounds played by both players is either winning
or losing for player 1.

Formally, 1%—player reachability games are defined over
a directed graph G = (V,E) with V. = V; UV,, and a
probability transition function A : V. x V' — [0, 1] with the
following properties. The vertex set is partitioned as Vi, V,
called “player 1” and “player random” vertices, respectively.
At vertices v € Vi, player 1 selects the successor vertex
based on the edge set E. At a random vertex v, the successor
vertex is chosen according to A, namely, an edge (v,u) € E
is selected with probability A(v,u) for u € V. Note that, for
any vertex v € Vp and any vertex v € V, (v,u) € E if
and only if A(v,u) > 0. The pair G and X is also called the
arena of the game. To complete the problem formulation,
the set Obj C V is defined to be the reachability objective
for player 1. In other words, player 1 wins the game if it
reaches any vertex in Obj.

We use the same terminology used in the literature of
graph-games. A path or a run p of the game G is an infinite
sequence p = vv'... such that for any i € N, v* € V
and (v',v**tl) € E. The set Pref,(G) is the set of all
finite-length prefixes of runs in G, starting from v € V.
Strategies in graph-games normally require memory and they
are randomized. A deterministic (or pure) strategy is defined
by a map o : V*V; — V. However, it is known that for 1%-
player reachability games, pure and memoryless strategies
suffice [4], e.g., 0 : Vi — V.

Once a strategy o for player 1 is fixed, the path pJ
results in a random walk in G, and the strategy can be
evaluated (policy evaluation). The game becomes a Markov
chain and the probability of winning the game starting from
any vertex is equal to the first passage probability from the
initial vertex to the set Obj. We define by Pref?(G) all
finite-length prefixes of paths p7; formally: Pref? = {p =
W0 o) = v A (Vi€ [n] = (VT = oYl vt v
(v € V. A (v',v"F) € E)))}. The work of [5] provides
polynomial-time algorithms to solve lé-player reachability
games. For more details on stochastic graph-games, see [3].

III. PROBLEM DESCRIPTION

We consider an uncontrolled plant described by PFA H
that is being controlled by a supervisor modeled by DFA
R. The controlled system R/H is assumed to be safe,
i.e., the supervisor R was constructed such that it provably
prevents H from generating any existent unsafe behavior.
For instance, R could have been designed using the methods
presented in [8].

The correct operation of the system R/H relies heavily
on the correct bidirectional communication channel between
the plant and the supervisor. Our goal is to investigate the



performance of R/H when this assumption is violated. More
specifically, this violation is due to a malicious attacker.
Even though the attacker could undermine both directions
of this communication, we only investigate corruption in the
direction from plant to supervisor, i.e., compromised sensors.

As in [12], the attacker is capable of manipulating a subset
of the events. We define this set as >, C >, and it is
called the compromised event set. Any event in X, can
be manipulated by the attacker, where “manipulate” means
ability to insert fictitious events in the channel or to erase
events from the channel. Consequently, the supervisor might
receive corrupted information from the plant. Under this
unreliable communication model, the supervisor R may not
guarantee the safety requirement for the controlled system.
This possible unsafe behavior is the focus of our paper.

The previous work [12] investigated if an attacker could
modify, without being detected, the information sent from
the plant to the supervisor while causing the plant to reach
an unsafe state. If such modifications exist, the attacker
has an attack strategy to reach its goal. In [12], both the
plant and the supervisor were modeled as DFA, resulting
in an analysis of terms of all possible behaviors, without
quantification. In this paper, the plant is modeled as a PFA,
as our objective is to obtain quantitative results for attack
functions. Namely, we wish to investigate the likelihood of
an attack strategy reaching the unsafe region of the plant.
This probabilistic viewpoint is more general than the logical
viewpoint considered in [12].

First, let us formally define the model of an attacker.

Definition III.1. An attacker that hijacks the events in ¥,
in the communication channel between the plant and the
supervisor is defined as a map A : ¥* — X*. The map
A must satisfy the following conditions for any s € 3*:

1) If s =¢, then A(s) € 3%
2) If el € 2, then A(s) € B
3) If ekl € $\%,, then A(s) € {e}xx

The attack function A only defines the attack strategy
for the last event. In other words, it just expresses that the
last event el is substituted by A(s). For convenience, we
define the function A that recursively concatenates these
modifications for any string s € ¥*. For any s € ¥*, we
define A(s) = A(sl*I=1) A(s).

The introduction of the attack function A in the communi-
cation channel between the plant and the supervisor generates
a new controlled behavior. In fact, the supervisor S and the
attack function A can be combined to form a new supervisor,
denoted by S, where S4(s) = S o A(s) is the resulting
control action, under attack, after string s has been executed
by the system. Given Sy, we then obtain £(S4/H) as the
new controlled language, which is defined as follows:

1) e€ L(Sa/H)

2) s € L(Sa/H)Nse € LIH)Ne € Sa(s) & se €

L(Sa/H)
Remark 1: S 4/ H generates a p-language in the same manner
as S/H.

Remark 2: In the definition of the language of S4/H,
the attacker completes its string modification without any
interruption of the plant 1. In other words, the plant [ does
not execute any event in the middle of the attacker editions.

Next, we introduce the notions of complete and consistent
attack function. Intuitively, an attack function is complete if
it is defined for every string in the new controlled behavior
L(Ss/H). This means that the attacker always “knows”
what to do next. An attack function is consistent if its
modifications are consistent with the supervisor .5, i.e., the
supervisor receives an event that is possible in its current
state. In this work, we only consider complete and consistent
attack functions. The formal definitions of these notions are
given next.

Definition IIL.2. An attack function A is complete if for any
sin L(Sa/H), we have that A(s) is defined.

An attack function A is consistent if for any e € ¥, s in
L(Sa/H) s.t. se € L(Sa/H) with A(se) =t, then /™' €
S(A(s)t?) for all i € [t| — 1.

Since the controlled behavior under the influence of attack
function A is well defined by £(S4/H), we can define the
objective of the attacker based on this language. The attack
function is successful if 3s € Uy, such that s € L(S4/H).
Moreover, an attack function A is quantified by the proba-
bility of generating the strings s € Uy, N L(Sa/H), since
L,(Sa/H) is well defined. We define the winning level of
A to be the probability that S, /H generates unsafe strings.
Formally,

wing = Y Ly(Sa/H)(s) )

8€Uuns

Remark: Every string in U,,s is distinct, consequently
wing < 1.

The definition of the value win, makes it possible to
compare attack functions. For example, given two attack
functions A and A’, if win4 > win s, then it means that
strategy A is more likely to reach the unsafe region of H
than A’. A natural question to ask is if there exists an attack
function that is more likely to reach the unsafe region than
any other attack function. Formally, the problem is posed as
follows.

Problem IIL.1. [Optimal Attack Function Synthesis Prob-
lem] Given a plant modeled as PFA H, a supervisor modeled
as DFA R, and the set of compromised events ¥, C X,
synthesize a complete and consistent attack function A*, if
one exists, such that for any other complete and consistent
attack function A, the following holds:

WIN g+ > WiN A &)

IV. SOLUTION

The solution of Problem IIL.1 is obtained by relating
it to the lé-player reachability graph-game problem. We
start by showing the construction of the game arena and its
reachability objective using H, R, and X,. Next, we review
one technique to solve the reachability game. Finally, we



map the solutions of these two problems to each other in the
third part of this section.

A. Construction of the Arena

In the problem definition, we assume that H and R are
given as a PFA and a DFA, respectively. For this reason,
the vertices of player random are constructed based on these
two models. On the other hand, player 1 represents the attack
function. Therefore, its vertices are defined based on H, R
and X,. The arena for the lé-player reachability graph-game
is defined as follows.

Definition IV.3. Given plant H, supervisor R, and compro-
mised event set X, the game arena A = (G, A) is constructed
in the following manner.

e V1 C Xy x Xp X (Z U {6} U {€E|€ S Ea}) and
V, € Xy x Xpg. For a vertex v, we denote by vy, vgr
and v, the plant state, the supervisor state, and the last
event received by the supervisor, i.e., v = (vy, VR, Ve)
if v eViorv = (vyg,vg) if v € V,. The reason
for introducing the set {e.|le € X,} is to differentiate
vertices in V. (This will become clear once the set F
is defined.) Moreover, we treat the elements in this set
as empty strings when constructing strings of events.

o The set FE is defined as follows:

1) For any v,u € Vi st (vg,vg) ¢ Xuns, then
(v,u) € E if Je € X, st. ug = vy, ug =
ds(vg,e) and u. = e.

2) For any v € Vi s.t. (vg,vr) ¢ Xuns and u
V., then (v,u) € E with u = (vg,vg) if Je €
Py (ve) NTs(vr).

3) For any v € V, and u € Vi, then (v,u) €
E if 3e € Ty(vg) N Tg(vg) where v =
(0 (vE,e),vR,€.) if e € X, and (ug,ur) ¢
Xuns, or u = (0g(vm,e),ds(vr,e), e) otherwise.

m

o Post-Processing:
DIfv eV, ad fu € Vst (v,u) € E, then
(v,u) € E with u = (vg,vR,€)
« The probability function A is defined for any (v,u) € E
st.v € V, and u € Vi as A(v,u) = PYH"R where
ec X and ug = 5H(UH,€).

The rules defining the set F for arena A capture the
interaction between the controlled system and the attack
function. Rule 1 captures player 1 sending information to
supervisor R; for this reason only states in R are updated.
Rule 2 says that player 1, at that moment, does not want
to share any more information with R; it wants to wait for
the response of plant H. Moreover, rules 1 and 2 enforce
that states in X,,s; are absorbing, e.g., no transitions are
defined after these states are entered. Rule 3 is related to the
execution of events in [1. The post-processing on E ensures
that no deadlock is present in G.

In order to complete the construction of the game, we must
specify the reachability objective for player 1. This objective
must be aligned with the objective of the attack function in
Problem IIL.1. Formally, player 1 needs to reach any state

in Obj = {v € Vi|(vg,vR) € Xuns}. In this manner, the
reachability game is well defined by A and the set Obj;
in this regard, we set vo = (zo,u, To R, €) to be the initial
vertex. In order words, we only analyze runs of 4 that start
from vertex vy.

Example IV.2. In order to illustrate the construction of A,
recall the plant H and the supervisor R; shown in Ex. IL.1.
The compromised event set for this example is X, = {rE}.
Figure 3 represents A for the controlled system R;/H. In
Figure 3, the vertices in V) are represented by rectangles,
while vertices in V,. are identified by diamonds. The function
A is defined by the values in the edges between a random
vertex and a player-1 vertex, i.e., A((3,C), (1, 4,75)) = 1.

2,B,rE|

I
LA W]
1

Fig. 3: Arena for controlled system R, /H and ¥, = {rE}

B. Solution of 1%—player reachability graph-games

We briefly review one technique to solve lé—player reach-
ability games. The result is attributed to [6] and shown in
[5]. The optimal winning value for each vertex is calculated
by solving a linear programming (LP) problem [5].

In order to introduce the LP problem, some notation is
necessary. For any v € V, define val(v) to be the probability
that player 1 wins the game starting in v. The optimal value
of winning for each vertex in V' is the optimal solution to
the following LP problem. (Adapted from [5].)

minimize Z val(v), subject to

veV
val(v) > val(u) ifveViA(vu) €E
val(v) = Av,uw)val(u) if v eV,
(v,u)eEE
val(v) >0 veV
val(v) =1 v € Obj

(6)
Remark 1: The optimal winning strategy is defined based on
the optimal winning values of each vertex, i.e., memoryless
strategy. It is defined by simply selecting at each vertex
v € V; any neighbor with the largest optimal winning value.
Next, we show the optimal winning values and the optimal
winning strategy for the game .4 constructed in Ex. IV.2.
Remark 2: Although the formulation of the LP may appear
counter-intuitive at first (since the LP minimizes over the
winning values and the attacker wants to maximize the
winning values), it does find the optimal winning values
for each vertex. Specifically, examining the LP constraints
reveals that minimizing over the sum of val(v) does return
the maximal winning values.



Example IV.3. In Ex. IV.2, we presented the arena .4 for the
controlled system R;/H and ¥, = {rE}. Solving the LP
problem formulated as in Equation (6) for arena A and Obj
returns the optimal value val(1, A, ¢) = 1. Moreover, the op-
timal value is val(v) =1 for v € V\{(1, B,rE), (1, B,¢€)}

and val(v) = 0 for v € {(1,B,rE),(1,B,¢)}. One
optimal strategy is defined as o*((1,4,¢)) = (1,4),
o*((3,C,rN)) = (3,0), o*((LArS) = (L A),

o*((2,4,e.5)) = (2,A), 0*((4,C,rN)) = (4,C¢), and
0*((4,C,¢)) = (4,C,€). This strategy limits A within the
blue shaded region in Figure 3.

Similarly, we can solve the problem for system Rs/H
and ¥, = {rE}. Solving the LP problem for this controlled
system returns the optimal value val(1, D,e) = 1/2.

C. Solution of the Optimal Attack Function Synthesis Prob.

The definition of winning level is directly related to an
attack function A. In other words, once an attack function A
is fixed, we obtain the language £(S4/H) and consequently
the value of win 4. The same idea applies to the game played
in A; once the strategy of player 1 is fixed, we can calculate
the probability of winning the game at any vertex. The
construction of A and Obj ties these two problems together,
as we formalize in this section. First, we show that any finite
run in A starting from vy is related to a string in H.

Proposition IV.1. For every run p € Pref,,(A) with p =
0

v ... v", there exists s € L(H) s.t. du(zo m,s) = v}

The second proposition is also related to the construction
of A. While the first proposition relates A with H, it would
be interesting to have a converse proposition. Nonetheless,
this is not possible since A is constructed based on the
compromised event set .. For this reason, the proposition
below ties the relation between the language £(S4/H) for
any complete and consistent attack function A with finite
runs in A.

Proposition IV.2. Given any complete and consistent attack
function A, for any s € L£(Sa/H) and t = A(s), there
exists a unique p € Pref,, (A) with p = v%ulo! ... ulslylsl
s.t.t = toty ... ts, where v' € V{* is defined for all i € [|s]]
and k; € N as v* = v .. vk oyl € V., t; = v0.. vk
and v £ e,

Prop. IV.2 relates any pair of strings (s, A(s)), given an
attack function A, to a unique finite run in A. If we eliminate
the infinite runs that were added in the post-processing of
E in Def. IV.3, then there exists a one-to-one map between
pairs of strings and finite runs. Consequently, attack functions
can be related to strategies for the game .4 by a one-to-
one map. Note that, the runs related to (s, A(s)) follow the
pattern described in Prop. IV.2, e.g., p = v%ulvt .. u™o™.
Thus, the infinite runs are either because v™ generates a cycle
within vertices in Vi or p = v%ulv!.. . wfv7 .. uivI. The
proof of Prop. IV.2 gives us a way to convert any attack
function to a strategy, but it is unclear if the converse is
true. Lemma IV.1 below formalizes this one-to-one relation

between attack functions and strategies. First, we provide

more intuition about this relation since it is a key concept
for the results of this section.

Figure 3 helps us understand this one-to-one map for mem-
oryless strategies. Assume that strategy o is memoryless,
then A” is the substructure of A when the game is limited
by strategy o. In Figure 3, A°" is the substructure generated
by strategy o* as it was defined in Ex. IV.3. We want to show
that we can define an attack function based on ¢*, namely
Aa‘* .

Let us select the run p; = 0% = (1,4, ¢)(1, A),
since 0*(p1) € V;. The run p has only one vertex, thus
neither H nor R have evolved. For this reason, the pair of
strings (e, €) is associated with this run. Consequently, we
set A,+(€) = e. Next, select the run py = v0ulv0u? =
(1,A,¢)(1,A)(2,A,¢.5)(2,A). Plant H has evolved from
state 1 to state 2 in po, for this reason the string rE was
executed in H. On the other hand, the supervisor R did
not change its state in po, which means that the supervisor
observed string e, i.e., it remains in state A. Consequently,
the pair of strings (7F, €) is associated with po. In this case,
we set A,-(rE) = e. If we continue this process, A, will
be a well-defined complete and consistent attack function.

We just argued that from a memoryless strategy, one can
construct an attack function, and the proof of Prop. IV.2
shows the converse statement. Lemma IV.1 formalizes this
claim. Moreover, Lemma IV.1 does not make the assumption
of memoryless strategies.

Lemma IV.1. Any strategy o for the game A can be written
as a complete and consistent attack function A,. Conversely,
every complete and consistent attack function A can be
written as a strategy o4 for the game played in A.

Proof. We first show how to construct a complete and
consistent attack function A, given a strategy o for the game
played in A. The second part of the proof, to construct a
strategy o4 given an attack function A, follows from the
proof of Proposition IV.2.

We want to show that for any strategy o : V*V;, — V
we can define a complete and consistent attack function A, .
Since the strategy is fixed, we only analyze runs that are
generated by A restricted by the strategy o (A?), e.g. runs
that generate prefixes in Pref] (A). More specifically, to
generate A, only two types of runs are analyzed. These type
of runs are related to the case where for a specific s, A, (s)
is defined to be an arbitrarily long string, or a finite string.

Let us use the same notation as in Proposition IV.1 to
describe these runs, e.g. v* € V;* and u® € V, for i € N.
The first case is the infinite runs that are described in the
following form.

p1 =%l umo” 7

Thus, the sequence of vertices in v™ form a cycle.
In other words, after a finite prefix the run remains
only in Vj vertices. For example, if we define o for
the arena in Figure 3 as o((1,4,¢)) = (1,B,rE),
o((1,B,rE)) = (1,B,¢€) and o((1, B,€)) = (1, B, ¢€), then



run (1, A,€)(1,B,rE)(1,B,€)(1, B,¢) ... belongs to A”
and it follows the pattern as in Equation 7.

The second case is the infinite runs that are incrementally
defined by the following prefixes.

pa = v0utot L um (8)
Therefore, it is all the runs that alternate between a finite
sequence of vertices in V7 and one vertex in V..

We build A, incrementally, starting with ¢ = 0. For the

initial condition, if there exists an infinite run p; = 0 =
090001 | then we define A, (e) = v2%0! ... . Otherwise,

we select the run po = v°u! and define A, (¢) = v%0 ... v0%o,
Note that, these two cases are mutually exclusive and A, (¢)
is only defined once. If the run p; = v = v%%%! .| exists
in A“ then the run py = vu’ will not exist.

For 7+ = 1. In this case, we first select all the infinite
runs p; = v%ulv! as in Equation (7). The run p; is related
with the pair of strings (s,t), where s = el with v} =
Su(ul,el) and t = tot; with tg = v20.. . v%0 and ¢, =
v10lt. ... Thus, we define A, (s) = t;.

Similarly, we select all finite runs po = vulv'u? as
in Equation (8). The run p, is related with the pair of
strings (s, t), where s = e; with v}y = dy(up,e;) and
t = toty with t; = vi°...v2" for j € [1]. Thus, we define
A, (s) = t1. The difference between the two runs is that ¢;
is an arbitrarily long string for the first type of runs. On the
other hand, ¢; is a finite string for the second type of runs.

Let us generalize A, for any ¢ € N. First select all the
infinite runs p; = v ulv! ... u'v® as in Equation (7). The run
p1 is related with the pair of strings (s, t), where s = e} ... ¢!
with vl = 0 (ul;, el) for j € [i]* and t = tot, ... t; with
t; = vi%. . vik for any j € [i] and ¢; = v%!!.... Thus,
we define A,(s) = t;. Similarly, we select all the finite
runs py = v%ulvl. .. wv? as in Equation (8). The run po
is related with the pair of strings (s,t), where s = e} ...e!
with vl = 8 (uly,el) for j € [i|* and t = ty...t; with
t; =30 vl for j € [i]. Thus, we define A,(s) = t;.

Each run in the set of runs in A° and that follows the
pattern of Equation (7) or (8) has a one-to-one map to a
string s that is executed in L(H ). For this reason, A, (s) is
a well defined map. Note that A, is complete and consistent
by construction. Moreover, A, is uniquely defined.
Remark: Proposition IV.1 says that there exists a string in
L(H) for every finite run in .A. The strategy o induces a set
of runs in A, which is normally a subset of all runs generated

by A. It is only for these runs that we define A,. O

The second lemma is a direct consequence of Lemma IV.1.

Lemma IV.2. Given a strategy o for the game .4 and
objective Obj, then wina, = val,(vg), where vy is the
initial vertex of A and wval,(vg) is the value of winning
the game with strategy o. Conversely, given a complete and
consistent attack function A, then wing = val, , (vo).

Finally, we are able to state the main theorem of the paper.
The theorem ties the solution of the 1%-player reachability

graph-game defined by A and the set Obj with the solution
of Problem IIL1.

Theorem IV.1. Consider the lé-player reachability graph-
game defined by A and the set Obj. If ¢ is an optimal
strategy for the 1%-player reachability graph-game, then A,
is a solution for Problem IIL1.

V. CONCLUSION

We have considered the problem of synthesis of attack
functions for sensor deception attacks at the supervisory level
of feedback control systems, where the system is modeled
as a probabilistic finite-state automaton controlled by a
given deterministic supervisor. Given the stochastic nature
of the system model, attack functions were quantified by
the likelihood of reaching the unsafe region. We leveraged
techniques from supervisory control of discrete event systems
to formulate the problem, and techniques from stochastic
graph-games to solve it. In the future, it would be of interest
to investigate defense measures for the supervisor to prevent
such attacks from succeeding.
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