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ABSTRACT

Manipulation of objects with underactuated dynamics remains a challenge for robots. In contrast,
humans excel at ‘tool use’ and more insight into human control strategies may inform robotic control
architectures. We examined human control of objects that exhibit complex — underactuated, nonlin-
ear, and potentially chaotic dynamics, such as transporting a cup of coffee. Simple control strategies
appropriate for unconstrained movements, such as maximizing smoothness, fail as interaction forces
have to be compensated or preempted. However, predictive control based on internal models
appears daunting when the objects have nonlinear and unpredictable dynamics. We hypothesized
that humans learn strategies that make these interactions predictable. Using a virtual environment
subjects interacted with a virtual cup and rolling ball using a robotic visual and haptic interface. Two
different metrics quantified predictability: stability or contraction, and mutual information between
controller and object. In point-to-point displacements subjects exploited the contracting regions
of the object dynamics to safely navigate perturbations. Control contraction metrics showed that
subjects used a controller that exponentially stabilized trajectories. During continuous cup-and-
ball displacements subjects developed predictable solutions sacrificing smoothness and energy
efficiency. These results may stimulate control strategies for dexterous robotic manipulators and
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human-robot interaction.

1. Introduction

Physical interaction with objects and tools is a hallmark
of human behavior as highlighted by the central role of
increasingly sophisticated tools in the evolution of homo
sapiens. Despite rapid development in robotic manipu-
lation, humans still easily outperform robots in dexter-
ous and adaptive behavior, especially when interacting
with objects and using tools. This is remarkable as the
human sensorimotor system appears inferior to robots
in many ways: the information transmission speed is
extremely slow, the actuator bandwidth is significantly
smaller, and there is pervasive noise at all levels of the
human sensorimotor system. This disparity between the
biological and robotic systems raises the question of
how humans achieve their remarkable dexterity. Human
manipulation skills become particularly fascinating when
the objects have internal degrees of freedom that add
complex dynamics to the interactions. For example, it
is part of daily life to handle objects that contain flu-
ids such as a cup filled with coffee [1] or carry a tray to
serve food. It is fair to say that humans even seek such
complex challenges as demonstrated in many sports and

circus acts, such as gymnastics with a ribbon or crack-
ing a whip, both objects with infinitely many degrees of
freedom [2]. Better understanding of the human senso-
rimotor control system may lead to advances in robotic
control, specifically in manipulation.

Several existing approaches to robot control have
already drawn inspiration from biological motor control.
Most prominently, robotic locomotion has been inspired
by central pattern generators in animals, which are semi-
autonomous rhythm generators located in the spinal cord
of vertebrates [3,4]. The control of posture and balance in
bipedal robots has included feedback loops with different
time delays simulating those of humans [5]. Consider-
ably fewer bridges to biological system have been seen in
the area of manipulation. One exception is the framework
of Dynamic Movement Primitives (DMP) that has been
inspired by nonlinear dynamics and human research on
discrete and rhythmic behaviors [6-8]. This framework
has been applied to a variety of behaviors with visible
success [9,10]. A deeper understanding of human motor
control has also provided insights to improve physi-
cal interaction and collaboration between humans and
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robots. For example, a recent study showed that when
following a robot trajectory that shared the same velocity-
curvature relation as human movements, the human
actor exerted less force on the robot [11].

Most studies on object manipulation in human motor
control have been limited to examine grip forces when
holding or transporting solid objects [12-16]. The rel-
atively small number of studies on the manipulation of
more complex objects has focused on two tasks: bal-
ancing a pole, i.e. an unstable object, and manipulating
a linear mass-spring system. Several studies on human
pole balancing proposed a range of modeling concepts:
intermittent or continuous control, predictive control
with forward or inverse internal models [17-19]. For the
manipulation of a linear mass spring, the modeling of
human performance has been confined to optimization-
based models of the controller, with objective functions
such as ‘crackle’, i.e. minimizing the fifth derivative of a
trajectory [20], optimizing the trade-off between accu-
racy and effort [21], minimizing the acceleration of the
center of mass [22], and minimizing a dynamically con-
strained jerk [23].

While these studies have provided interesting results,
most of these approaches assumed that the human has, or
eventually learns, a precise internal model of the manip-
ulated object. This model is then the reference for online
and predictive control [24]. While plausible and rational,
it is difficult to imagine that this approach can extend to
dynamically more complex objects, i.e. objects with non-
linear, underactuated, and potentially chaotic dynam-
ics that are inherently unpredictable. Furthermore, fully
relying on feedback to correct for inaccurate predictions
is not sufficient as the feedback delays in the human neu-
romotor system are astonishingly long: compared to mil-
liseconds in robots, human transcortial feedback loops
are in the order of at least 200 ms [25]. The more com-
plex the information that is processed, the longer the
loop times become. Given the instantaneous nature of
interactions, such delayed corrective feedback is unlikely
to be successful. We therefore argue that learning accu-
rate and precise internal models to serve for predictive
control may not be the primary strategy for humans.
Rather, we hypothesize that humans learn control strate-
gies that modify the interactions with the object to be
more predictable. Predictability is a concept that is core
in a large range of scientific disciplines. In the context
of human physical interaction with complex objects, we
defined predictability as the degree to which the dynam-
ical behavior of the object can be predicted. This implies
that the uncertainty about the object’s future behavior
is low, which makes it easier for humans to predict the
object motion, at least in the short term. We argue that

predictability can be achieved by simplifying the dynam-
ics of the interaction and by seeking stable regimes.
Predictability may then afford simpler internal models.

To test this hypothesis, we examined the control strate-
gies that humans employ when physically interacting
with a dynamically complex object. The experimental
task was motivated by the everyday action of carry-
ing a cup of coffee: A cup filled with coffee exempli-
fies a dynamically complex object that is underactuated,
nonlinear, and potentially even chaotic. We conducted
four studies that tested the hypothesis that humans seek
to increase predictability of the object dynamics when
physically interacting with such a dynamically complex
object. To examine human control strategies, we have
adopted a ‘task-dynamic’ approach: rather than positing
a hypothetical control strategy, we first examine the task
with its dynamics and constraints and derive the solu-
tions that the task affords [26]. This allows for minimal
assumptions, if any, about the human neuromotor con-
troller. By analyzing what is known, namely the physical
task, and the possible solutions, we can determine the
variables that are under control of the performer and
determine the space of all task results. Exact quantita-
tive hypotheses can then be formulated for select execu-
tions to identify which criteria were of primary concern
or, in some cases, which costs were minimized by the
performer.

This paper reviews and integrates the results of four
different studies on human manipulation of complex
objects with the goal to present a human-based perspec-
tive on object control to the robotics community. The
specific objective is to present how the umbrella con-
cept of predictability may inform about human control
strategies, in the hope that this may stimulate new control
strategies for dexterous robotic manipulation. The paper
is organized as follows. Section 2 presents the experimen-
tal task and the model of the complex object with which
the subjects interacted, namely the cup-and-ball system.
Section 3 illustrates the challenges presented by complex
object manipulation and we show that current models
of human control are insufficient emphasizing the need
for new control principles in human manipulation. The
complex properties and demands for the control of the
cup-and-ball system are illustrated in Section 4. Section 5
reviews two experiments involving discrete movements,
where predictability is quantified as stability. Rhythmic
movements are examined in Section 6 where predictabil-
ity is quantified by the information-theoretic concept of
mutual information. In Section 7 the results and their
implications are discussed, and we conclude the paper
in Section 8 with a discussion of how these insights may
inform robotics.
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Figure 1. (A) Real and simplified task. (B) Mechanical model. (C) Virtual environment with a subject operating the HapticMaster robot

to manipulate the virtual cup. (D) Screen display.

2. The task: moving a cup of coffee

Transporting a cup filled with sloshing coffee is an exam-
ple of a physical interaction with a dynamically complex
object that has served as the testbed for our theoretical
and experimental studies. However, modeling a realis-
tic 3-dimensional cup with moving fluid requires solv-
ing nonlinear partial differential equations that immedi-
ately shows the computational challenge [1,27]. To turn
this task into an experimental paradigm that can pro-
vide insights into control, the complexity of the object
was significantly reduced, yet the essential elements of
this dynamical system were retained: underactuation and
nonlinearity, where the latter could induce chaotic behav-
ior. The cup was simplified to a 2-dimensional semicir-
cular arc with a ball rolling inside [28,29], representing
the sloshing coffee (Figure 1(A)). The ball’s motion was
modeled by a pendulum suspended from a cart; the arc
of the cup corresponded to the ball’s semicircular path
(Figure 1(B)). The motion of this 2D cup was limited
to the horizontal axis only. To eliminate the complexity
of the high-dimensional grasping forces the hand inter-
faced with this dynamic system only via a single port
(Figure 1(B)). To measure human control of this dynamic
object, this model system was implemented in a virtual
environment with a visual and haptic interface using
a robotic manipulandum (Figure 1(C)). For all exper-
iments, a projection screen displayed the cup-and-ball
system moving between a start box (Box A) and a target
box on a horizontal line (Box B) (Figure 1(D)). The size
and distance between the two boxes varied between the
experiments, but were between 8 and 45 cm.
Mechanically speaking, the simplified system is equiv-
alent to the widely studied undamped cart-and-pendulum
system. The cart represents the cup that moves hori-
zontally, although the cart is not shown; the ball is the
pendulum bob attached to the cart via a massless rod.

The arc of the pendulum is shown visually to represent
the cup. Subjects controlled the ball indirectly by apply-
ing forces to the cart/cup. The ball could be lost when
its angle exceeded the rim angle, equivalent to ‘spilling’
the coffee. The equations of motion of this cup-and-ball
system were

(m+ M)x = ml (¢2 sin(¢) — ¢ cos(qb)) + F, (1)
Ip = —gsin(¢) — & cos(¢), (2)

where x denoted the position of the cart, ¢ denoted the
pendulum angle with a counter-clockwise positive con-
vention, m was the mass of the pendulum bob, M was
the mass of the cart, I was the length of the massless pen-
dulum rod, and g denoted gravitational acceleration. The
force exerted by the human subject on the handle of the
robotic manipulandum was F.

Subjects manipulated the virtual cup-and-ball system
via an admittance-controlled robotic manipulandum,
which also exerted forces from the virtual object back
onto the hand (HapticMaster, Motekforce, NL; [30]). The
HapticMaster had 3 controllable degrees of freedom, but
was constrained to move on a horizontal line for the
experiments. The pendulum’s ¢ and ¢ were computed
using a 4th-order Runge-Kutta integrator. The force that
the ball imparted on the cup, Fpyy, was computed based
on (1) Fpay = ml(¢? sin(¢) — ¢ cos(¢)) and presented
as haptic feedback to the subject. This force, combined
with any forces exerted by the subject F, accelerated
the virtual mass (m + M). The robot motors moved the
manipulandum according to X and the visual display
was updated with a negligibly small delay. The force
applied by the participants to the manipulandum and the
kinematics of the ball and the cup were all recorded at
120 Hz.
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3. Minimum jerk trajectory of the hand is not
sufficient

In human motor control, a host of studies have shown
or assumed that smoothness is a primary criterion that
humans optimize [31-33]. Specifically, minimization of
jerk has been the most common description for hand tra-
jectories. Note though that the majority of studies have
focused on simple unconstrained reaching movements,
typically confined to the horizontal plane [34,35]. A few
studies have generalized this notion and proposed that
minimum jerk of the hand is also a reasonable description
of how humans manipulate linear mass-spring systems
[23,36]. However, this model has not yet been tested
when the interaction included more complex objects. To
demonstrate the scope and limitations of this control
model for movements involving interactions, we con-
ducted a simple simulation.

Subjects (n = 4) interacted with the virtual cup-and-
ball system in two different ways: To simulate uncon-
strained reaching, the ball was fixed to the bottom of the
cup. In this condition, the subject essentially interacted
with a rigid object with a mass equal to the summed mass
of cup and ball. In the interactive condition, the ball was
free to move inside the cup subject to the force applied to
the cup. In both cases, subjects were instructed to move
the cup-and-ball system 45 cm from Box A to Box B at
a comfortable pace (Figure 1(D)). The experimental ses-
sion was comprised of 4 blocks of 30 trials (120 total).

The conditions in the blocks alternated between the rigid
system and the dynamic cup-and-ball system.

Figure 2 displays the velocity profiles of the cup (equiv-
alent to the hand profiles) and the ball for one repre-
sentative subject. The figure shows the last 10 trials of
each condition; one representative human profile is high-
lighted by the bold blue line. This profile is compared
with the simulated profile using the minimum jerk crite-
rion. Figure 2(A) shows the rigid object condition where
the subject interacted with the object when the pendulum
was fixed: as demonstrated before, the hand trajectories
show a repeatable bell-shaped profile with some symme-
try in the ascending and descending branch. This pro-
file was well approximated by the minimum jerk profile
shown in Figure 2(A), bottom panel. However, this coin-
cidence disappeared when the subject interacted with the
dynamic cup-and-ball system (Figure 2(B,C)). The veloc-
ity profiles of the cup were no longer bell-shaped, but
contained additional ‘shoulders’ and "humps, caused by
the moving ball acting back upon the cup. The ball tra-
jectories were relatively variable, especially in the later
segment, but converged to a profile with one undulation
before coming to rest. Figure 2(B) (bottom panel) directly
compares one representative human cup velocity profile
with the simulated cup profile generated by an input F
that would generate a minimum jerk cup trajectory in the
rigid object case. When using this smooth cup profile to
move the non-rigid system, Figure 2(C) (bottom panel)
shows the resulting ball profile: the time course of the

Rigid Object Cup and Ball
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Figure 2. (A) Experimental and simulated cup trajectories when the ball was fixed to the bottom of the cup. (B) Experimental and
simulated cup trajectories when the ball was free to move. (C) Experimental and simulated ball trajectories when the ball was free to

move.



ball trajectory differs significantly, with large ball angles
that may lead to a loss of the ball. This illustration clearly
suggests that the subject compensated for the ball force,
with the final result that the ball has only low-amplitude
oscillations at the target.

This simple demonstration highlights that while
the minimum jerk principle is successful for generat-
ing unconstrained point-to-point movements, it is not
appropriate for interacting with a complex object. More
generally, these results demonstrated that insights gained
from studying unconstrained reaching movements have
limited value to complex interactions with objects. This
highlights the need for other control principles that are
ultimately able to generate the rich behavioral repertoire
that humans exhibit - control principles that robots can
mimic.
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4. Chaos and unpredictability in the
cup-and-ball system

Consider the task of oscillating a rigid object or a lin-
ear mass-spring system with the goal of attaining a spe-
cific periodic behavior. The resulting amplitude and fre-
quency of oscillation are linearly related to the applied
external force. In contrast, a nonlinear system such as
the cup-and-ball system does not exhibit such a lin-
ear mapping: the same external force input can cause
the system to oscillate at a range of different frequen-
cies. For extended durations, the dynamics can become
unpredictable, and even chaotic.

To illustrate that the relatively simple, yet nonlin-
ear cup-and-ball system can exhibit chaotic behavior, at
least when the interactions are extended in time, inverse
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Figure 3. (A) Required force profile for maintaining a sinusoidal cup motion when ¢y ~ —28.4 deg. The resulting cup and ball trajecto-
ries are also displayed. (B) Required force profile for maintaining the same sinusoidal cup motion in (A) when ¢o ~ 17 deg. The resulting
cup and ball trajectories are also displayed. (C) Diagram of strobed forces to summarize the complexity of the required input forces for
different initial conditions: For every initial ball angle, at every maxima of cup displacement, the value of F was determined, as displayed
by the red points at each peak in (A) and (B). The resulting strobed force value was plotted vertically above the initial ball angle to obtain
the marginal distribution of the strobed force profile. These distributions were obtained for each simulation with different ¢o.
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dynamics simulations were used to obtain the force F
required to sustain a specific oscillatory motion of the
cup. Starting from different initial ball angles ¢ with the
initial angular velocity set to 0, forces F were generated
that produced a cup trajectory with a given amplitude A
and frequency f. Figure 3 displays two simulations that
started from different initial ball angles, but produced
the same oscillatory movement of the cup, albeit with
very different ball angles. Inverse dynamics calculations
reveal that the force profiles required to produce this cup
movement are qualitatively different in the two cases.
In Figure 3(A), the force is periodic and predictable,
whereas in Figure 3(B) it is highly irregular and poten-
tially chaotic. To characterize the patterns of force profiles
in relation to the cup dynamics, the system was simulated
for different initial ball angles and the force profiles were
generated. To summarize the (ir-)regularity of the force
profiles for the different initial ball angles, the force pro-
files were strobed, i.e. sampled at the time of each peak
in the cup displacement. The resulting force values were
projected to obtain the marginal distributions for each
simulation. These marginal distributions of strobed force
values were plotted as a function of initial ball angle ¢ in
Figure 3(C). This figure shows essentially input-output
relations, ie. force input and ball output. The figure
reveals a pattern similar to the period-doubling behav-
ior of chaotic systems [37], implying that for some initial
conditions, the system is chaotic. (Note though, that this
inverse dynamics does not consider any feedback pro-
cesses that may occur in real manipulation, but only
characterizes the behavior of the cup-and-ball system.)
Nevertheless, this figure has important implications for
the control of this dynamic system: small changes in ini-
tial states can dramatically change the behavior of the
system and render it essentially unpredictable in the long
term. Such small perturbations readily arise from the fact
that human movements are always variable due to their
intrinsic noise.

5. Predictability and stability

We hypothesized that humans seek solutions with pre-
dictable object behavior. While plausible and intuitive
at first sight, predictability is an umbrella concept with
multiple features that can be mathematically defined in
several ways. A first proposition to operationalize pre-
dictability is in terms of stability: A dynamic system
that is stable rejects small perturbations and returns to
its attractor. This attractor is an invariant set, present
throughout the evolving dynamics, and is therefore pre-
dictable. This obviates the need for explicit error correc-
tions and extensive computations based on an accurate
and precise model of the system’s nonlinear dynamics.

When the system is at a stable attractor, model-based
closed-loop control becomes less critical. Stability also
provides robustness to the ubiquitous noise present at
all levels of the sensorimotor system. We therefore pro-
ceeded to evaluate stability of the human trajectories
when moving the cup-and-ball system to a target.

5.1. Quantifying predictability as stability or
contraction

To assess stability, existing methods require and assume
the behavior to be at steady-state, i.e. close to or at a
fixed-point attractor or a limit cycle [38]. However, for
the task of manipulating the cup-and-ball system, these
assumptions do not hold: performing a point-to-point
movement does not reside on either of these two attrac-
tor types. Even if there is an attractor, it is not known. We
propose that contraction analysis, a differential form of
stability analysis for nonlinear dynamical systems, is an
appropriate tool for this scenario [39]. Contraction anal-
ysis quantifies the convergence or divergence of neigh-
boring trajectories in state space. A favorable property
of contraction analysis is that it does not require knowl-
edge of the stable solution/attractor. This is useful for
studying dynamically complex physical interactions as in
the model task studied here. When transporting the cup-
and-ball system from a starting to a target position the
system is not at steady state, but rather in a transient state.
Consider a nonlinear dynamical system

x=flx1), (3)

with two neighboring trajectories x(t) and x*(¢), which
are two solutions of (3) with initial conditions xy and
xg, respectively. At any given fixed time, the infinitesi-
mal distance between these trajectories is denoted as §x
and referred to as the virtual displacement (Figure 4(A)).
The temporal evolution of this virtual displacement is
governed by the exact differential relation

f

B (x,t)éx, (4)

8x =
from which we can derive the equation for the squared
distance

%(SxT(Sx) = 28ng—£8x. (5)

We can see that if the Jacobian df/9dx is uniformly neg-
ative definite, then the virtual displacement ||§x|| con-
verges exponentially to zero. A contraction region is any
region in the state space in which this negative definite-
ness property holds. Mathematically, the Jacobian is said
to be uniformly negative definite if all eigenvalues of its
symmetric part are uniformly negative definite.
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Figure 4. (A) Two solutions of the same dynamical system start-
ing from different initial conditions, xo and x5, displaying contract-
ing behavior. The virtual displacement 8, between the trajectories
is shown. (B) Two solutions of the same dynamical system starting
from different initial conditions, zg and zjj, displaying diverging
behavior.

Contraction is only a sufficient condition for exponen-
tial convergence. A both necessary and sufficient con-
dition for exponential convergence can be formulated
by considering a continuously differentiable coordinate
transformation of the system

8z = O(x, )8x, (6)

where O(x,t) is a square matrix that satisfies eTe >
0. ® is referred to as the contraction metric and the
generalized Jacobian is now
K= (®+®%> o (7)
0x
In this new frame, a contraction region is one where the
generalized Jacobian is uniformly negative definite.

To summarize, a region of the state space is said to be
contracting if there exists a metric © (x, t) with eTe >
0 such that 1/2(K + KT) < 0. Any trajectory entering a
ball of constant radius around another trajectory within
a contraction region remains in that ball and converges
exponentially to that trajectory.

This theoretical framework was applied to the point-
to-point movements of the cup-and-ball system collected
in human experiments.

5.2. Study 1: navigating perturbationsin a
point-to-point transport task

Human subjects (n = 7) were instructed to transport the
cup-and-ball system from Box A to Box B (Figure 1(D)),
without losing the ball [38,40,41]. To create an additional
challenge and make stability a useful feature for success,
a perturbation of magnitude 40 N, duration 20 ms, was
presented at 60% of the travel distance. The position of
the perturbation was displayed as a small bump, but the
virtual cup moved through the bump and remained on
the horizontal line. This perturbation acted either in the
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direction of motion of the cup, which is referred to as
assistive, or it acted against it, referred to as resistive.
Importantly, the perturbations were visible and present
in every trial so that subjects could learn how to navigate
the perturbation. Subjects were instructed to perform
the discrete movement as fast as possible (the distance
between the boxes was 45 cm). The experiment consisted
of 4 blocks: Block 1 comprised 60 trials without pertur-
bation to allow subjects to familiarize themselves with
the task. Blocks 2 and 4 comprised 60 trials each and
involved a series of either assistive or resistive pertur-
bations, respectively. Block 3 presented 10 unperturbed
trials to separate the two perturbation conditions. The
hypothesis was that subjects would learn to exploit con-
traction regions to accommodate for these perturbations.
If so, these strategies should be distinct for the two types
of perturbations.

To make the task sufficiently challenging, the simu-
lated dynamics incorporated a positive gain for the cup
acceleration; this rendered the ball movements more sen-
sitive to the force applied to the cup. Further, to ensure
the existence of contraction regions, the system had to
include energy dissipation. This was achieved by adding
damping to model the coupling between the hand and
the object, i.e. including hand impedance. The modified
dynamical model of the system was

(m 4+ M)i = ml ($* sin(¢) — ¢ cos(¢)) + F — Bx, (8)
lp = —g sin(¢) — Gx cos(¢), (9)

where B is the damping coeflicient and G is the cup
acceleration gain factor.

In the system’s canonical form presented in (8)-(9),
the Jacobian was not uniformly negative definite in any
region of the state space. However, this did not rule out
the existence of contraction regions since negativity of the
Jacobian is only a sufficient condition. Therefore, the next
step was to find a contraction metric that would reveal the
contraction regions of the system. This was achieved by
solving the following differential equation, adopted from
(39]

30
/T =-6 (10)

where f is the vector field describing the dynamics of the
system and J is the Jacobian of the system in its canonical
form (8)—(9). This partial differential equation was solved
numerically to obtain the contraction metric, which in
turn enabled the computation of the generalized Jaco-
bian K. The contraction regions of the system were then
computed by checking the points in the state space where
K was uniformly negative definite. Note that the force F
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region. (B) Late trial: the subject encountered the perturbation entirely inside a contraction region. P~ denotes the instant just before
the perturbation while P denotes the instant after the perturbation. The black arrowhead indicates the starting point of the trajectory.
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Figure 6. Human trajectories for the condition with resistive perturbations. (A) Early trial: in this trial, the subject dropped the ball from
the cup, hence the trajectory ends just after PT. (B) Late trial: the subsequent trajectory after the perturbation entered a contraction
region. P~ denotes the instant just before the perturbation while P* denotes the instant after the perturbation. The black arrowhead
indicates the starting point of the trajectory. The exact ellipse indicates pendulum oscillations for zero cup velocity at the target box.

does not contribute to the Jacobian, and hence this anal-
ysis only revealed contraction regions of the open-loop,
unforced system.

With this theoretical framework, the human data
could be evaluated. To test the hypothesis that sub-
jects exploited the contraction regions, the experimen-
tal trajectories of the cup-and-ball were plotted in
3-dimensional state space. The calculated contraction
regions were then overlaid and displayed as volumes.
Figure 5(A) illustrates an early trial of one representa-
tive subject when facing an assistive perturbation, while
Figure 5(B) shows a late trial of the same subject navi-
gating the same perturbation. At the beginning of prac-
tice, the trajectory did not pass through any of the con-
traction regions. However, with more practice, the sub-
ject learned to enter the contraction region just before
the onset of the perturbation, causing the perturbation

to occur within the contraction region. This mitigated
the destabilizing effect of the perturbation. For resistive
perturbations, a different strategy emerged. Similar to the
assistive perturbations, early trials did not approach the
contraction regions (Figure 6(A)). However, with prac-
tice subjects shaped their trajectories to pass through a
contraction region directly after the perturbation. This
attenuated the destabilizing effects of the perturbation
(Figure 6(B)). This pattern was consistent across all sub-
jects.

These observations supported our hypothesis that
subjects exploited contraction regions to preempt desta-
bilizing and unpredictable perturbations that would
require computationally expensive corrections. In more
general terms, we propose that these findings provide first
support for the hypothesis that humans seek predictabil-
ity via stability in complex object manipulation.



5.3. Study 2: control contraction metrics for
assessing stability

So far, the contraction analysis only identified the con-
traction regions of the free unforced system; the human
control input was not included in the analysis. As a
next step we extended the question to ‘Does the human
control policy actively seek to stabilize the cup trajecto-
ries and make them contracting?” To answer this ques-
tion, our approach was to use existing control design
methods to develop a stabilizing controller and com-
pare its output to the human force applied. Several con-
trol design tools exist for the stabilization of nonlinear
systems: Lyapunov-based [42], passivity-based [43], and
contraction-based [44]. For the same reasons we men-
tioned before, a contraction-based method was chosen:
the concept of control contraction metrics (CCMs) was
leveraged [44]. A CCM is a contraction metric that guar-
antees the existence of an exponentially stabilizing (con-
tracting) controller for any dynamically feasible trajec-
tory of a nonlinear system. First, the system has to be
expressed in its control-affine form:

X = f(x) + B(x)F. (11)

Then, the CCM is mathematically defined as one that
satisfies the following conditions [44]:

b .
8biM(x)—|—M(x)a—=0, i=1,....,m (12)
x

5T (8fM(x) + M(x)i—i) 5y < —208TM(x)8,,  (13)

where M is the CCM, b; is the ith column of B, §x is
an infinitesimal displacement, and A > 0 is the contrac-
tion rate. The first condition (12) ensures that, along the
actuated directions in the vector field, distances are pre-
served and trajectories do not diverge. Condition (13)
ensures that, in the uncontrolled directions orthogonal
to the controlled ones, the system is naturally contract-
ing. In principle, CCMs are a generalization of control
Lyapunov functions (CLFs), where the energy of the
geodesics between neighboring trajectories is the CLF
[45].

The search for a CCM can be written as a convex opti-
mization problem by considering the dual of (12)-(13):

L —

BbiW(x)—?)—l;W(x)zo, i=1,....,m (14)
BY (~ W) + A HIW@ + 2AW () ) BL <0,
(15)

where W is the dual metric W(x) := M(x)~!, A(x, F) :=
(3f/dx) + 31" (3b;/3x)F;, and B satisfies BT B = 0. A

ADVANCED ROBOTICS (&) 9

computationally tractable finite-dimensional approxima-
tion of this CCM feasibility problem can be obtained by
casting it as a Sums-of-Squares (SOS) program; the met-
ric W is parameterized as a matrix of polynomials, and
the Linear-Matrix-Inequality (LMI) (15) is relaxed and
expressed as a SOS constraint [46].

Once a CCM is found, its corresponding exponentially
stabilizing controller can be defined. Importantly and
consistent with our task-dynamic approach, the analysis
made no assumptions about the structure of the human
controller. Rather, the experimental measurements of
force from the subjects performing the task were eval-
uated at each time instant and compared to the values
that an exponentially stabilizing controller would gen-
erate. On that basis, each data point of a given human
trajectory was classified as either contracting or not. In
each experimental trial, the degree of contraction was
quantified by the number of data samples that showed
contraction divided by the total number of samples of the
trial, which we referred to as the contraction ratio.

Figure 7(A) shows the mean contraction ratios for
every trial across all subjects. The increase across trials
indicated that with practice subjects learned to stabilize
more or longer segments of their trajectories. Correlating
the contraction ratio to trial duration, a strong and statis-
tically significant correlation was present (Figure 7(B,C)).
Note that trial duration was one metric for the goodness
of task performance as subjects were instructed to nav-
igate the perturbation as fast as possible. This suggested
that subjects achieved better and faster performance by a
strategy that contracted their trajectories.

For a subsequent analysis, successful trials for each
perturbation type were split into two categories: fast and
slow, based on the average trial duration. When averaging
the trials in each category and summing the contract-
ing regions, fast trials showed more contracting segments
than slow trials. Figure 8 shows the average cup velocity
over the horizontal position; the color gradient expresses
how many trials at each instant were contracting. In both
assistive and resistive conditions, the fast trials had more
contracting segments directly prior to and immediately
after the perturbation onset than the slow trials. This
indicated that subjects utilized contraction to attenuate
the effect of the perturbation.

Integrating the results of these two studies, we deduce
the following. While both studies showed that humans
sought contraction at the onset of the perturbation,
whether by guiding the system to a contraction region
or by rendering the trajectories contracting through con-
trol effort, the second study revealed insight beyond this.
An important element of the subjects’ strategy was pre-
empting the perturbation by contracting the trajectory
before impact, and then following through by contracting
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the trajectory after the perturbation as well. Together,
these two different analyses are complementary since
they reveal to what degree the subjects relied on the
objects passive stability properties versus actively stabi-
lizing the system through control effort.

These two studies are the first that applied contraction
analysis to human data showing that contraction analysis
is a suitable tool to provide insights into human move-
ments. Importantly, the results were consistent with our
hypothesis that humans sought to increase contraction
to preempt the effect of perturbations that cause unpre-
dictable after-effects. These findings support that humans
seek stability as one way to make the complex interac-
tions predictable and potentially avoid error corrections.
We propose that this human strategy may also inspire
roboticists to develop control algorithms that generate
contracting trajectories in robots. In fact a recent study
has initiated efforts in that direction by applying control
contraction metrics for generating robust motion plans
for quadrotors [47].

6. Predictability and mutual information

The two previous studies pursued stability or contrac-
tion as a way to quantify predictable interactions in
a point-to-point movement. In these short movements
that started with defined initial conditions, the dynam-
ics remained relatively simple. To allow for more complex
dynamics in this simple model task, two complemen-
tary studies investigated extended interactions with the
cup-and-ball system that revealed more of the challenges
arising from the nonlinearity of the complex object. To
test the hypothesis that humans seek predictable interac-
tions, these studies used an alternative measure, mutual
information, to quantify predictability.

Mutual information is a nonlinear correlation mea-
sure defined between two probability density distribu-
tions of two random variables; it quantifies the informa-
tion shared between the two signals. For the present pur-
pose, mutual information (MI) was calculated between
the applied force F and the motion of the object, captured



by the phase of the ball ¢,

P(pn.F)

MI(¢ph’F) // P(¢ph’F)ln [p(¢ h)p(p)] d¢phdF;
(16)

where p(.) denotes a probability density function. In this
context, MI quantifies the degree to which the long-term
evolution of the applied force can be predicted if the
object’s trajectory was known [48,49]. Ml is a scalar mea-
sure that summarizes the predictability of the performer’s
strategy for a given set of four variables: cup amplitude A,
cup frequency f, initial ball angle ¢, and initial ball veloc-
ity ¢o. Natural logarithm was used in (16) and hence we
use nat as the unit of MI.

6.1. Study 3: rhythmic interactions with prescribed
frequency of oscillation

Human subjects (n = 8) were instructed to oscillate the
cup-and-ball system for 45s between two large target
boxes (see Figure 2). They were paced by a metronome
to complete one back-and-forth movement in 1 s, i.e.
at a frequency of 1 Hz. As the target boxes were rela-
tively wide, subjects were free to choose their preferred
movement amplitude between 8 and 44 cm; there were
no specific instructions about the ball movements [49].
As in the previous studies, the robot manipulandum gave
online haptic feedback about the ball forces acting on the
hand. Each subject completed 50 trials of 45 s each in one
experimental session.

Without any assumptions about the controller, the
model task was first analyzed to distinguish between exe-
cution variables, i.e. variables that are at the control of the
subject, and result variables, i.e. those that resulted from
the dynamics of the object given the subjects input. In
this case, the amplitude A, movement frequency f, ini-
tial ball phase ¢, and initial phase velocity ¢y were the
execution variables as they could be controlled by the
subjects. Note that cup oscillation frequency f was fixed
to 1 Hz and initial ball angular velocity ¢ was set to 0.
Task execution could be simulated for the range of all
execution variables to quantify the predictability of the
resulting dynamics in these different strategies. Forward
simulations of Equations (1) and (2) were performed for
different initial ball angles ¢y and cup amplitudes A to
generate cup displacement x at a frequency 1 Hz. Initial
ball velocity was set to zero. For each value of A and ¢,
the mutual information between the applied force and the
resulting ball dynamics was quantified for the different
execution strategies. Figure 9(A) shows the result space
for mutual information as a function of A and ¢y; lighter
shadings indicate higher mutual information and, hence,
higher predictability. The large point marks the strategy
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with the highest mutual information. This result space
presents the reference and subject’s data can be plotted
into the same space as the execution variables can be
experimentally measured. With this task-dynamic anal-
ysis, the hypothesis can be tested that subjects seek the
point of maximum mutual information, i.e. predictability
of the object’s dynamics.

To compare predictability with alternative objective
functions, exerted force and movement smoothness of
the resulting trajectories, widely accepted in the human
control literature, were also computed from the simulated
trajectories. To this end, the expended force was calcu-
lated by squaring and then averaging the force profile F(¢)
over the course of a trial and denoted as mean squared
force MSF:

kT

1
MSF = — F(t)? dt, (17)
0

kT

where k denoted the number of cycles and T = 1/f the
period of each cycle. The result space for mean squared
exerted force is shown in Figure 9(B); lighter shades refer
to strategies requiring less force with the large point at
the smallest amplitude highlighting the minimum force
solution.

The second alternative hypothesis was that subjects
would maximize smoothness. As discussed above, this
objective function is widely regarded adequate for uncon-
strained free movements. To quantify smoothness, the
normalized mean absolute jerk of the ball trajectory was
calculated:

1 ..
]er T(¢max - ¢min) /0 |¢| ( )

Smoothness was evaluated in the ball trajectory since
the cup trajectory was assumed to be sinusoidal follow-
ing task instructions and hence smooth by definition.
Figure 9(C) shows the result space for the smoothness
of the ball trajectory for a given strategy. Lighter shades
denote higher smoothness and the large point represents
the strategy with maximum smoothness of the ball tra-
jectory. Importantly, the three maxima lie in different
locations of the execution space, clearly differentiating
the alternative hypotheses. Therefore, by extracting the
amplitudes and relative phases from each trial, the three
hypotheses could be evaluated.

To permit comparison between model simulations
and experimental data, equivalent measures had to be
derived from the experimental data, specifically for the
four execution variables A, f, ¢, and ¢y. To pay trib-
ute to the fact that human trajectories were not fully
determined by the initial states of the 45-s-long trial as
corrective online changes were likely, the estimates of
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the corresponding execution variables were extracted for
each cycle k, treating each cycle as a separate initial con-
ditions. To obtain equivalent measures from the subjects’
data, the estimated execution variables from each cycle k
were then averaged across cycles to obtain A, J_‘, %, and
®o.

The experimental results are summarized in Figure 10.
The figure shows how subjects’ strategies started in areas
with low mutual information, but, with practice, they

steered towards areas with higher MI. The left panel
shows the strategies for each trial pooled for all subjects;
each point represents a trial with darker red indicating
earlier trials and lighter red indicating later trials. The
same data is displayed in the right panel but separated by
subject. The red arrows mark how each subject’s strategy
changed with practice from the mean of the first 5 trials
to the mean of the last 5 trials. The arrows show that most
subjects change from higher mutual information towards



the area of lower mutual information in a gradient-
descent-like manner, regardless of the different starting
points.

The green contours represent isocontours of mean val-
ues of mean square force MSE, with the minimum MSF
for the lowest amplitude. Clearly, the data do not steer
towards the point of minimum force. In fact by increas-
ing mutual information, the expended force increased,
not decreased, as might have been expected. Further, not
directly shown here, is that the data are clearly distinct
from the point of minimum smoothness (Figure 9(C)).
This result resonates with the initial demonstrations that
a minimum jerk hand trajectory does not achieve suc-
cessful behavior. Note though, that these simulations
evaluated smoothness of the ball trajectory, not the hand
trajectory, as in the earlier simulations at the begin-
ning. Overall, the results rejected the alternative expla-
nations of minimizing effort and maximizing smooth-
ness, and supported the hypothesis that subjects favored
predictable solutions.

6.2. Study 4: rhythmic interactions with prescribed
amplitude of oscillation

To examine these results further, a complementary study
investigated subjects’ behavior (n = 10 ) when instructed
to continuously oscillate the cup-and-ball system at fre-
quency of their own choice [50]. The cup amplitude
was specified by two smaller target boxes on the screen
that specified an amplitude of 45 cm for the cup move-
ments (see Figure 1). As before, the experimental session
was comprised of 50 trials, each trial lasting 45 s. Again,
the main hypothesis was that subjects seek to increase
the predictability of the manipulated object dynam-
ics. Specifically, this experiment tested whether subjects
selected movement frequencies that enhanced the pre-
dictability of the cup-and-ball system. Specifically, the
hypothesis was that subjects would exploit the resonant
frequencies of the system. The alternative hypothesis was
as above, i.e. subjects minimize exerted force.

A first inspection of the subjects’ behavior focused
on the frequencies of the cup oscillations that subjects
preferred. The histogram in Figure 11 that plots the
frequencies across all subjects shows two pronounced
modes at two distinct frequencies separated by a ‘dip’
(Note that each back-and-forth movement is one data
point to obtain a sufficiently large number of samples).
For the low-frequency strategies, the cart and pendulum
movements were in-phase (the maximum angle of the
pendulum was synchronized with the maximum posi-
tion of the cart in the same direction), whereas for the
high-frequency strategies they were in anti-phase rela-
tion (ball angle excursion and cup maximum were in
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Figure 11. Distribution of frequencies adopted by all subjects.
The histogram shows the frequencies of every single cycle of all
trials. Note that the x-axis is in log scale.

opposite direction). Subjects adopted either one or the
other strategy throughout the experiment and did not
switch between them. These two distinct modes in sub-
jects’ choices suggested that there were two resonances
separated by an anti-resonance. For this resonance struc-
ture, the system needed to be 4th-order. Therefore, the
model of the cup-and-ball system alone was not enough
to fully capture the data. In order to guide any further
analysis of experimental data, the model needed to be
extended.

The simplest extension that could reproduce these two
modes of behavior includes the hand and a controller
coupled to the cup-and-ball system (Figure 12). The hand
dynamics were assumed to be an ideal force genera-
tor (Fipput) in parallel with a spring (stiffness, K) and
a damper (damping coefficient, B). Fjup,r was the force
required to follow a desired trajectory (xges(t), Xges(t))
whereas the spring and damper were a simplified model
of hand impedance. This appended the equations of
motion to:

(m+ M)x = ml (qbz sin(¢) — ¢ cos(qb)) + F, (19)

lp = —gsin(¢p) — X cos(¢), (20)
F = Finput — K(x — Xges) — B(x — Xges). (21)

Given the task instructions, the desired trajectory was
Xdes(t) = Asin(2rft + 7w/2). Fiypyr was assumed to be
the force required to manipulate a rigid object of
equal mass Fiupys(t) = (m + M)Xges(t), since humans
can manipulate rigid objects very accurately suggesting
that they have a good model of such a simple object.
If the full dynamics of the task were perfectly antici-
pated, the subjects would be able to generate the exact
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Figure 12. The extended model used in Study 4 to include cou-
pling between the hand impedance and the cup.

Finput required for the cart to precisely follow xge5. In
reality, however, it was unlikely that subjects learned the
exact model including the perturbing forces of the ball;
hence, the hand impedance served to resist and restore
any deviations from the desired cart trajectory.

To test the hypothesis that subjects selected move-
ment frequencies that resided at the resonance frequen-
cies of the system, we proceeded to conduct a frequency
response analysis of the coupled model (with lineariza-
tion). Evidently, the frequency response for the linearized
system depended on the values of stiffness K and damp-
ing B. Hence, stiffness and damping values had to be
estimated from the data. Even though K and B could
not be measured directly from the experimental data,
they were estimated for every trial using an optimization
procedure. Using forward simulations with all feasible
combinations of K and B, a root mean square optimiza-
tion identified the K and B values that resulted in the best
fit of the simulation with the human trial. This proce-
dure was applied to all individual trials (for more details
see Appendix B in [50]). Two clusters of K and B values
emerged from these fits that were associated with the two
separate frequencies.

Figure 13 shows the frequency response for these two
sets of values of K and B. The left column shows the
frequency response with K and B values representative
of the low-frequency group, whereas the right column
uses K and B values representative of the high-frequency
group. The response of the cup displacement for both
sets of values shows a sharp valley, indicating the anti-
resonance at 0.74 Hz between the two resonances (equiv-
alent to the natural frequency of the pendulum). This
anti-resonance frequency was systematically avoided by
subjects. The phase plots in Figure 13 display the rela-
tive phase between the input force and the cart move-
ment (red line) and the relative phase between the input
force and the pendulum movement (blue line). These two
curves highlight that for low frequencies the cart and
pendulum are in phase, whereas for frequencies higher
than the anti-resonance frequency, cart and pendulum
movements are anti-phase.

This mathematical analysis then served to evaluate the
experimental data. Comparing the resonant peaks of the
models with the experimental data, for the low-frequency
group, the peak in the distribution was very close to the
resonance peak of the system. For the high- frequency
group, participants showed a very broad distribution that
matched with the smeared-out resonance peak of the sys-
tem. These analyses confirmed the appropriateness of the
control model and suggested that subjects chose or tuned
their K and B values to move at one of the two resonance
frequencies of the system.

Further analyses of the experimental data used this
extended model. Based on this model, a strategy could
be now defined by 4 different execution variables: ampli-
tude A (which was prescribed), frequency f, stiffness K,
and damping B. Note that initial ball angle and velocity
¢o and ¢ are essentially included in the choice of f since
the movement frequency dictates the behavior of the ball
(in-phase or anti-phase). Note that for the experimental
analysis the execution variables have to be known. How-
ever, K and B could not be measured directly from the
experimental data. Rather, they were estimated for every
trial using an optimization procedure. The algorithm
chose the K and B values for which the forward simu-
lated trajectories best fitted the experimental trajectories
(for more details see Appendix B in [50]).

In one next step, this hand-cup-and-ball model could
serve as basis to evaluate whether these two frequency
strategies corresponded to those with higher predictabil-
ity, i.e. higher mutual information. Consistent with the
logic of the task-dynamic analysis, execution variables
had to be separated from result variables. Given the
extended model, 4 execution variables fully defined a
strategy: amplitude A (which was prescribed), frequency
£, stiffness K, and damping B. Note that initial ball angle
and velocity ¢¢ and do are essentially included in the
choice of f since the movement frequency dictates the
behavior of the ball (in-phase or anti-phase).

Figure 14 displays the three-dimensional execution
space spanned by the execution variables f, K, and B as
simulated from the model equations (A was fixed). For
each strategy (f, K, B), predictability was quantified by
mutual information. To address the alternative hypoth-
esis, minimizing exerted force, MSF was also calculated.
In Figure 14(A), the areas of high values of MI are shown
in pink, in Figure 14(B) the areas of low exerted force
are displayed in green. The blue points represent the exe-
cution variables or strategies for each trial estimated for
each subject. Note that the blue data are identical in both
figures. Both figures clearly show that none of the subjects
chose a strategy that lay in areas with low predictabil-
ity. Conversely, very few trials overlapped with low MSF
solutions. Comparison between Figures 13 and 14 reveals
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Figure 11).

that the two resonance frequencies of the system coin-
cided with areas of high MI (pink shading). This sug-
gests that the behavior of the system is easily predictable
when oscillating at a resonance frequency. Conversely,
the anti-resonance frequency coincides with a region of
low MI; therefore, the behavior of the system is hard to
predict when oscillating at or around the anti-resonance
frequency. These results are consistent with both the pri-
mary hypothesis that subjects seek predictability, but also
that this coincides with exploiting the resonances of the
coupled system.

7. Discussion

Research in human motor neuroscience to date has
focused on simple unconstrained movements, predom-
inantly reaching or pointing. The evident rationale has
been that one should study simple problems first and
control for confounding variability. However, daily activ-
ities are full of much richer coordination demands
that humans skillfully manage with great ease. To gain
insight into biological control principles that can then
inform robot control, such problems deserve attention.

Unfortunately, principles that have been identified for the
control of unconstrained movements do not easily ‘scale
up’ to more complex problems. This was highlighted in
a straightforward simulation using a minimum jerk tra-
jectory for moving the cup-and-ball system. Specifically,
in movements involving interactions with objects new
challenges arise: complex interaction forces are generated
that present continuous ‘perturbations’ that the controller
has to deal with. In fact, introducing extended contact
with objects can quickly generate chaos (in the techni-
cal sense), as the inverse dynamics simulations demon-
strated. It is these complex interactions that also present
challenges for the control of robots. Given the simultane-
ous nature of interaction forces, feedback-based correc-
tions are insufficient. In humans, the long delays and the
high levels of noise in the neuromotor system imply that
some form of predictive feedforward control is necessary;
but control based on internal models of complex non-
linear and potentially chaotic dynamics seems daunting,
both for humans and may be also for robots. Are there
simpler and more elegant ways to achieve dexterity?

In order to gain more insight into the control archi-
tecture in humans, we adopted a task-based approach:
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Figure 14. (A) 3-D plots of the mutual information in the space of the execution variables frequency f, stiffness K, and damping B. Pink
shading represents areas of relatively high mutual information. (B) 3-D plots of the mean square exerted force in the space of the same
three execution variables. Green shading represents areas of relatively low force.

Rather than starting with assumptions or hypotheses
about the controller directly, the task and its possible
solutions to a task goal were analyzed first. To facili-
tate this task-dynamic analysis, the object was simplified
to the cart-and-pendulum model to afford insights and
intuitions. Importantly, this model retained the essen-
tial challenges of an underactuated nonlinear object. All
four studies adopted this approach, although in different
implementations.

In the first study, the physical model of the cup-and-
ball object alone was the basis for identifying the contrac-
tion regions; the controller was not included in the anal-
ysis. Similar to the third study, the calculated contraction
regions were those of the free, unforced system. Based
on this analysis, the subjects’ trajectories were examined
whether they intersected those regions of stability. The
fact that subjects’ trajectories indeed visited those sub-
spaces after some practice suggested that subjects shaped
their movements system to regions where it was naturally
or passively contracting, without the need for external
stabilizing control effort. Following these encouraging
results, the next study used more recently developed tools
in contraction analysis to include the controlled system
into the analysis (object+human controller). The frame-
work of control contraction metrics was adapted such
that it could be used not only as a framework for the syn-
thesis of a controller, but also as a tool for the analysis of
stability in experimentally acquired human movements.
This allowed to examine whether the human control pol-
icy actively sought to stabilize the trajectories and make
them contracting. Note that this analysis still refrained
from making specific assumptions about the human con-
troller: The control input values were analyzed at each
data point and evaluated for whether they satisfied a
necessary criterion for contractivity. The results of that
study further supported our hypothesis that humans seek

stability, and thereby predictability, in these complex
object manipulation tasks.

The two experiments involving extended rhythmic
movements elicited more complex trajectories that fur-
ther probed into the question whether subjects learned
to make interactions predictable. The hypotheses were
assessed by evaluating the human executions of this task
with mutual information between the controller and the
resulting object dynamics. Again, following the same
mantra to not a priori assume a controller, the first step
was to parse the dynamical system into execution and
result variables. By mapping the execution variables into
the result variables, result spaces were generated from
all possible execution variables. Quantitative hypotheses
on the chosen result variables were formulated and the
human executions were directly evaluated in the result
spaces generated for selected hypotheses. The human
data conformed to strategies that pursued predictable
interactions and rejected minimization of force and max-
imization of smoothness.

While the first rhythmic study only used inverse
dynamics without any assumptions about the controller,
the second study went beyond this minimal approach and
coupled hand and object with a hand impedance. How-
ever, only two minimal assumptions were made about the
controller: First, the input force (Fj,;) was assumed to
be equal to the force required to move a rigid object of
mass equal to the cup-and-ball system in sinusoidal fash-
ion. Second, the hand impedance was assumed to be con-
stant throughout any given trial. While these choices can
be changed to better represent reality, such ‘better models
would become more complex and probably add little to
our understanding of the core problem. After modifying
the model to include the hand-object coupling, the same
task-based analysis steps as the first study were followed.
Using forward simulations, the results again favored



strategies that achieved predictable interactions. Further,
these predictable interactions were achieved by moving at
the resonance frequencies of the coupled system. It may
be concluded that humans tuned their hand impedance
to match the resonance frequencies with those that they
were able to perform.

Our research used two different metrics to quantify
predictability: stability and mutual information. While
these two metrics originate in two different theoretical
frameworks, dynamical systems theory and information
theory, the latter has developed a range of computational
tools that have been successfully applied to dynamical
systems to quantify predictability [51,52]. Intuitively, if
a system is evolving along its stable attractor, then the
trajectory will be confined to a restricted range in state
space and the same states will be revisited over and over.
Therefore, we expect to see shared information between
any two observed variables of the system, rendering high
mutual information: knowing one variable reduces the
uncertainty in the other. Alternatively, when at a chaotic
attractor, there is little shared information between states
now and at a future state. We opted to relate the mutual
information between hand control and the resulting
ball trajectory to quantify predictability of the object
dynamics.

Taken together, these four studies converged on a main
result: the human controller seeks predictability. How-
ever, these results do not yet provide any indication about
how this ‘high-level’ objective is learned and realized
by the human controller. Moreover, it is still not clear
how the subjects sense what is predictable and how they
can distinguish predictable and unpredictable dynamics.
Despite these open questions, we posit that the presented
results are a first step towards addressing these issues.
The findings advance our understanding of how humans
control physical interactions with complex objects.

We would like to suggest that these findings may also
inspire developments for the control of robots. For exam-
ple, the results obtained from contraction analysis can be
used to design contraction-based controllers for robotic
manipulation to generate robust motion plans online.
In fact, a recent study had applied control contraction
metrics for the control of quadrotors in the presence of
cross-wind disturbances [47]. For biomimetic applica-
tions, the parameters of the controller, for example the
contraction rate, can be set to match those of humans.
Moreover, similar to human behavior, the robot can be
programmed to seek contraction only when a perturba-
tion arises, in order to save control effort. The results
from the study where humans can select their preferred
frequency indicate that humans may change their muscle
impedance (stiffness and damping parameters) depend-
ing on the desired behavior. This ‘parametric-control’
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could inspire control strategies for robots with elastic
components, especially soft robots. Considering the cen-
tral role of stability, one can envision robotic systems that
tune the parameters of their elastic components to make
the desired behavior a stable attractor of the system.

Please also note that our simple cart-and-pendulum
system inspired by the problem of transporting a non-
rigid object is also a simplified version of a system that
carries a payload. Imagine a quadrotor transporting a
package attached via a pendular string. Even though there
is no human hand guiding the quadrotor, the control
challenges that are faced in quadrotors with payloads are
surprisingly close to those of our simple manual task.

The insights into human behavior are also relevant
for settings where robots and humans must physically
interact. Developing bio-inspired robot control strate-
gies based that include or respect these principles in
human behavior can make robotic movements more leg-
ible and predictable to human co-workers in cooperative,
collaborative, and comanipulation tasks. However, the
exchange of knowledge in humans and machines also
works both ways: more advances in robot control theory
may also provide useful tools to further our understand-
ing of human movement control and generation. Human
movement neuroscience and robotics form a natural syn-
ergy and more research studies that exploit this interplay
are needed to push the frontiers in both fields.

8. Conclusions

This work presented the task-dynamic approach to
understand how humans physically interact with an
underactuated nonlinear dynamic object. Given the
unpredictable nature of the object dynamics and the
interactions, the hypothesis was that humans seek to
make their interactions predictable. Using two differ-
ent metrics for predictability, mutual information and
stability, experimental results supported the hypothesis
that indeed predictability of the object’s dynamics was a
primary objective of human control.
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