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Protecting Spin Coherence in a Tunable Heisenberg Model
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Using an ensemble of atoms in an optical cavity, we engineer a family of nonlocal Heisenberg
Hamiltonians with continuously tunable anisotropy of the spin-spin couplings. We thus gain access to a rich
phase diagram, including a paramagnetic-to-ferromagnetic Ising phase transition that manifests as a
diverging magnetic susceptibility at the critical point. The susceptibility displays a symmetry between Ising
interactions and XY (spin-exchange) interactions of the opposite sign, which is indicative of the spatially
extended atomic system behaving as a single collective spin. Images of the magnetization dynamics show
that spin-exchange interactions protect the coherence of the collective spin, even against inhomogeneous
fields that completely dephase the noninteracting and Ising systems. Our results underscore prospects for
harnessing spin-exchange interactions to enhance the robustness of spin squeezing protocols.
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Models of quantum magnetism capture the physics of
diverse systems ranging from ferromagnets to resonating
valence bond solids [1] and quantum spin liquids [2].
Implementing such models using cold atoms or molecules
[3—10] opens pathways both for elucidating the physics of
materials and for accessing new quantum many-body
phenomena [11-25]. Several prospects, including simulat-
ing spin glasses [15—17] or information scrambling in black
holes [18-20], require exotic nonlocal interactions.
Nonlocal spin-spin couplings can also aid in combinatorial
optimization [26,27], investigating new forms of integra-
bility [22] or nonequilibrium phase transitions [28-30], and
preparing entangled states [31-38].

Nonlocal spin models are naturally realized in cavity-
QED experiments, where the cavity mediates interactions
among distant atoms [30-34,39-44]. For atoms coupled to
a single cavity mode, the dynamics are often approximated
by viewing the system as a single collective spin [45-47].
In practice, spatial inhomogeneities interfere with this
approximation. For studies of many-body physics, inho-
mogeneities facilitate access to a larger Hilbert space
compared with that of a spatially uniform system
[20,22]. In the context of quantum state engineering,
however, inhomogeneities adversely impact metrological
protocols that benefit from maximizing spin coherence
[32,46-48].

A demonstrated approach to protecting spin coherence
is to harness suitably designed interactions [49-52].
Examples include collisional spin self-rephasing in
Bose-Einstein condensates [49,50] and temporal ordering
in disordered dipolar materials [51]. In the cavity-QED
context, spin-exchange interactions [40,42] have been
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proposed as a mechanism for preventing dephasing during
spin squeezing protocols [37], by providing an energy gap
between manifolds of different total spin [40]. While
Ref. [40] has shown spectroscopic evidence of this energy
gap, an observation of enhanced spin coherence—or a
comparison with Ising interactions employed for squeezing
to date [31-33]—has hitherto been lacking.

Here, we report on realizing and probing a family of
tunable nonlocal Heisenberg models for spins encoded in
Zeeman states of atoms in an optical cavity (Fig. 1). The
strengths and signs of spin-exchange (XY) and Ising
couplings mediated by the cavity are fully controlled by
magnetic and optical fields. We demonstrate this tunability
by Hamiltonian tomography and by probing the magnetic
susceptibility. The susceptibility reveals a paramagnetic-to-
ferromagnetic phase transition arising in both the ferro-
magnetic Ising and antiferromagnetic XY models. Yet
comparing effects of Ising and spin-exchange interactions
on spin coherence reveals a striking difference, with XY
interactions protecting against inhomogeneous fields that
otherwise completely dephase the system.

The interactions that we engineer are described by a
Hamiltonian [22]:

Hyxz/h = J¥(0)[F; + F3] + J5(©)F2. (1)

Here, F = ), ¢;f; is a weighted collective spin vector that
accounts for nonuniform couplings to the cavity mode,
parametrized by c; for atom i with spin f;. The weights c;
are normalized such that they average to one. The relative
strength of the spin-exchange coupling J* and Ising
coupling J* is governed by the angle ® between the cavity
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FIG. 1. Experimental scheme for engineering Heisenberg
interactions. (a) Atomic spins in optical cavity precess about
magnetic field B at angle ® from cavity axis Z.. The enlargement
shows spin texture with three distinct regions A, B, C as starting
point for Hamiltonian tomography. (b) Atom-induced birefrin-
gent splitting w., — w._ = 2QF - Z. of o cavity modes. (c) Ef-
fect of precessing spins on intracavity intensities of ¢, light:
projection of static z component (green) shifts dc level to generate
Ising interactions, while oscillating projections of transverse
components (red) modulate the intensities to generate spin-
exchange interactions.

axis and an external magnetic field B, which defines the
quantization axis Z = B/B for the spins [Fig. 1(a)]. We
view the system in a frame rotating about B at the Larmor
frequency (Zeeman splitting) w, = ugB/2.

The underlying mechanism for the tunable interactions is
the Faraday effect [53]: the atomic magnetization generates
circular birefringence for the intracavity light, which acts
back on the atoms via a vector light shift. Specifically, the
magnetization component along the cavity axis Z,. couples to
the light, introducing a birefringent splitting w., — w._ =
2QF - 7, between the frequencies of the o cavity modes
[Fig. 1(b)], where Q parametrizes the average birefringence
per atom. Driving the cavity with linearly polarized light of
frequency @, injects ¢, and o_ photons into the cavity. For
large drive detuning 6 = w,; — @, from cavity resonance, the
birefringence unbalances the o, intracavity intensities
[Fig. 1(c)], producing a vector light shift.

Ising interactions arise when the applied magnetic field
B is oriented along the cavity axis, i.e., Z=12.. The
Faraday effect then yields a vector light shift « F_,
producing the F? terms in the Hamiltonian, akin to
Refs. [31-33]. XY interactions arise when B has a
component orthogonal to the cavity axis [42]. In the lab
frame, the transverse spin components (x, y) then have
oscillating projections along the cavity axis that modulate
the polarization of the intracavity light at the Larmor
frequency @y [Fig. 1(c)]. This polarization modulation
acts as a rotating transverse field that drives spin flips....
Provided that the drive is detuned from resonance for
Raman processes that flip a single spin [54], the lowest-
order resonant process is pairwise spin exchange [42].

Our experiments employ the f = 1 hyperfine spins of
8Rb atoms, which interact via a near-concentric optical
cavity (Fig. 1). A cloud of N = 1 x 103 laser-cooled atoms
is trapped in a 1560-nm intracavity lattice. The cloud length
is comparable to the Rayleigh range zz = 1.4 mm of the
cavity. Interactions are mediated by a 780-nm TEMj,
mode of linewidth x = 2z x 200 kHz, detuned by A =
—27 x 11 GHz from the [5S,/,,f = 1) = [5P5),) transi-
tion. The vacuum Rabi frequency 2g = 27 x 2.5 MHz on
the cycling transition produces a maximal vector light shift
Q) = —¢?/6A = 2z x 23 Hz per circularly polarized intra-
cavity photon, for a cold atom at an antinode at cavity
center. This value is reduced to Q = 2z x 7(1) Hz for an
average atom due to the rms transverse cloud size of 13 ym
and to displacement from cavity center [55].

We benchmark our implementation of the tunable
Heisenberg Hamiltonian [Eq. (1)] by extracting the Ising
and XY couplings J** from quench dynamics. We design
initial states such that J* or J* can be transparently
extracted from the rate and direction of probe spins in
regions B and C precessing about an effective field due to
the spins in region A [Fig. 1(a)]. By scanning a focused
Raman beam across the cloud, we prepare initial states of
the form |y,) = |@)4|X)z| — X)¢, where |@t); denotes a
spin-polarized state along @ in region R [55]. To measure
the Ising or XY couplings [Figs. 2(a) and 2(b)], we orient
the spins in region A along & = —7 or & = —¥, respectively.
We prepare probe spin vectors F&, FC that point in opposite
directions and are approximately equal in length, such that
they ideally produce no net mean field.

After initializing the desired spin texture, we switch on
the drive field to induce evolution under Hyyy.
Representative measurements are shown in Figs. 2(a)
and 2(b) for a field angle ® ~ 53°, where we expect both
the Ising and XY couplings J>* to be nonzero. We extract
J* from the phase ¢ = arg[(f,) + i(f,)] of spins in regions
B and C precessing about F4 « 2 in Fig. 2(a) [55].
We extract J* analogously from measurements of the
magnetization (f.) = |(f)| cos @ of spins in regions B and
C rotating about F4 « § in Fig. 2(b). In each case, we
compare red and blue drive detunings ¢ and find opposite
signs of the spin rotation, indicating opposite signs of
interaction [42,55]. The spatial gradient in rotation rates
arises from the dependence of atom-cavity coupling c({)
on distance { = z./zp from cavity center [55].

The tunability of the interactions via the field angle © is
illustrated in Fig. 2(c). For each angle, we obtain the spin-
spin couplings J** from fits to the local time evolution
¢(1) or (r) at two positions with local couplings c, as in
Figs. 2(a-b.iii). Specifically, we plot the average spin-spin
coupling per intracavity photon J*/n = ¢/ncF, (blue
circles) and J¥/n =60cos¢/ncF, (green squares),
measured with typical intracavity photon number
n ~ 5000. We fit the data with functional forms J*(®) =
J?(0) cos? © and J*(®) = J*(x/2) sin? ©. The results are
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FIG. 2. Hamiltonian tomography for determining (a) Ising and (b) XY couplings. (i) Schematic of initial state and its evolution,
showing probe spins precessing about mean field along (a) —Z or (b) —§. (ii) Representative measurements at ® ~ 53° with |B| = 3 G.
The initial state is indicated above each plot, showing the direction of the spin vector in regions A, B, C. These measurements show
(a) phase ¢, with opacity indicating transverse spin length or (b) magnetization (/). We measure with both signs of drive detuning § to
compare antiferromagnetic (AFM) [(a) 6 = 2z x 7.5 MHz, (b) 2z x 5.5 MHz] and ferromagnetic (FM) [(a) § = —27z x 5.5 MHz,
(b) =27 x 5.5 MHz] couplings. (iii) Cuts through the regions initially polarized along % (crimson) and —% (pink) showing (a) ¢(¢) with
linear fits and (b) (f.(¢)) with sinusoidal fits. Crosses (triangles) are for AFM (FM) couplings. (¢) J* (blue circles) and J* (green
squares) versus ©. Dark (light) markers are for blue (red) drive detuning § = +2x x 5.3(4) MHz.

consistent with the model of the Faraday interaction, in
which the couplings approach J%(0) =2J%(x/2) =
nQ?/§ in the large-detuning limit |5| > wy, k [55]. The
tomography thus confirms that we have successfully
engineered Hyy.

The Hamiltonian can additionally be characterized by its
low-energy states and their broken symmetries. To gain
intuition for the phase diagram, we first consider the case
where the cavity couples to a uniformly weighted collective
spin F = ", f;. The total spin F is then conserved, and the
relation [F|? — F2 = F + F; reveals that any accessible
Hamiltonian is equivalent to an Ising model with modified
Jiy =J° = J¥. With an added transverse field 4,X, the
system can undergo a phase transition from a paramagnet to
an Ising ferromagnet with broken Z, symmetry as a
function of the effective Ising coupling J%;. Remarkably,
in the collective spin picture we expect the ferromagnetic
Ising phase also to exist in a system with antiferromagnetic
XY interactions.

To test whether this prediction extends to our system
with nonuniform interactions, we generate Hamiltonians of
the generic form (with 2 = 1),

HtotzHXXZ+hxe+thzv (2)
by adding a global Raman coupling of Rabi frequency 7,
and detuning &,. Here, Hyy, is the Hamiltonian of Eq. (1)
with nonuniform couplings c¢;, whereas the Raman cou-
pling and detuning are approximately uniform. We prepare
the paramagnetic ground state of Hy = h, F, + h F, by
adiabatically sweeping the detuning of the Raman beam
from far off resonance to a final value 4,, at fixed Rabi
frequency h, = 2z x 2 kHz. We then ramp on interactions

Hyyx, over 5 ms to prepare a low-energy state of H, and
image the resulting magnetization.

Representative images of the magnetization versus the
symmetry-breaking field 4, are shown in Fig. 3(b) for
different values of the Ising coupling, with J* =0.
In the absence of interactions (J, = 0), the measured

magnetization matches the prediction (f,) = h./+/h? + h?
[Fig. 3(b)(1)]. Antiferromagnetic Ising interactions push the
spins toward the equator of the Bloch sphere [Fig. 3(b)(ii)],
thereby suppressing sensitivity to changes in /.
By contrast, ferromagnetic interactions force the spin vector
toward a pole determined by the sign of 4, [Fig. 3(b)(iii)].
We summarize this behavior by plotting the magnetic
susceptibility,

X = 0dcos 9/8(hz/hx>|hz:0’ (3)

as a function of J* in Fig. 3(c) (blue circles).

Comparing the magnetic susceptibility in the Ising
model with analogous measurements for pure XY inter-
actions [green squares in Fig. 3(c)], we observe a striking
symmetry under J* <> —J*. In both cases, the susceptibil-
ity rises sharply to the maximum value allowed by
our resolution in /A, (gray line) at a critical value of
the collective interaction parameter A®Y = J*Y|F|.
The data are consistent with a classical model y =
1/(2A%4/hy + 1), valid in the large- limit, which predicts
a diverging susceptibility at the critical point —2A%; = h,
of the paramagnetic-to-ferromagnetic phase transition. The
model also agrees with measurements obtained by varying
A% via the tuning angle © [Fig. 3(d)], which traces out the
orange cut in the phase diagram of Fig. 3(a).
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FIG. 3. Magnetic susceptibility of Ising and XY models.

(a) Phase diagram of Hyy, + h.F, for collective spin model
in large-F limit. Color shows prediction for logly], which
diverges at transition between paramagnetic (PM) and ferromag-
netic (FM) phases. Data for (b)—(d) and corresponding theory
curves were taken along blue, green, and orange cuts. (b) Rep-
resentative measurements of (f.) versus &, at points (i)—(iii) in
phase diagram; y(J?) is extracted from spatially averaged data
(left subplots with dark blue fit curves) [55]. (c) Susceptibility y
versus J*¢ (blue circles) and versus J* (green squares). Dashed
gray line indicates maximum detectable slope. (d) Susceptibility
versus © at fixed drive power. For noninteracting spins, y = 1
[black lines in (c) and (d)].

Notably, the collective-spin approximation describes the
magnetic susceptibility well despite spatial inhomogeneities.
In addition to the variation in atom-cavity coupling ¢({), a
magnetic field gradient and inhomogeneous ac Stark shifts
from the trapping lattice result in nonuniform #,. The non-
uniformity, evident in the magnetization of the noninteract-
ing system [Fig. 3(b)(i)], is suppressed by the ferromagnetic
Ising interactions [Fig. 3(b)(iii)], which tend to align the
spins. However, even for antiferromagnetic interactions
(both Ising and XY), the collective-spin model describes
the data well, which we attribute to the spin polarization of
the initial state and the aligning effect of the field #,.

In principle, XY interactions can protect the spin coher-
ence even without the aligning field. The XY Hamiltonian
H o« —(Fi+ F2) = F2—|F|* has an energy gap ~|F]|
between manifolds of different total spin that the analogous
Ising model H o F? lacks. This gap is expected to protect
against dephasing from inhomogeneous fields H;,, =
> i hi.fi. [40]. To test this prediction, we directly compare
the impact of inhomogeneous fields on systems with
ferromagnetic XY and antiferromagnetic Ising interactions,
which are equivalent except for the energy gap.

To probe the robustness to inhomogeneous fields, we
first adiabatically prepare a low-energy state of the
Hamiltonian H,,, = Hyx, + h.F, + H;,,, where H;,;, con-
sists of Z fields h; , < h,. We then quench off the aligning
field i, and image the subsequent dynamics. To calibrate
the inhomogeneous field H;,;,, we first perform this quench
without interactions and image the dephasing of the spins,
as shown in Fig. 4(a) for tuning angle ® = z/2. We plot the
total phase winding ¢; (¢) across a length L = 1 mm for
© = /2 (green dashed line) and ® = 0 (blue dashed line)
in Fig. 4(c). For both angles, we observe similar magni-
tudes of the gradient u = L~'d¢, /dt, as well as a small but
nonzero initial phase winding ¢; (0) due to finite strength
of the aligning field i, before the quench. Whereas
introducing Ising interactions has no effect on the dephas-
ing (blue circles), XY interactions completely suppress the
growth of phase winding (green squares).

The onset of protected spin coherence is summarized

in Fig. 4(d), where we plot the global contrast C, =

(1/N)y/F2 + F3 versus interaction strength. We find an

increase in contrast, indicating phasing of the spins, when
the XY interaction strength becomes comparable to the
gradient across the cloud, i.e., A* ~ uL.. This condition can
be understood in a mean-field picture by noting that the
interactions produce an effective transverse field AYX,
which must overcome the dephasing influence of differ-
ential Z fields of order uL [55]. Equivalently, in a quantum
mechanical description, interactions can protect against
variations in £, that are small compared with the energy
cost to flip a single spin, set by the gap of order A"
between sectors of different total spin [55].

Our intuitive understanding of the gap protection is
confirmed by numerical simulations of the mean-field
dynamics. Both the data and simulations [solid curves in
Fig. 4(d)] show the contrast increasing to a value C, = 0.6,
limited primarily by imperfect coherence Cy = 0.67(5) of
the initial state. A smaller effect included in the solid curves
is spontaneous emission. Comparing with an idealized
model without spontaneous emission (dotted curves) shows
that the interactions enhance coherence with minimal
detriment from free-space scattering, thanks to the strong
collective atom-light coupling.

In future work, spin-exchange interactions can be
applied to maximize coherence in light-induced spin
squeezing protocols [31-33,48,57,58], operating either
adiabatically or via one-axis twisting dynamics [36,40].
Notably, during one-axis twisting, the emergent many-body
gap can protect the spin length without producing any
additional dynamics, in contrast to an aligning transverse
field that would cause unwanted rotations. Gap protection
could suppress even time-varying inhomogeneities arising
from atomic motion, a benefit over spin echo pulses [59].
Extended to other platforms, gap protection can aid in
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FIG. 4. Protection against dephasing. (a),(b) Phase ¢ and global
contrast Cy at © = /2 for (a) no interactions and (b) XY
interactions [A™/uL = —0.43(4)], in magnetic field gradient
|| = 27 x 2.1(1) kHz/z. Opacity indicates length of transverse
spin component. (c) Phase winding ¢, () for ferromagnetic XY
interactions (squares, ® = 7/2) or antiferromagnetic Ising inter-
actions (circles, ® = 0) of equal strength. Dashed lines show ¢,
in noninteracting systems at ® = 0 (blue) and ® = z/2 (green).
(d) Global contrast C, versus collective interaction strength
|A*?| for XY (green squares) and Ising (blue circles) interactions,
at t = 0.5 ms. Solid (dotted) curves show mean-field model with
(without) free-space scattering. Dashed gray line indicates initial
contrast Cy.

preserving global spin coherence while using local
(e.g., dipolar) interactions for entanglement generation
[60-66].

Much territory remains for further exploration of the
nonlocal XXZ model. Perturbations of the antiferromag-
netic Heisenberg model may yield chiral or valance-bond
ground states [67], and the spin-1 structure may enrich the
phase diagram [38,42,68,69]. Adiabatic ramps could be
used to prepare low-energy states of Ising models encoding
combinatorial optimization problems [27]. Modifying the
interaction graph by Floquet driving [14] or local address-
ing can enable fast scrambling [18-20,23] or simulations of
spin glasses [15-17].
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