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Abstract—Quantifying the similarities between diseases is now
playing an important role in biology and medicine, which
provides reliable reference information in finding similar diseases.
Most of the previous methods for similarity calculation between
diseases either use a single-source data or do not fully utilize
multi-sources data. In this study, we propose an approach to
measure disease similarity by utilizing multiple heterogeneous
disease information networks. Firstly, multiple disease-related
data sources are formulated as heterogeneous disease information
networks which include various types of objects such as disease,
pathway, and chemicals. Then, the corresponding subgraphs of
these heterogeneous disease information networks are obtained
by filtering vertices. Topological scores and semantics scores are
calculated in these heterogenous subgraphs using Dynamic Time
Warping (DTW) algorithm and meta path method respectively. In
this way, we transform multiple heterogeneous disease networks
to a homogeneous disease network with different weights on the
edges. Finally, the disease nodes can be embedded according
to the weights and the similarity between diseases can then be
calculated using these n-dimensional vectors. Experiments based
on benchmark set fully demonstrate the effectiveness of our
method in measuring the similarity of diseases through multi-
sources data.

Index Terms—Disease Similarity, Disease Prediction, Disease
Information Network

I. INTRODUCTION

The relevance of diseases refers to the extended correla-
tion between the diseases. Studying the similarities between
diseases could help us obtain deeper understandings of the
relationship between different diseases [1] and provide reliable
reference information in the development of new drugs [2]
[3], the improvement of treatment regimens, in addition to
the comprehension of pathogenesis and prevention of major
diseases [4] [5].

There exist some challenges to measure the similarity be-
tween diseases. Using different data sources for the task is
difficult and uncommon, which leads to the lack of compre-
hensive consideration and evaluation of the similarity measure-
ment between diseases. The measurements between a disease
with all other diseases must be done in the same spatial
dimension or the same metric to ensure the consistency and
accuracy of the outcome of the disease prediction.

In recent years, many methods were proposed to predict
similar diseases, which are mainly divided into three cate-
gories: semantics-based, function-based and topology-based.
The methods based on semantic similarity use the DO term

to calculate the similarity between diseases [6]. However, they
do not consider the topology between diseases, or disease and
other entities, in the disease network. The results obtained
by only semantic-based methods will lack comprehensive
assessment. For function-based methods, Cheng [7] proposed
Semfunsim method combined the semantic similarity and
the functional similarity. However, the relationships between
disease and genes are rare, and some diseases are even not
related to genes. There are also some methods based on topol-
ogy. For instance, RADAR [8] was proposed as a framework
for learning representations of diseases that captures both
semantics and structural identities to calculate their similarity.
However, it can not achieve real-time update to calculate
disease similarity in multiple disease network when a new
data source is added. In order to solve the above mentioned
problems, we propose a new approach for measuring disease
similarity.

II. THE PROPOSED APPROACH

From raw data sources, we construct multiple heterogeneous
disease information networks. Disease similarity is then cal-
culated by learning the vector representations on the disease
networks. The overall framework is shown in Figure 1.

A. Constructing Disease Information Networks

As shown in Figure 1, the input data sources include multi-
ple types of objects such as disease, pathway, and chemicals.
With these objects and their relationships, heterogeneous net-
works can be constructed accordingly. For example, in Figure
1, the disease-chemical network GB = {VB , V ′B , EB} includes
a node set of disease VB and a node set of chemical V ′B ,
and EB represents a set of relationships between the disease
node and the chemical node. For multiple heterogeneous
networks, we obtain the set of total diseases that appear in all
heterogeneous networks by applying the intersect operation on
the disease node sets from multiple heterogeneous networks.

In our approach, we transform the heterogeneous networks
to homogeneous disease networks by defining two kinds of
similarity scores: the semantic score M(x, y) and the topology
score T (x, y), where x and y represent any two different
disease nodes throughout this paper. For the semantic score
M(x, y), where x, y represent two different disease nodes, we
calculate it through meta path, which has following definition:
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Fig. 1. The similar disease detection framework. Heterogeneous disease information networks (e.g. © denotes disease, 4 denotes pathway, and � denotes
chemicals) are first constructed from raw data sources. In this example, there are two heterogeneous disease information networks GA and GB . The
corresponding subgraphs of these heterogeneous disease information networks are obtained by filtering vertices. Then topological scores and semantics scores
are calculated in the subgraphs of these heterogenous networks using Dynamic Time Warping (DTW) algorithm and meta path method respectively. In this
way, we transform multiple heterogeneous disease networks to a homogeneous disease network with different weights on the edges. Finally, the disease nodes
can be embedded according to the weights as n-dimensional vectors and the similarity between diseases can then calculated using these vectors.

Definition 1: (Meta Path.) A meta path p is a path defined
by the path length and the types of nodes and edges in the
graph.

For example, (“disease” → “chemicals” → “disease”)
is a meta path with length three. Its semantic score M(x, y)
can then be defined as:

M(x, y) =
2 ∗ |{px→y | px→y ∈ P}|

|{px→x | px→x ∈ P}|+ |{py→y | py→y ∈ P}|
(1)

where P represents the set of pre-defined meta paths between
disease nodes. For example, px→y is a meta path instance
between disease x and disease y, px→x is a meta path instance
between disease x and disease x. M(x, y) refers to the
similarity score between diseases based on semantic.

For the topology score T (x, y) , the definition is:

T (x, y) = e−(
∑τ
i=0 β

i∗DTW (fi(x),fi(y))) (2)

where fi(·) refers to the degree sequence of the ith hop
neighbor node, and i = 0 represents the node itself. β is a
parameter indicating the weights of the neighbor nodes of

different hops. DTW (fi(x),fi(y)) represents the distance
between the sequence degree of disease nodes using Dynamic
Time Warping (DTW) algorithm [9]. T (x, y) refers to the
similarity score between diseases based on topology.

Then, we integrate both semantic and topology scores
together to be the integrated similarity score, which can be
defined as follows:

S(x, y) = α ∗M(x, y) + (1− α) ∗ T (x, y) (3)

where α∈[0,1] is a parameter to adjust the contribution of
the two similarity scores M and T towards the integrated
similarity score S.

Finally, we construct a homogeneous complete graph with
different weights on the edges. The weight of the edge between
each disease node is generated by similar scores of multiple
heterogeneous networks.

W (x, y) =

|G|∑
k=1

wk ∗ SGk(x, y) (4)

where SGk(x, y) denotes the integrated similarity score of two
disease nodes in the kth G, G ∈ G , and wk represents the
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proportion of the kth G network contributing to the weight of
the link.

B. Embedding the Diseases for Measuring Similarity

For the constructed networks, we further obtain the vector
representation of each node which can be used for various net-
work application tasks such as node similarity measurement.

In our method, we embed each disease node as an n-
dimensional vector, where n is the number of nodes in the
homogeneous disease network. For any disease node vi, its
vector representation is:

vi = (W (i, 1),W (i, 2), ...,W (i, n)) (5)

where W (i, j) denotes the weight from disease node i to j.
The value of each dimension in the vector is generated by
the weight of the link edge in the disease similarity network
formed by the node and each encoded node.

Since each disease node can be represented by a vector
in the same dimensional space, the disease similarity can be
calculated by similarity measurement between vectors, such
as cosine distance, Euclidean distance, and so on. Our method
adopts the Euclidean distance to calculate the similarity of
diseases.

Sim(x, y) =
1

1 +
√
(vx − vy) · (vx − vy)T

(6)

where vx, vy are the vector representations of disease nodes
x and y respectively. The normalization is to make all the
values fall in the scope of [0,1] for fair comparison. The larger
Sim(x, y) of two diseases means the higher similarity.

III. EXPERIMENT EVALUATION

A. Datasets

We use two associations datasets of diseases and other dis-
eases related entities which are extracted from the raw datasets
of the ctdbase. The disease-chemical association includes
6,206 disease nodes, 4,180 chemical nodes, and 1,048,547
disease-chemical relationships; the disease-pathway associa-
tion includes 4,997 disease nodes, 2,338 pathway nodes, and
569,716 disease-pathway relationships. After filtering the raw
datasets, the dataset includes 4,986 disease nodes, 4,159 chem-
ical nodes, 2,336 pathway nodes, 1,042,765 disease-chemical
relationships, and 569,642 disease-pathway relationships.

B. Experiment Setup

We adjusted the parameters α from 0.1 to 0.9 to explore the
influences of different contributions of semantic and topology
scores toward the integrated similarity scores on the experi-
mental results. In order to investigate the effects of different
disease-related data sources on disease similarity results, we
also perform experimental comparisons of multiple values of
parameter w from 0.1 to 0.9. To discuss the effectiveness of the
proposed method, we utilize the disease pairs in the benchmark
and set the range of prediction as 1%, 5%, 10% and 20% to
evaluate the correct rate of disease prediction of our method.
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Fig. 2. Parameter w for multiple disease information networks

C. Evaluation Results

a) Parameter w for multiple disease information net-
works: We define parameter w and 1-w to indicate the effected
weights of the chemical and pathway on diseases respectively.
We conduct the experiments based on the 65 diseases in the
benchmark. Receiver operating characteristic (ROC) curves are
then drawn with the benchmark set against 50 random sets.
Each random set contains 650 randomly selected pairs. The
experimental results are shown in Figure 2.

In the Figure 2(a), each color represents a parameter value of
w that varies between [0.1, 0.9]. Each column value in Figure
2(b) is obtained from the area under the ROC Curve (AUC).
From Figure 2, we can see that: with the parameter value
changing from 0.1 to 0.9, the AUC value tends to decrease
gradually, but the overall AUC value can reach 72% or more.
When the value of parameter w equals to 0.1, the correct rate
of our proposed method of disease similarity can reach 85%.
In our experiment of comparing each single data source, the
difference of similarity results obtained by single data source
of chemical-disease and pathway-disease is relatively large.
Therefore, we can conclude from Figure 2 that by combining
two or more data sources, the proposed method tend to have
more stable results.

b) Parameter α for integrated similarity score: In the
research, the contribution of two similarity scores is defined by
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Fig. 3. Parameter α for integrated similarity score

the parameter α for the integrated similarity score. We set the
parameter α to change from 0.1 to 0.9, and the experimental
results are shown in Figure 3.

In the Figure 3, each color represents a parameter value
that varies between [0.1, 0.9]. Each column value in Figure
3(b) is obtained from the area under the ROC Curve (AUC).
From Figure 3, we can see that in the results of combining
two similarity scores based on two data sources, our proposed
method get the best when α = 0.8, and the accuracy reaches
86.8%. However, the difference in the accuracy obtained by
the other parameter values is not obvious, so this result proves
that the weight parameters between the two similar score
calculation indicators are not sensitive in general.

c) Disease prediction:
The similar disease pair set (A-B) in the benchmark is

a set of one-to-one correspondence between nodes in the
disease set A and nodes in the disease set B. Our experiments
take disease set A as the set of nodes to be predicted, and
take disease set B as the reference set. Using our proposed
method to calculate the similarity score between any pair of
diseases, with reference to the corresponding disease nodes in
the reference set B, the accuracy of similar disease predictions
in different ranges is counted. The Table I compares the results
of similar disease predictions based on a chemical-disease
data source, a pathway-disease data source, and a dataset that
combines the two data sources.

TABLE I
ACCURACY OF DISEASE PREDICTION BASED ON BENCHMARK

data source Hit∆1 Hit∆5 Hit∆10 Hit∆20
chemical-disease 9.4% 34.4% 42.2% 57.8%
pathway-disease 12.5% 39.1% 53.1% 78.1%

{chemical,pathway}-disease 14.1% 39.1% 54.7% 78.1%

From Table I, we can see that: As the scope of prediction ex-
pands, the accuracy increases. Moreover, our proposed method
on multi-source data performs better than single data source.
As the range of predictions expands, the proposed method
is better than the disease prediction of only chemical-disease
data source, and it is better than or equal to the prediction
result of the only pathway-disease data source. In summary,
the prediction results of disease similarity with combining
multiple data sources performs better than a single data source.

IV. CONCLUSION

To measure the similarity between diseases, we propose a
new method by utilizing multiple heterogenous disease infor-
mation networks. Through the validation with the benchmark,
the results of our method show high accuracy in predicting
similar diseases. The algorithms of our method can also allow
update in real- time for the calculation of disease similarity
when new data sources are added..
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