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Impacts of Constrained Sensing and Communication
based Attacks on Vehicular Platoons

Mingshun Sun*, Ali Al-Hashimi*, Ming Li, Ryan Gerdes

Abstract—Vehicular platooning promises to bring a faster,
safer, and more efficient transportation. Automated platooned
vehicles will rely on information obtained from inter-vehicle
communication channels and on-board sensors to make driving
decisions and achieve platooning. However, such reliance creates
an opportunity for safety violating attacks intended to disrupt
the platoon formation and cause accidents. In this work, we
investigate more realistic attacks mounted against the commu-
nication and sensing functionalities of platooned vehicles. More
specifically, we are interested in approximating the set of final
unsafe states, that can be reached by mounting realistically
constrained attacks capable of introducing delay and injecting
false-data against the aforementioned functionalities. For that
purpose, we will use reachability analysis which enables us to
realize whether it is possible to drive the platoon from initial to
final states given performance and physical bounds. Our results
suggest that these two types of attack are able to steer the platoon
towards dangerous states and generate impacts on passengers’
safety by causing crashes at high speeds.

Index Terms—vehicular platooning, security of vehicular pla-
toons, reachability analysis.

I. INTRODUCTION

Vehicular platooning is a cyber-physical system (CPS) that
employs automation, communication, sensing, and decision-
making capabilities. The objective of such systems is to
combine multiple automated vehicles to follow each other,
regulate their movements, and maintain predefined inter-
vehicle distances and relative speeds. Vehicular platoons are
gaining a rapid interest and development, both academically
and commercially, since they have shown numerous benefits
such as providing a safe and comfortable environment for
the passengers allows them to focus on tasks other than
driving [1], reducing traffic congestion on highways which
leads to a more efficient usage of roads [2], and improving
fuel consumption [3].

To achieve the aforementioned objectives, each platooned
vehicle implements a properly designed controller that de-
termines the appropriate acceleration commands [4] by using
information collected from local sensors and from other vehi-
cles through inter-vehicle communication [5] or from external
networks [6]. Adaptive Cruise Control (ACC) and Cooperative
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Adaptive Cruise Control (CACC) are the most well-known
control strategies used to form and maintain platoons. To
generate acceleration commands, ACC operation uses the
range (relative distance) and range-rate (relative speed) of
neighboring vehicles gathered from on-board sensors (e.g.,
RADAR, or cameras) [7] while CACC, an extension of ACC,
incorporates vehicle-to-vehicle (V2V) communication so that
vehicles may exchange state information (e.g., alerting other
vehicles to changes in acceleration) [5]. Despite the ability of
both strategies to achieve platooning, from a security point of
view it has been shown that ACC and CACC based platoons
are vulnerable to threats (attacks) against the sensing [8], [9]
and communication [10], [11] functionalities, which are essen-
tial for implementing both strategies. Since we are interested
in the minimum attack surface necessary to examine those
threats, in this work we adopt both ACC and CACC to form
platoons and demonstrate the impacts of such relevant threats
against sensors and communication channels, respectively.

It has been verified [12], [13], [14] that vehicular platoons
have a potential attack surface that can be exploited by
malicious parties (attackers) and produce a disruptive behavior
in the platoon. Some studies define insider attacks where
the attacker is controlling a vehicle inside the platoon and,
for instance, is able to modify the prevailing control law
to destabilize a vehicular platoon [15]. Other studies define
outsider attacks where the attack is conducted from outside the
platoon, such as by employing a drone to induce jamming [11].
As a result, the security of vehicular platoons is still widely
researched with the goal of defining possible vulnerabilities
that can be exploited by attackers and understanding the
attack-induced impacts which could include oscillations in ve-
hicles’ movements causing passengers’ discomfort, increased
fuel consumption, or fatal collisions at a high relative speeds.

In this work, we are concerned with two existing attacks
where each attack mechanism targets a specific functionality
of the automation system employed in platooned vehicles
and, hence, compromises the safety of the attacked vehicular
platoon. More specifically, we are interested in defining the
set of final states that the platoon can reach as a result of
experiencing an attack against the on-board sensors (physical
state), referred to as a False-Data Injection (FDI) attack, and
against the inter-vehicle communication channels (cyber state),
referred to as a Message Delay (MD) attack. It has been shown
that FDI attacks are possible to implement against ultrasonic,
RADAR, LIDAR, and cameras [16], [17], [18], [19], which
are the mostly employed sensors for vehicular platooning,
and jamming/spoofing can be induced [11]. Furthermore, MD
attack against V2V communications is easily achievable, either
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via message collision or jamming and replay, which does
not tamper with V2V messages and can be very stealthy.
The realizations of both attacks require less capable outsider
attackers compared with the ones assumed in existing literature
[20], [9], and thus are more realistic threats. Although previous
works show that the FDI and jamming attacks could potentially
lead to crashes and impair the safety of vehicular platoons,
only specific attack vectors are demonstrated and the realistic
FDI and MD attacks’ impacts have not been systematically
characterized. In this work, we use reachability analysis to
comprehensively investigate the extent of FDI and MD at-
tacker’s ability to induce harmful impacts.

Reachability analysis defines the reachable set of a dynamic
system, which is the set of all system states that can be attained
within a finite time. This analysis can be applied in real-
world applications where safety needs to be determined such
as collision avoidance problems in airplanes [21], or designing
controllers for the platooning of unmanned aerial vehicles
(UAV) [22]. We will use the reachability analysis to determine
what final states can the attacked platoon reach as a result
of undergoing an FDI or MD attack and how serious those
states are, i.e. are collisions reachable and at what relative
speeds. The results obtained from conducting such analysis
will, in turn, demonstrate the attacker capability to influence
the movement of the attacked vehicles. To summarize, we
make the following contributions:

e« We adopt two reachability analysis methods in order
to comprehensively illustrate and evaluate the impacts
induced by two attacks, FDI and MD, on the safety of
a vehicular platoon. For each attack, we consider the
system physical bounds and performance constraints such
as maximum and minimum speed or acceleration, limits
of the sensors measurements, or the magnitude of the
attack vector sequence. Considering such constraints in
our analysis creates a more realistic attack scenario, and
specific threat models are formulated for each attack.

« For the FDI attack, the optimal control based reachability
method [23] is used to analyze the attack-induced im-
pacts. For this analysis, we consider the following con-
straints: a finite discrete attack sequence where each entry
agrees with a resolution of the attacked sensor(s), spoofed
measurements result in bounded acceleration commands,
and the physical limits of the attacked sensor(s). For this
attack analysis, our results indicate severe collisions are
possible for the targeted vehicles and even for another
random (non-attacked) vehicle in the platoon.

o For MD attack, this paper adopts the HJ reachability
analysis to show whether the collision can happen and
how severe it is for a set of control parameters during
a given period of time regarding all possible input pro-
files. The results are more comprehensive than previous
methods and bear more importance because the required
attacker capability is not as strong as previously assumed.
Besides, our paper is the first to model the time delay into
the control input deviation and accordingly analyze its
impact under the worst-case situation. Simulation results
show that this attack can lead to severe crash especially

when platoon vehicles suffer a longer actuation delay and
larger jerk [24]. Finally, we also present some possible
countermeasures, such as detecting the MD attacks.

A. Paper Organization

In Section II, related works are discussed and compared
to emphasize the novelty of our paper. In Sections IIl and
IV, the system model, CACC design and the attack model
are presented for two attacks. The reachability approach is
discussed in Section V. In Section VI, simulation is presented
on the impact of two attacks. Also, the defense mechanism
is discussed. We end with a conclusion and an overview of
future work.

II. RELATED WORKS

In this section, we describe three areas of related work:
vehicular sensor attacks, communication channel attacks, and
methods for reachability analysis.

1) Sensor Attacks: Existing work has demonstrated the
possibility of manipulating vehicular sensors. For instance,
the experimental results presented in [16] show that jamming
and spoofing attacks can be carried out against ultrasonic
sensors and cameras. Furthermore, falsifying the readings of
a vehicle’s RADAR, LIDAR, or cameras was achieved in
[18] and [17]. On the other hand, the work of [8] and [9]
show results for analyzing the FDI attacks against CACC-
based platoons. In both works, the threat model assumes
the presence of an attacker-controlled vehicle in the platoon
(insider attack) which is capable of feeding false constant
relative distance or speed measurements, with respect to the
neighboring vehicle, or transmitting false constant acceleration
data. In this work, we continue to further analyze the impacts
of FDI attacks on vehicular platoons. For that purpose, we
make the following assumptions: First, we focus on FDI
attacks against ACC-based platoons. Second, an outsider FDI
attack against the on-board sensors of platooned vehicles is
present. Third, we assume the presence of a general attack
sequence (vector), i.e. it is not a constant value. Finally,
our analysis involves physical and performance constraints,
such as the resolution and limits of the attacked sensor(s).
The last two assumptions are included to help create a more
comprehensive analysis of the impacts induced by the FDI
attacks on ACC-based platoons. Our analysis results indicate
the possibility of collisions and at different relative speeds.
The results also show the possibility of causing collisions at
random non-attacked vehicles in the platoons by launching
FDI attacks on the on-board sensors of another vehicle.

2) Communication Channel Attacks: Previous MD attack
literature mainly focuses on the delay’s impact on string
stability [25], [26], [10], [27], [28]. Researchers study the
impact of time delay in the leader state reception (leader-
to-all communication) [10] or in different flows (one-by-one
communication) [27] on the string stability. [28] proves the
string stability always holds for CACC without delay. Their
results only the amount of delay that needed to break string
stability under a certain set of control parameters and leading
vehicle acceleration profile. But string instability may not
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Fig. 1: A vehicular platoon with potential threats against
equipped sensors and V2V communication channels

guarantee the terrible collision in a short period. Usually,
the string instability can cause collisions at the end of a
long platoon string after a certain period of time when the
lead vehicle gets disturbed [28]. Alipour et. al. consider the
jamming attack under channel fading and packet loss when
they evaluate the delay’s impact [11]. The jamming attack is
easily detected once a vehicle discovers consecutive packet
loss or expiration. Kafash et.al [29] analyze the attack impacts
when subject to the physical limits of the actuators by finding
the reachable sets. But they require a strong attacker who can
gain access to all CACC commands and injects false data to
cause a abrupt brake, which isn’t an easily achievable attack
compared with the MD attack. In conclusion, above works are
not realistic and comprehensive enough to assess the danger
of collision. From the designer’s point of view, there lacks
literature that evaluates the potential crash between vehicles
by injecting delay into the channel during some time span.

3) Computation of reachable sets: Various methods have
been proposed for obtaining the reachable sets. In [30],
ellipsoidal techniques are used to calculates outer elliptical
bounds around the reachable set. This method has been
applied in problems such as collision avoidance in UAVs [31].
Another method is generally known as Hamilton-Jacobi (HJ)
reachability [21] and has been used to solve problems such as
path planning for UAVs [32]. One more method is based on
using optimal control theory where the final states are included
in an optimization problem whose solution determines the
appropriate control sequence to drive the system towards those
final states [23]. This method has been applied in problems
such as determining an alternate trajectory for vehicles to be
tracked and thus avoid colliding with other vehicles [33].

In the context of vehicular platoons security, reachability
analysis was employed to quantify the impacts of induced
attacks. For instance, reachable sets were determined for a
CACC-based platoon experiencing jamming attacks on its
V2V channels [29] and also for an ACC-based platoon where
the attacker controls one of the platooned vehicles [34]. In both
cases above, resulting sets exhibited possibility for collisions.
Similarly, we continue to investigate the reachability of vehic-
ular platoons while operating in an adversarial environment.
More specifically, we determine reachable sets of both a
CACC-based platoon, similar to [29], while experiencing an
MD attack on the V2V communication channels and an ACC-
based platoon, similar to [34], while undergoing an FDI attack
on the on-board sensors.

ACC only
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Fig. 2: General control structure

III. SYSTEM MODEL

The modeling of platooned vehicles as well as the control
strategies, to achieve platooning, are discussed in this section.

A. Vehicle Model

We consider a homogeneous platoon with n vehicles where
all vehicles share the same dynamics, controller design, and
performance characteristics. In general, each platooned vehi-
cle’s dynamics are described as

@(t) = f(a(t), u(t)) ()

where « and w are the state and input vectors, respectively.
Vehicle’s states evolution over time is described as

1 1
di(t) = *’U,l(t) — fai(t), for ¢ = 1, o, n

? ?

where x;, v;, a;, u;, and n; refer to the it" vehicle’s absolute

position, absolute velocity, actual acceleration, acceleration
command, and actuator’s delay, respectively. The last equation
2 describes the relationship between the commanded accel-
eration and actual acceleration [35]. A larger n leads to a
smaller evolution rate of the actual acceleration. To reduce the
complexity associated with determining the reachable sets, we
will assume that there is no actuation delay for the FDI attack
related analyses. Therefore, dynamics of the " platooned
vehicle experiencing an FDI attack are described as

’Uz(t) :uz(t), for ¢ = 1,,7’L (3)

B. Platoon Model

The platooning of n vehicles is accomplished by determin-
ing the input vector u, from (2) and (3), using either ACC
or CACC control strategies. Each vehicle is equipped with
front and back range and range-rate sensors (shown in blue
and green arrows, respectively, in Fig 1). Also, each vehicle
implements an upper-level controller, which determines the
commanded acceleration, and a lower-level controller, which
uses the commanded acceleration to produce throttle and brake
commands. In this work, we will focus on the upper-level
controller since the attacker can easily affect it.

Fig.2 refers to the general upper-level controller that we use
where G, K, F, H, and D represent the vehicle dynamic,
feedback PD controller, feed-forward controller(for CACC
only), headway policy, and injected channel delay respectively.
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The solid line represents the control structure that is shared by
both ACC and CACC, which consists of the feedback control
loop that requires the information of the front vehicle. The red
dashed line represents the feed-forward controller that requires
V2V communication, which is unique in CACC. The purple
dotted line is the information from the following vehicle,
which is necessary in bi-directional control for ACC.

1) ACC Platoon Model: For each platooned vehicle
equipped with an ACC control structure, the error coordinates
are defined as follows

€xi (t) = .Z‘H_l(t) — l‘l(t) — Id (4)
evi(t) = vit1(t) — vi(t)
where e,; and e,; refer to the i*" vehicle’s position and speed
error, respectively, and x4 is a constant denoting inter-vehicle
desired separation. It should be noted that error states are fully
measured using the on-board range and range-rate sensors. The
evolution of error states over time can be described as follows

&)

which can be rewritten in the following state-space represen-
tation

é(t) = Are(t) + Byu(t) (6)
where
e(t) = [en(t) ean(t)  €vr(t) eon(®)]”
u(t) = [u(t) un (1))

Matrices A; and B; are described in Appendix A. Each
platooned vehicle uses a bidirectional control law to determine
its commanded acceleration [36]. Bidirectional control is able
to guarantee platoon string stability, which maintains proper
traffic flow [4], [36], and it does not need any (V2V) transmit-
ted information to generate driving decisions. Each vehicle’s
commanded acceleration is calculated according to its position
in the platoon. For the last vehicle in a given platoon, we have

Up (t) = kpeaﬂ(t) + kdevl(t)7 (N
where k,, and k4 are the controller’s proportional and deriva-

tive gains, respectively. For the rest of the vehicles in the
platoon, we have

ui(t) = kp(€i(t) — €zi—1(t)) + ka(evi(t) — evi-1(t)),
fori=2,...,n

(®)

Commanded acceleration of all vehicle can be combined in
the following state-space representation

u(t) = Age(t) ©)

matrix As is described in Appendix A.

2) CACC Platoon Model: In CACC, dedicated Short Range
Communication (DSRC) provides foundations for V2V com-
munications. Unlike ACC, the uni-directional control is more
popular in CACC where each vehicle in the platoon receives
messages from its preceding vehicle and sends messages to its
following vehicle respectively.

In this paper, we adopt the velocity-dependent space policy
used in [28]. The error coordinates is defined as follows

(%73 (t) = $i+1(t) — l‘l(t) —h- (Y (t)

evi(t) = viy1(t) — vi(t)

eai(t) = ait1(t) — ai(t)
where h is the constant headway time. The constant headway-
time policy automatically achieves string stability if the V2V
message is not delayed. As stated earlier, the actuation dy-

namics are also reflected in CACC platoon.
Therefore, error states evolution is similarly defined as:

€2i(t) = vig1(t) — vi(t) — hai(t) = eyi(t) — ha;(t)
€ui(t) = aiv1(t) — a;(t) = eqi(t)

ai(t) " it+1(t) ; i+1(t) <77 i(t) ; 1(t)) (11)
1 1

= —;em—(t) + ; (wip1(t) — ui(t))

The state space representation for CACC is similarly obtained:

€cacc (t) = Acaccecacc (t) + Mcacca(t) + Bcaccucacc(t) (12)

Similarly, the leading vehicle is not specifically controlled
by anyone. All the following vehicle are controlled by the
uni-directional control law as follows

Uq (t) = k’pemi (t) + kdem' (t) + ka’ui+1(t),
fori=1,...,n—1

(10)

13)

The uni-directional control is more popular in CACC because
the CACC provides much smaller inter-vehicle distance and
therefore vehicles put much more focus on the front vehicle
rather than the following ones in order to avoid collision.

IV. THREAT MODEL

As shown in Figure 1, attackers can send malicious vehicles,
flying drones or even malicious roadside units to contaminate
the sensor measurement at any vehicle as well as to deteriorate
the channel stability on any inter-vehicle links during some
time without breaking into any platoon vehicles. In this
section, in order to investigate the impact of both attacks, we
define two different attack models.

A. FDI Attack

FDI attacks against vehicular sensors aim to generate harm-
ful impacts in the platoon by injecting false-data into the at-
tacked sensor(s) to perturb their measurements. Existing work
has demonstrated that the most used sensors in automated ve-
hicles, such as LIDAR or cameras, can be jammed or spoofed
and that such attacks can be accomplished at a distance [18],
[17], [16], [37]. For the purpose of demonstrating FDI attack
impacts in our study, we assume the following: First, the
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attacker is informed of the platoon model, which includes
the controller design and type of sensors used. Second, the
attacker has the capability to compromise the reading of one
or multiple sensors equipped on one more platooned vehicles
using drones, units installed on the road for that purpose,
or by an attacker-controller vehicle driving alongside the
platoon. The second assumption only needs the devices outside
the platoon and also not requires breaking into the platoon
vehicles, which still demonstrates an outside attacker. Finally,
the attack sequence (vector) can only assume discrete values
such that once injected it does not violate the resolution of the
attacked sensor(s). The last assumption helps create realistic
attack scenarios. It also helps distinguish feasible attacks for
non feasible ones.

1) Attacking Range Sensors: In this case, the commanded
acceleration becomes as follows

’U,l(t) = kp (ezl(t) + §$1(t)) + kdevl(t)

: (14)
Up(t) = kp((eﬂm(t) + 5wn(t)> - ewn—l(t))
+ kd (6vn (t) - evn—l(t))
where §,; is the amount of false-data injected against the i‘"
vehicle’s range sensor. (14) can be rewritten as follows
u(t) = Aze(t) + B2 ,0(1)
T
6(t) = [021(2) Oan(t)]
2) Attacking Range-rate Sensors: In this case, the com-
manded acceleration becomes as follows

ul(t) = kpem(t) + kd (61)1(?5) + 5U1(t))

15)

: (16)
Unp (t) = kp (ezn(t) - exn—l(t))
+ kd((evn(t) + 5vn(t)) - evnfl(t))
where §,; is the amount of false-data injected against the i*"
vehicle’s range-rate sensor. (16) can be rewritten as follows
u(t) = Age(t) + BQ)»U(S(t)
T
5(t) = [du1(2) Sun (1)]
3) Attacking Both Range and Range-rate Sensors: In this
case, the commanded acceleration becomes as follows

ur(t) = ky ez (t) + 621(2)) + ka(ew1 (t) + 801 (1))

a7)

' (18)
un(t) = kp((exn (t) + 51n(t)) - ewn—l(t))
+ kd((eﬂn (t) + 51171 (t)) - evn—l(t))
which can be rewritten as follows
t) = Ase(t) + Bo 5,0(t
u(t) = Age(t) + Ba.rud(t) 0

§(t) = [621(2) San(t)  0u1(?) Sun (1)]
Matrices Bs ,, B2, and Bj;, are given in Appendix A.
Considering the presence of attack vectors, acceleration com-
mands, given in (9), become as follows

u(t) = Ase(t) + B,o(t)

20
Ba S {BQ,fca BQ,U; BQ,mv} ( )

by substituting (20) into (6), we get
é(t) = Ace(t) + B.o(1)
Ac.=A1 + B A
B. = B1B,
Reachable sets are approximated by solving an optimization
problem which determines an appropriate attack vector, as will
be explained later. For that purpose, we need the discrete-

time representation of the error coordinates. Using the forward
difference approximation [38], (21) can be described as

e(k+1) = Ae(k) + Bd(k)

A=T+T,A,

B =T,B,
where [ is the identity matrix of proper dimensions, and T
is the sampling time and k£ = 0,1,...,m is the time sample
index. In this work, time horizon is defined as ¢ € [to, ],
where (t9 = t(k = 0)) and (t; = t(k = m)) correspond to
initial and final time samples, respectively.

2y

(22)

B. MD Attack

MD attack aims at delaying the message time of arrival
to damage the message timeliness by message interference or
jamming and message replay. The DSRC requires message
re-transmission when the message does not arrive on time.
Attackers can jam the channel and replay the message after a
short period of time. MD attack does not require any sophis-
ticated operation from malicious attacker such as breaking the
authentication protocol or hijacking platoon vehicles, which
is more achievable and realistic. Recent work reveals the
existence of such attacks initiated by malicious flying drones
[11] or neighboring vehicles [14], [39].

To demonstrate the impact of a very basic delay attack,
we assume the attacker has the following capabilities. First,
we assume a mobile outside attacker who can only delay
the message arrival in the inter-vehicle link to some extent.
Second, attackers cannot control the acceleration input profile
of the leading vehicle.

Specifically, attackers can change the link delay 7;(¢) for
i=1,2,...,n—1 at any time. The delay is not necessary to be
the same in each channel. But the maximum delay is bounded
by the T,uq:, Which means 7;(t) € [0, 74 Based on the
research in DSRC protocol [40], the allowable latency (largest
lifetime) of the V2V message is around 500 ms. Additionally,
in the worst case, T,nq, can be infinity when no message is
received. However, the platoon can notice this worst case and
accordingly, switches to the ACC control if necessary. Besides,
we assume that the message integrity and authenticity are
protected and validated via traditional cryptography methods.
The attack variable paves its way into CACC platoon model
as follows

(7 (t) = kpem- (t) + kdem- (t) —+ kaur,i(t, Ti)

23
fori=1,...,n—1 (23)

Where u,;(t, ;) is the received vehicle i + 1** commanded
acceleration at the 7" vehicle’s receiver. However, we find that
it is difficult to quantify the impact of delay 7; on the system
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Fig. 3: Impact of delay on acceleration

equation in the above form. We need to note that the delay
attack is of no use if the vehicle platoon is in the steady state.
In other words, the attacker will delay messages only when it
observes the leading vehicle’s acceleration(deceleration).

Then we quantify the impact of delay based on fig 3.
We observe that there will be a discrepancy between the
actual commanded acceleration of the preceding vehicle and
received acceleration at the following adjacent vehicle. This
discrepancy is defined as A, (t, ;) for the vehicle ¢. Then we
re-express the delayed acceleration as follows

Uri(t, 7i) = wip1(t) + Ag(t, 75) (24)

where A(7;) represents the pre-defined discrepancy. The value
of this discrepancy highly depends on the input profile of the
preceding vehicle as well as the delay time.

Considering that the attacker has no idea of the control
profile of the leading vehicle, we evaluate the discrepancy by
combining it with the vehicle’s moving ability to generalize
the results for all possible input patterns.

Therefore, we introduce the definition of jerk j as follows

. da
T
The jerk is the changing rate of acceleration.

We can therefore conclude that the discrepancy A, (¢, 7;) is
bounded by both jerk and the 7,,,,,. Specifically speaking,

(25)

|Aa(t7 TZ)| < ju * Tmaz (26)

And we define j, is the upper bound of the jerk ;7 where
—Ju < 7 < ju And also homogeneous vehicle string shares
the same j,,. So the system equation in equation 11 becomes:

€m(t) = Ui+1(t) — U; (t) —h- a; (t)
€vi(t) = uir1(t) — wi(t)
éai(t) = 7%66“; (t) + % (Ui+1(t) — U4 (t))
= —eailt) + < [ussa (0) = e
+ kgeyi(t) + kq - (Ui+1(t) + A,(t, Tz))”

The discrepancy bound is adopted as the bound of the
attacker capability range in the reachability analysis, which
is analyzed in the next section.

27

V. REACHABILITY ANALYSIS OF CONSTRAINED ATTACKS
ON VEHICLE PLATOONS

Generally, reachability analysis is a mathematical tool that
provides information about the evolution of a dynamical
system states over time considering that the system may have
physical constraints on the control inputs and the states. In
this work, we will use this analysis to answer the following
question: “Given the attacker capability to manipulate one
or more functionalities of the vehicle’s automation system,
is it possible to drive the vehicular platoon to unsafe state
(collisions between two or more vehicles within the platoon)?
If so, what is the speed of impact (collision)?”

A. Optimal Control Based Reachability

We use the optimal control based reachability method in
order to compute the reachable set of a platoon undergoing an
FDI attack. Using this method, the error state space is divided
into a number of equidistant target points e, and for each one
of them an optimal control problem is solved to determine
whether a feasible trajectory exists between initial states eg
and the target states e,. Mathematically, we seek a solution to
the following optimization problem

1
ming?l)ize J = §||Ce(m) — esll3 (28)

subject to

« initial error states.

o dynamics of the platoon, which are the error states,
acceleration (control commands), and the FDI vector.

« constraints on the state, input, targeted sensors, and FDI
vector.

o the FDI attack vector is determined such that the incre-
ment/decrement of the spoofed measurements is accord-
ing to the attacked sensor(s) resolution.

The matrix C defines the target vehicle, by selecting its
position and velocity errors from the state vector e. The target
vehicle is where the attacker intends to cause a collision while
the attacked vehicle is where the attacker injects the FDI attack
vector. If a solution can be found for (28), then there is an
attack sequence 6(.) which is able to minimize the distance
between the final state of the platoon e(m) and ey, which
means the attacker can cause the platoon to steer towards es.
If, on the other hand, a solution does not exist, then the attacker
cannot drive the platoon to the candidate states e.

Since we are mainly concerned to determine the safety of
the vehicular platoon while experiencing an FDI attack, we
will define e, as only the unsafe points in the error state space,
that is the points where the position error is equal to —z4 (for
collisions) and for different velocity errors (speed of impact).
In order to solve the problem in (28) numerically, we need the
following formulations

1) Evolution of Errors State Vector: For an initial state
vector e(0), the error coordinates of the platoon , given in
(22), will develop over time for £k = 0,1,...,m as follows
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e(2) = Ae(1) + BS(1) = A%e(0) + ABS(0) + BS(1)

(29)
e(m) = A™e(0) + Amleé(O) +.-+4+Bd(m-—1)
final error state vector can be rewritten as
e(m) = Ae(0) + Bé (30)
where
A=A™
B=[A"'B A"B ... B

8 =1[5(0) &(1) s(m—1)]"

2) Initial Conditions and Constraints: We assume that the
FDI attack begins once the platoon is at the steady-state,
which means both desired separation and relative speed are
achieved for all vehicles. Mathematically, the steady-state of
the platoon is equivalent to zero position and velocity errors
for all vehicles. Besides, in order to create realistic scenarios
for the FDI attacks, we define the following constraints

o At any time sample, the attack vector must take a value
between a predefined minimum d,,;;, and maximum 6y, a5
values, as shown below

6(k) S 5max and §(k) Z 6min

which can be rewritten as follows

0 < dpmax and 8 > Opin 31
where
Sumax = [Tmax Smax]
Sumin = [Omin Smin]

o As shown in section IV-A, the attack vector has an effect
on the calculation of commanded acceleration. Further-
more, each vehicle has physical acceleration limits. For
those two reasons, the attack vector must not result in
acceleration commands violates a predefined minimum
Umin and maximum umax limits once injected into the
attack sensors, as shown below

Age(k) =+ Bgé(k) < Umax
Age(k) + B25(k) > Umin
using (29), this constraint can be rewritten as follows

Kle(o) + K26 < Umax

Kie(0) + K20 > umin (32)
where
Umax = |Umax Unnax]
Umin = [Umin Unmin]

o Each sensor has physical limits, that is the reading is
always between a minimum Sp,j, and a maximum Syax
values. That means, once injected, the attack vector will

not result in a spoofed measurement outside the attacked
sensor limits, as shown below

kse(k) + 6(k) < Smax
kse(k) + 6(k) > Smin
where k3 is a row vector specifies error states correspond-

ing to the attacked sensors. Using (29), this constraint can
be rewritten as follows

K3€(0) + K40 < Smax

K3€(O) + K4(s 2 Smin (33)
where
Smax = [Smax Smax]T
Smin = [Smin Smin]T

No collision should be induced in the platoon before
reaching the end of attack window (time), as shown below

kse(k) +0(k) <9

where ks is a row vector specifies the position errors in
the state vector and ¢ is the collision threshold, which is
equal to —z4 in our case. Using (29), this constraint is
rewritten as follows

where
T
U= [w zﬂ
Increment/decrement of the FDI attack vector is prede-
fined using a certain resolution. For that reason, the range
of possible values for (k) is also predefined and the
solution of the problem in (28) is set to integers.

All constraints given in (31)-(34) can be combined in the
following compact form

Aineq6 S bineq (35)

Definitions of K1, Ko, K3, K4, K5, K¢, Aineq, and bjy,cq are
given in Appendix A.

3) Computation of FDI Reachable Sets: The cost function
of the problem in (28) can be rewritten as

1

T = 3 [(Celm) ~ e.) (Celm) — e,)]
(36)

= %[eT(m)CTCe(m) —2el'Ce(m) + el'e,]
by substituting (30) into (36), we get
J =M+ 6TM26 + other terms 37
where
M, =T (0)ATCcTeB - ef'CB
M, =B"C"CB

It should be noted that the ”other terms” in (37) do not include
any attack vector sequence and, hence, will be omitted since
they do not affect the minimization of J. In summary, for
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each one of the target states e, of interest, the reachable set
is determined by solving the following

min M8 + 67 Mo
° (38)
s.t. Aineq(s < bineq

B. Hamilton Jacobian Reachability against MD attack

The Hamilton-Jacobi (HJ) reachability analysis is another
popular and effective reachability method for examining the
performance and safety properties of the dynamic system. It
provides a formal way of modeling the attacker’s capability
in the system evolution, which benefits us in demonstrating
the impact of the delay. Specifically speaking, we use it to
find the answer to the following question: “Considering the
attacker’s capability to delay messages in multiple channels,
will the platoon be driven into unsafe states (collision between
two adjacent vehicles)?”. The backward reachable set (BRS)
answer this question by finding out all the possible initial states
that can find its way to the target set at any time during some
pre-defined time horizon. In this work, we use it to find out
the BRS that can lead to a decent vehicle collision given the
bound of delay and system evolution function.

In detail, we try to solve the viscosity solution of a time-
dependent Hamilton Jacobi Issac equation &. We let a function
v(z,t) be the viscosity solution of &,

Div(z,t) + min[0, H(xz, Dyv(z,t))] =0 (39)
where
H(z,Dyv(z,t)) = ?SE Dyv(z,t)" - f(x,a,b)
Dy, t) = 31)6(2 t) _ 7 (40)
Then, the zero sublevel set of v describes the BRS
4. ={zxeR" | v(z,t) <0} 41)

where H(x, D,v(x,t)) is the Hamiltonian function. The basic
idea of the attacker is to minimize the Hamiltonian by chang-
ing the control input. As the BRS increases, the Hamiltonian
also increases. When the Hamiltonian reaches 0, we will stop
and therefore correctly obtain the BRS.

The main drawback of this method lies in its exponential
computational complexity with respect to the number of state
variables. The HJ reachability analysis usually does not make
any sense when the dimension of the state vector is larger
than 5. Previous works [21], [23], [33] only deal with 3D
state vector, which limits their applicability to demonstrate a
more complex system. In this model, we use a 5D state vector
to evaluate the system safety property against the MD attack.

1) System Formulation: Due to the size limitation of the
state vector, we can only consider one adjacent vehicle pair
at each simulation. 3 or more vehicles system will make no
sense. In this formulation, we use vehicle 2 and vehicle 1 to
represent the front and back vehicle in this pair. The state
vector is defined as

e1(t) x2(t) —x1(t) —h- vy

ea(t) va(t) — v (t)

es(t)| = az(t) — ax(t) 42)
vy (1) v1(t)

a(t) a1 (t)

where xo(t)/x1(t), va(t)/v1(t), az(t)/ay(t) represent the
position, velocity and actual acceleration of the front/back
vehicle respectively.

The system dynamic f(x,7) we use is shown as

6.1 (t) = €2 (t) — ha1 (t)
€a(t) = es(t)
es(t) = _% es(t)) + %[ug(t) + AW — (kper(t)
+ kaea(t) + kq - (u2(t) + A(t, 11)))] (43)
1f1 (t) = al(t)

() = —%al(t) + %[mel(t)) T halea(t))
+ ka . (UQ(t) + A(t,’]’l))]

Where wuq(t)/uq(t) is the commanded acceleration of the
preceding/following vehicle. A(¢,71) is the acceleration dis-
crepancy.
Then we can get the Hamiltonian in the following equation
min

T .
Lofhin P flz,7)

=p1(ea(t) — hai(t)) + paes(t) — psn~ 'es(t) — p3-
0 (kper () + kaea(t)) + paai(t) — psntar(t)+  (44)

_ 2
ps-n " (kper(t) + kaea(t)) + 0 ka |ps + ps|-

A(m1) + 07" [ps(1 = kq) + pska| ua(t)

H(x,p) =

where p = [p1,p2,...,ps] is the partial derivative of the
viscosity solution of the the terminal value HJI PDE w.r.t the
state variables. The bound on the attacker input is A(ry) €
[—JuTmazs JuTmaz)- The system input us(t) is bounded by the
maximum acceleration and the j,. The attacker’s objective is
to find the 71 to minimize the Hamiltonian.

VI. SIMULATION RESULTS AND ANALYSIS

In this section, we evaluate the severity of the FDI and MD
attacks by analyzing the reachable sets, determined using the
approaches described in Section V, for platoons undergoing
the aforementioned attacks.

TABLE I: Reachable set for FDI attacks on a single range
sensor

Vi Vo Vs Vi
5o 1 c1 g (-1.995) B B B
5.2 B cg.3 (3.996) - -
53 B 3,4 (4005 | cg3 4 (-1.849)
cq. 5 (-2.003)
5pd 4.5 (5987)
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A. FDI Attacks

For FDI attacks, the approach explained in Section V-A is
used to determine the reachable set of the attacked platoon.
CPLEX solver was used to determine the integer solution of
(38). Tables I and II show the reachable sets resulting from
mounting FDI attacks against one range sensor and range-
rate sensor, respectively, equipped on one vehicle in a platoon
with (n = 4). In each table, d, ; and J, ; refer to the attacked
range and range-rate sensors, respectively, equipped on the
it" attacked vehicle, V; refers to the i*" target vehicle in
the platoon, specified by C in (38), ¢; ; refers to a collision
between the it and jth vehicles, and the numbers shown
in parenthesis are the maximum reachable speed of impact
with respect to the two collided vehicles. For these results,
resolution of the attacked sensor is selected as 0.5 m and 0.25
m/s? for the range and range-rate sensors, respectively.

We can see in the above-mentioned tables that different
impacts can be generated for different scenarios of FDI attacks.
For example, attacking the range sensor of the 1°% vehicle in
the platoon can cause the target vehicle V; and the preceding
274 vehicle to collide at a relative speed that could reach -
1.955 m/s. However, attacking the same sensor does not cause
any accidents when the target is any vehicle other than the
first one V} in the platoon, as shown in the first row of Table
I. On the other hand, we can see in the second row of Table
IT that attacking the range-rate sensor of the 2"¢ vehicle in
the platoon can cause a crash at the target vehicle V3 and, in
addition, the 2"¢ and 4'" vehicles although the last two were
not part of the attacker’s intention in the first place, which
indicates the possibility of attacking one vehicle in the platoon
while targeting (causing an accident) in another non-attacked
vehicle in the same platoon. For these results, accidents occur
when a time in the range of 90 to 120 seconds pass after the
beginning of an attack.

Tables III and IV show the reachable set resulting from at-
tacking two range sensors and range-rate sensors, respectively,

TABLE II: Reachable set for FDI attacks on a single range-rate
sensor

V1 Va V3 Vi
Ov,1 c1,2 (1977 - - -
2,3 (1959
Sy,2 cg,3 (2017 3.4 (-1992)
cy. 5 (:2210)
5y 3 3,4 (243D | cg3,4 (3715
’ cyq.5 (-2.003)
Sy 4 4.5 (1962)

TABLE III: Reachable set for FDI attacks on two range sensors

Vi Vy V3 Vy

c.3 (-1.873) co 3 (-3.666)

0x,12 c1,2 (2021) c2,3 (-597) | c3 4 (-2.004) c3 4 (-3.853)

cy 5 (-2.130) cq 5 (-3.997)

82,13 c1,2 (-4.003) c1 .2 (-1.807) c3,4 (-7.984) c3,4 (-5743)

c3,4 (3:860) c2,3 (:2013) cq.5 (-6.002)
c1,2 (183D | c1,g (-1.468)

3,14 c1 9 (-3.988) co 3 (1987) | co 3 (-1.508) cq,5 (-8.006)
c3.4 (L771) | e3 4 (-1.982)

52,23 cg,3 (4003) | c3 4 (-7.993) 3,4 (-5723)

c3,4 (-4.008) cy . 5 (-6.005)

52,24 c2,3 (-399) | co 3 (-1.833) cq, 5 (-8997)
cq.5 (-3998) | c3 4 (-1.997)

02,34 3,4 (-3.566) cq,5 (-8270)

equipped on two vehicles in the same platoon (n = 4). In each
table, 6, ;; and d, ;; refer to the attacked range and range-rate
sensors, respectively, equipped on the it and j** attacked
vehicles. We see clearly that targeting two sensors, regardless
of their types, on two different vehicles generates a bigger
reachable set for the FDI attack as we can see fewer infeasible
attack cases, shown with the (-) sign. Also, compared with the
results of attacking one sensor, it is possible in some scenarios
to cause collisions at greater speeds of impacts and more
random non-attacked vehicles can be harmed. For example,
by attacking range sensors of the first and second vehicles, it
is possible to induce collision in the target vehicle V, and also
in the third and fifth vehicles with a severe speed of impacts
range from -3.6 to -4 m/s, as shown in Table III. Furthermore,
for these results, 40 to 60 seconds are needed to cause the first
collision.

Tables V and VI show the reachable set resulting from
attacking two range and range-rate sensors equipped on one
or two vehicles, respectively, in the same platoon (n = 4).

TABLE IV: Reachable set for FDI attacks on two range-rate
Sensors

Vi Vo V3 Vy
Su,12 1,2 (8004) | co 3 (8102) | cg3 4 (-4193)
5u,13 c1,2 (-71989) | cg 3 (7984) | cg 4 (3970)
co. g (-71.990)
c1.2 (5.585)
3v,14 1,2 (6003) | e 3 (5975 | c3,4 (7981 | cg 5 (-5988)
c3 4 (3921) | c3 4 (-6.138)
5y,23 co,3 (5967) | c3.4 (1974) | c3 4 (-1982)
c4 5 (2.015)
v,24 c2,3 (597 c3,4 (-7984) cq,5 (3.991)
c3 4 (-6.224)
3v,34 3,4 (1971 | eq,5 (601D

TABLE V: Reachable set for FDI attacks on range & range-
rate sensors

Vi Vo V3 Vy

m 1 1,2 (1866)

P 1,2 (:2010) cg,3 (1987)

vyl a4 (-2.166)

5,

6“; 2,3 (1.991)

v c3. 4 (-2.593)
8,
(fi c3.4 (1799) | g5 (-L791)

v, ’
0,4

, cq. 5 (-3992)

Su,4 4,5

TABLE VI: Reachable set for FDI attacks on two range &
range-rate Sensors

Vi Vo Va3 Vy

02,12

T c1.o (-7.984)
Ov,12 1.2
5
s 1,2 (1970)

v,13 co 3 (2.532)
52 14 c1,0 (4027) | cq,2 (1.883)
53%14 cg,3 (-4460) cg 3 (-2.004) cg,4 (-6011) cq,5 (-3.974)
v c3.4 (4701) c3 4 (-2254)
02,23

T - cg 3 (2015)
%v,23 2,3
5
6I=24 - €23 (-7952) | cg.4 (3963) | cq 5 (3985
v,24 cg 4 (8.118)
02,34

2@ - - cg3. 4 (-1.983)
9y,34 3,4
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Finally, we increased the size of the platoon to (n = 5)
and determined the reachable set resulting from attacking two
range-rate sensors on two different vehicles. Table VII shows
the results for these attack cases.

Similarly, we have also conducted the same analyses to
determine the reachable sets of FDI attacks on a single/double
range or range-rate sensors however we neglected the con-
straint regarding the sensor resolution, which means that 4(.)
can take any continuous values between dp,i, and dpyax. The
reason for that was to compare the results with that shown in
Tables tables I to VL In the case of continuous 4(.), resulting
reachable set was bigger in terms of the number of induced
collisions and the magnitude of the speed of impact. However,
that represents an unrealistic case since it is not feasible to
inject false-data that could take any arbitrary value.

In summary, whether it is an attack on a single or mul-
tiple sensors, the reachability analysis results shown in the
aforementioned tables indicate that the impacts of FDI attacks
on the sensors of platooned vehicles are serious and need
to be considered during the design of platooning controllers,
which rely on such sensors, for those vehicles. Although some
attacks cases do not result in any accidents, shown with the
(-) sign in the tables, FDI attacks are still able to generate
severe collisions with a speed of impact between -2 to -8
m/s. Additionally, FDI attacks can induce impacts at random
vehicles in the platoon by attacking on-board sensors of other
vehicles in the same platoon.

For the purpose of detecting potential attacks against on-
board sensors, we suggest the following. First, a simple
approach is to check whether or not the sensor’s readings are
reasonable. For instance, if those readings are not within the
sensor’s normal range or if the increments/decrements of the
successive sensor measurements do not agree with sensor’s
frequency, then the sensor may be attacked. Second, another
approach for detection is sensor redundancy. For instance,
equipping multiple sensors on-board to measure the same
quantity, range or range-rate, or installing units on road with

TABLE VII: Reachable set for FDI attacks on two range-rate
sensors (n = 5)

Vi Vg Vs Vy Vs

Sy,12 cq,2 (-5221) c2,3 (-8343)
5u,13 c1,2 (71559) | g 3 (7401) | cg 4 (-3720)
5y,14 c1,2 (7022) | g3 (6775) | c3 .4 (6981) | cg 5 (4218)

c3.4 (6.631) | c3 4 (-6.138)
8v,15 c1,2 (5277 5,6 (6.011)
64,23 cg,3 (-53.967) c3,4 (1.974)
8,24 cg,3 (6127) | cg.4 (5226) | cq,5 (-4991)
8v,25 cg 3 (-7.034) 5,6 (-6.501)
3y,34 c3,4 (8244) | cq 5 (:7935)
8,35 3,4 (-7.900) 5,6 (-6.113)
8y,45 c5,6 (5731
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Fig. 4: Acceleration range of the front vehicle

12V (Infrastructure-2-Vehicle) and V2I capabilities [41] where
vehicle’s information can be exchanged. By generating multi-
ple readings and then comparing them, spoofed measurements
will be easy to detect.

B. MD Attack

In this work, we evaluate the influence of delay by finding
the BRS of this delayed system. We use the code from [42] for
reference, which is famous in solving HJ reachability. Also, we
adapt it to fit our own system dynamic and attacker settings.
The simulation platform is MATLAB 2018b on PC.

1) System Parameters and Target Set: We assume a 10-
vehicle string that is running in the steady state. Suddenly,
the lead vehicle changes its speed and therefore following
vehicles react based on the CACC. The attacker observes this
string disturbance and simultaneously begins to delay the inter-
vehicle messages.

We assume the initial vehicle platoon is in the steady state
with a common speed 30 m/s. We constrain the speed between
0 to 35m/s in our simulation which helps avoid backward
driving. Also, we assume the maximum acceleration ranges
from —3m/s? to 2m/s? which avoids uncomfortable brakes
or pushes for passengers. We are considering a 20-second time
span, which is sufficient for the following vehicles to evaluate
and react to the potential danger.

The target set ¥ is called a ’decent’ collision, which is
mathematically defined as

Gr=[e1 <0 ex < —v

0<v <35

-5 < €3 < 5 45
-3 S aq S 2} r ( )
r is an area when the inter-vehicle space is 0 or negative,
the collision speed between two vehicles are larger than v.m/s
with v, > 0. Other dimensions fall within its own range.

2) Constraints and Initial Condition: In order to examine
the impact of delay on different vehicle dynamics, we assume
Jju have three choices: 1m/s3,2m/s and 3m/s® [24].

Meanwhile, the string stability means that the inter-vehicle
space error will attenuate along the vehicle string. For a
homogeneous vehicle string with the same platoon parameter,
we can say that the maximum and minimum space error will
simultaneously occur at the first and last pair of vehicles.
However, the way we define the input of the lead vehicle in
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section iii has already included all possible patterns, which
means the input of the last vehicle pair will fall within the
range of the first pair. Therefore, we only need to show the
plot the first pair to demonstrate the impact of the delay.

In Figure 4, we use j, =1m/s® as an example to show
the bound of uy by the physical limit of the vehicle, the lead
vehicle input profile. In detail, the red and black solid line
are the upper and lower bound of the acceleration range when
Jju =1m/s? respectively. The colorful dashed lines represent
3 possible input patterns inside this range. In reality, the
acceleration pattern can behave randomly as long as it is inside
the range bounded by the red-line upper bound and black-
line lower bound. The upper or lower bound will reach to
the maximum/minimum value faster as the j,, becomes larger,
which means a better engine. This is a more comprehensive
way to model the input u, as a range because we consider all
possible inputs rather than some specific input profile used by
some previous work. Also, the way that we bound the us will
make the analysis realistic because we consider the physical
limits of vehicles.

3) Delay Impact Evaluation: In this part, we want to
demonstrate the impact of delay by answering the following
question: Given the final target set (collision), a constant time
headway time h, and a maximum delay bound, will the steady
state be included in the initial BRS? If so, it means that, in
the worst case, the attacker can always find at least a delay
sequence to drive the system into the targeted collision from
the steady state. Since the platoon designer can choose head-
way time h to represent different safety preference. Usually,
a larger headway time results in a safer vehicle string setting.
We will explore what is the boundary headway time h; of
the BRS. This boundary h; tells us that, if this platoon has
a h < hy, it may face a significant collision under the worst
case.

We adopt the control parameter set that we find in previous
literature as k, = kﬁ = 0.25 and k, = 0.5 [28]. We have two
objectives in this simulation. First, we want to explain why
we don’t cover the periodic jamming attack, by comparing its
impact with MD attack. Here, we assume that the periodic
jamming attack jams every 1 out of 5 messages. Consecutive
message jamming is considered more easily detectable than
periodic message jamming [43], which may turn the platoon
into a safer ACC mode. Similarly, a higher jamming frequency
can raise the attention of platoon. Second, we want to demon-
strate the effectiveness and severity of the MD attack.

Figure 5 (a) is the h, under the aforementioned periodic
jamming attack. Figure 5 (b), (c) and (d) demonstrate the
hy against different actuation delay 7 and delay upper bound
T1,max» Where the red and yellow curves are the h; under no
delay and 71 4, = 0.1 respectively. First of all, if we compare
black curve in the Figure 5 (a) with red and yellow curves
in (b), we observe that the h; of the jamming attack (black)
is only slightly larger than no delay (red) case. Meanwhile,
it is less than the MD attack with 71 4, = 0.1s (yellow).
We obtain similar results for other j, values. In other words,
the periodic jamming attack has a less severe impact on
platoon safety than the 71,4, = 0.1 case because it needs
a smaller headway time to avoid the crash. So we don’t

02, 02 ST — 02
(s)

00 7ils)

(b) ju = 1m/s3

Zos
06

04
06

0(s) 0o (s)

(d) ju, = 3m/s3

Fig. 5: hy under different j,,

further compare with the periodic jamming in our simulation.
Besides, as 1 and Ty 4. increases, hy need to increase, which
means vehicles need a much more headway time to stay safe.
Besides, a larger j, enables faster changes in deceleration
and accordingly it needs a larger h; to avoid potential crash,
which is demonstrated in the results. And also, n has a larger
impact than the 71 ;4. It is also reasonable since the larger
actuation delay means the control system cannot react in
a timely manner, leading to worse consequences than only
delaying the acceleration information.

After we obtain the boundary h, we may consider another
question: given all the platoon parameters, what is the most
severe collision that may happen starting from some common
unsteady initial state. We fix the platoon parameters and
change the target set (increase the collision speed v.). We
found that the BRS will gradually shrink as we increase v.
When it does not contain any reasonable initial states, we may
say that this v, is the most severe crash that can happen under
certain initial common platoon states.

We first define the possible initial condition range (PICR).

« Initial inter-vehicle distance is between 0 and 40 m.

« Initial relative speed ranges from —5 to 5m/s.

« Initial lead vehicle speed ranges from 10 to 30 m/s.

Then we change the target set by changing the crash speed
v, and therefore find the maximum crash speed v. 4, such
that the corresponding BRS has intersection with the PICR.
In other words, if v. > ¢ mas, the resulting BRS would
have no intersection with the PICR. In Figure 6, we plot the
Ve,maa against different n and delay bound 74 ,,4,. We can see
that as actuation delay and 7y ,,q, increases, the v, q. also
increases, which means the platoon vehicles may reach worse
collisions under larger delays. Besides, a larger j, represent
a harder brake ability and accordingly, it may lead to a more
severe crash. The vc g, is at least 6.5m/s for all possible
cases, which represents a severe crash.

In summary, Figure 5 shows the minimum headway time
needed for the given actuation delay 7 as well as the maximum
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Fig. 6: v¢ maq under different j,

delay 7,4, to avoid severe collisions. Because the time
duration is 20 seconds and minimum headway time is achieved
on the boundary of the reachable set, it takes at least 20
seconds for any pair of vehicles to collide from the defined
steady state under the minimum headway time h; given 7
and 7,,q,. Moreover, Figure 7 shows the worst-case collision
scenario when the platoon starts from a reasonable initial state.
We plot two examples that the MD attack leads to collisions
using the same control parameter and initial state during the
20s time span. The message delay during this period is always
0.3s, and 7 is 0.5s and 7, is 1m/s3. The front vehicle first
accelerates to the max speed and then applies a full break
till the end. The headway time is 0.5s and 0.6s, respectively.
The collision happens when the curves fall below the red line.
We can see that the worst-case collisions happen when the
headway time is 0.6 s, which corresponds to the value in Figure
5 (b) where the h;, is around 0.64s.

Several previous papers focus on the collision analysis have
different system models or attacker assumptions, such as [29]
and [44], whose result is not directly comparable with ours.
Compared with previous works focusing on string stability
under the same control law, our results show that the collision
can happen when the platoon is either string stable or unstable.
[28] shows the minimum headway time h that needed to keep
the string stability. We compare the h; and hs under the same
actuation delay 7. From Fig 8 (b), there are 4 regions divided
by two curves. Region 1 represents the headway time that
results in collision-free and string stability. Region 4 represents
the headway time that makes the platoon suffer from both
collision and string instability. Region 2 means string unstable
but collision-free, Region 4 represents the opposite to the
region 2. We can see that string instability and collisions are

Inter-vehicle distance(m)

° R

_e i . . -t J
0 5 10 15 20
time(s)

Fig. 7: Inter-vehicle distance when h =0.5s and h =0.6s
under 7y,4, =0.3s, n =0.5s. j, =1m/s?

positively correlated but there is no definite causality between
these two conditions. In [35], authors show that jamming is
able to result in a more severe impact on string stability.
However, jamming can be regarded as infinite delay attack,
which is obviously stronger if jamming is persistent. Besides,
it is easily detectable while MD attack is stealthy.

4) Finding the Optimal Delay Attack: HJ reachability also
tells us the optimal control sequence of the attacker.

oy —argmin  p" - f(z,7)
T1

. 2
=argmin c(t) + . ko |ps + ps| - A(71)
T1
s.t. 0 <7 < Tmaz
|A(T)] < e 7

where a; is the optimal control for the attacker, c(t) represents
the sum of all items in the p”- f(x, 71) that does not contain the
decision variable 7. It is a very simple optimization problem.
The objective value will be achieved as long as the 71 = Ty44
and A(7y) = j;-71. It means that, if we start the platoon from
the state inside BRS, the attacker will never miss the target
set as long as it chooses the largest delay 7,4, all the time.

5) Defenses Against MD Attack: Here we discuss possible
countermeasures to the MD attack, including attack detection
and mitigation. For detection, we adopt the idea of anomaly
detection by comparing measured message delay sequences
with normal channel-induced delay distributions. That is, each
vehicle ¢ can locally collect a sequence of N consecutive V2V
messages received from another vehicle j, and compute the
delay {71, 72,...,7n} by subtracting the received time by the
timestamp from the sender (since messages are timestamped
before transmission in DSRC and digital signatures are used
to verify the timestamps, their integrity is protected from the
attacker. Of course this requires time synchronization between
vehicles which can be realized by GPS signals). Then vehicle
1 can compute the distribution P, of the sampled delay
sequence. If we have the normal message delay distribution
P induced by the communication channel, vehicle ¢ can
then compare the two distributions (e.g., calculating some
distance metric such as KL-divergence [45] and compare with
a threshold, or using Chi-Square test [46] to examine whether
those measured samples actually belong to P;).

One major challenge is how to obtain the normal message
delay distribution for the detection algorithm. Note that, nor-
mal message delay includes both physical-channel propagation
delays, the delay from MAC/link layer (i.e., contention delay
and re-transmissions due to collision), and processing delay
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at the source/destinations. The first delay is predictable since
it can be computed by dividing the inter-vehicle distance by
the speed of light. The third one is usually very small which
can be neglected (or can be modeled for different transceivers).
The MAC delay constitutes the majority and is less predictable
since it depends on many factors including: wireless channel
conditions (which can change rapidly in a mobile environ-
ment), vehicle (device) density, communication/messaging rate
and patterns, as well as network topology. While several
existing studies [47], [48], [49] published experimental results
about the message delay distribution under different real-
world vehicular networking settings, they only provide general
statistics for reference, which may not be applicable to the
specific channel/traffic environment in the real-world.

An alternative approach is to introduce a training process to
obtain an initial normal message delay distribution/profile Py
for each V2V link (can be done locally), and update the profile
over time (by keeping a constantly moving window of delay
measurements). The previous profile is used to authenticate the
current measured delay sequence profile (e.g., comparing the
distance with a threshold or Chi-Square test), and if the current
profile is legitimate, it is used to authenticate the next delay
sequence. This scheme can work as long as the initial training
is secured (e.g., when a vehicle first starts and enters the
road, assuming no attack at this point), and the channel/traffic
environment does not change too abruptly. This is reasonable
since DSRC specifies that V2V messaging rates shall be no
less than 10/s, and the network topology is unlikely to change
significantly within a second (where 10 messages can be used
to build the profile). One may wonder if the attacker can
gradually inject a tiny but increasing amount of delay for a
long time to spoof the above profile updating process without
being noticed such as in [50]. However, in order to launch
this stealthy online hill-climbing-style attack, attackers have
to send vehicles to physically follow the platoon for a long
time, which is too costly and easy to be detected.

In addition, there is an intrinsic trade-off between the MD
attack’s stealthiness and effectiveness. While the attacker can
try to lower the probability of detection, it also reduces
the success rate (e.g., in terms of probability of causing
vehicle collisions). On the one hand, the optimal MD attack is
achieved when injecting a constant maximum delay (tolerated
by the link layer, e.g., 0.5s) during a consecutive time period,
which is quite easy to detect. On the other hand, if the attacker
injects delays periodically or randomly, not all messages are
heavily delayed which will be less effective. This can be seen
by our simulation results in Fig. 8 (a). In this simulation, we set
1n=0.5s, h =0.6's, time duration as 20 s. The vehicle pair starts
from the steady state with speed 25m/s. The lead vehicle
first accelerates to 35m/s and then brakes (j, = 3m/s®)
until it stops. The control parameters are the same as the
previous simulation. For normal delay distribution, we adopt
the CDF of the message delay for single hop-broadcasting in
[49], which is approximately a Gaussian distribution of mean
100 ms and STD 30 ms. We use 3 sets of delay distributions
in the simulated MD attacks, whose distribution mean are
150 ms, 200 ms, and 400 ms respectively, with the same STD
as 30 ms. The attacker delays every message by a value drawn

——Attack 1: p_ 0%
Attack 2: p_=21% Il
——Attack 3: p_,=63%

TPR

0 0.2 0.4 0.6 0.8 1
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(a) Collision vs String Instability (b)Detection rate vs pco

Fig. 8: Result evaluation and comparison

from the distribution. Then we run Monte-Carlo simulation to
get the collision probability p.,;. Also the Chi-Square test is
used to detect the MD attack. The results show that a larger
deviation (blue curve) between the normal and attack delay
distributions leads to a higher vehicle collision possibility but
is also much easier to be detected.

After detection, we need to mitigate the MD attack. A
naive way is to lower the weight k, in the control equation,
which can lower the error caused by the MD attack. Platooned
vehicles can increase the k, when the detected message delay
is small, and decrease k, when the detected message delay
is high. However, if the weight is too small, the received
information will have less functionality in the control law.
Besides, there are some works on how to mitigate the message
delays. Besselink et.al [25] adopts a delay-based spacing
policy to handle the system and message delay in the platoon
control systems. Zeng et.al [51] optimizes the control system
to achieve the maximum derived wireless system reliability
under channel delay. In the real-world, a combination of such
methods can be adopted. One can also fall back to ACC
without using the V2V messages, which is less desirable.
Delay-robust and efficient platooning control algorithms will
be part of our future work.

VII. CONCLUSION

This paper adopts the reachability analysis method to
demonstrate and evaluate the impact of two more realistic
attacks, FDI attack, and MD attack, on the safety performance
of the two platoon control techniques, ACC and CACC,
respectively. The error evolution of the system state is derived,
which is combined with the attacker’s capability to describe
the system dynamics in the reachability analysis. We also
specify the reachable sets under different attack bounds to tell
the collision severity of each attack. Simulation results show
impacts of both attacks on the sensors or the communication
channels of platooned vehicles can definitely lead to severe
crashes within a specific time span. The collision may happen
even before the platoon string becomes unstable compared
with other works. Therefore both attacks need to be taken into
account when designing the platoon upper-level controllers.
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APPENDIX A
DEFINITION OF MATRICES
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