
International Journal of Disaster Risk Reduction 41 (2019) 101314

Available online 7 September 2019
2212-4209/© 2019 Elsevier Ltd. All rights reserved.

A ground-up approach to estimate the likelihood of business interruption 

Fabrizio Nocera *, Paolo Gardoni 
University of Illinois at Urbana-Champaign, 205 N. Mathews Ave, Urbana, IL, 61801, USA   

A R T I C L E  I N F O   

Keywords: 
Business interruption 
Critical infrastructure 
Physical structures 
Social systems 
Reliability 

A B S T R A C T   

Critical infrastructure (such as transportation, water, electric power, wastewater, and telecommunications) 
provides the conveyance of goods, services, and resources to communities, which are vital for economic activ
ities. Buildings, bridges, and other structures and components of the infrastructure might be subject to natural 
and anthropogenic hazards, which may lead to a reduction or loss of functionality of infrastructure. Businesses 
may experience disruptions because of (i) direct damage to the business properties and facilities, (ii) reduction or 
loss of functionality of the supporting critical infrastructure, or (iii) impact on social systems affecting the 
availability of the workforce at a specific business and supporting businesses as well as customers. Current ap
proaches do not model the functionality of business properties and supporting infrastructure, generally obtaining 
only empirical estimates of business interruption losses. Such predictions might not be applicable to different 
businesses, supporting infrastructure, social systems, locations, and hazards; and they would in general not 
reflect possible changes in the built environment due to mitigation strategies and interventions. This paper 
proposes a mathematical formulation that overcomes the limitations in the current approaches. The proposed 
formulation models and quantifies the likelihood of business interruption with a ground-up approach by 
incorporating the dependency of business operations on physical structures, infrastructure and social systems. 
The paper illustrates the proposed formulation by investigating the business interruption of an example food 
retail store in Seaside, Oregon subject to a seismic hazard.   

1. Introduction 

Critical infrastructure such as transportation, water, electric power, 
and wastewater provides a continuous flow of goods and services, 
serving as a foundation of the well-being and economic prosperity of 
communities [1–5]. Past catastrophic events highlight the vulnerability 
of critical infrastructure to natural and anthropogenic hazards, as well as 
emphasize the need for the development of mitigation strategies, urban 
planning and public policies that can help reduce the impact of hazards 
[4,6,7]. Natural hazards (e.g., floods, earthquakes, and hurricanes) and 
anthropogenic hazards (e.g., accidents and terrorist attacks) might 
damage critical infrastructure and lead to their reduction or loss of 
functionality [8–10]. 

Business interruption may occur because of (i) direct damage to the 
business properties and facilities, (ii) reduction or loss of functionality of 
the supporting critical infrastructure, or (iii) impact on social systems 
affecting the availability of the workforce at a specific business and 
supporting businesses as well as customers. 

In addition to the obvious dependency of businesses on the business 

properties and facilities, businesses usually depend on several support
ing infrastructure (e.g., transportation, water, electric power, and 
wastewater). As a result, reduction (or loss) of functionality of the 
supporting infrastructure typically affects business operations. For 
example, businesses need to be physically accessible by employees and 
customers, as well as by their suppliers to receive goods and sell prod
ucts, thereby disruption in the transportation infrastructure may result 
in business interruption due to impaired access of employees and cus
tomers, and of the delivery of supplies. Businesses' ability to run their 
activities and sell their products also depends on the availability of a 
sufficient number of employees and customers. The impact on social 
systems (e.g., in terms of casualties and/or population dislocation) may 
lead to a reduction in the number of employees and customers, resulting 
in business interruption. 

The effect of the damage to business properties and facilities, loss of 
functionality of the supporting critical infrastructure, and impact on the 
social systems on business interruption depends on the type of business 
[11]. Business interruption may range from the reduction (or loss) of 
production and sales to temporary or permanent closure [12,13]. For 
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instance, damage to business facilities may range from minor inconve
nience to shutdown of business operations whether business activities 
can be relocated (e.g., professional services such as law and consulting 
firms) or not (e.g., businesses in the manufacturing and industry sector.) 
Similarly, the effect of reduction or loss of functionality of the trans
portation, water, electric power, and wastewater infrastructure may 
vary from partial inoperability up to immediate closure of the business 
activities. Finally, the impact on social systems affecting the available 
workforce may affect business interruption differently in case business 
activities require specialized personnel (e.g., engineering firms, banks, 
and hospitals) or not (e.g., retail stores and restaurants.) 

Modeling and predicting the consequences of natural hazards on 
critical infrastructure has been the subject of much research. Past studies 
have focused on predicting the immediate impact on physical compo
nents of critical infrastructure, as well as on modeling the effects in 
terms of provision of goods and services (e.g., Refs. [8,14–18]). In 
addition, interdisciplinary research has focused on estimating the soci
etal impact, coupling the effects of natural hazards on critical infra
structure with socio-economic characteristics of communities (e.g. Refs. 
[5,6,19,20,21–27]). 

There is a need for a mathematical formulation for estimating the 
losses due to business interruption in order to understand businesses' 
vulnerabilities, inform mitigation and recovery strategies, as well as 
insurers of their liability (e.g., Refs. [28–30]). Nevertheless, past studies 
(e.g. Refs. [12,31]), have not modeled the functionality of business 
properties and supporting infrastructure, generally obtaining only 
empirical estimates of business interruption losses. Past studies gener
ally focused on modeling businesses at an aggregated level to measure 
the economic impacts at a regional scale (e.g., Refs. [32–36].) However, 
studies at the regional scale cannot provide specific recommendations 
on factors (e.g., infrastructure characteristics) that influence individual 
businesses, do not capture the specific business' vulnerabilities, and 
cannot inform mitigation and recovery strategies at the individual 
business level. Only a few studies focused on assessing the relevant 
factors that determine the survival of a business after a catastrophic 
event at the individual business level. However, in general, researchers 
only developed empirical models calibrated by regression analysis using 
data from specific past events (e.g. Refs. [37–45]). For example, Kajitani 
and Tatano [46] focused on the effects of natural hazards on business 
interruption using survey data after the occurrence of the Tokai Earth
quake. Xiao and Peacock [47] focused on identifying the value of 
business disasters plans on business continuity, providing some evidence 
on the status of business disaster planning, mitigation, and prepared
ness, as well as the effectiveness of these activities on loss reduction. 
However, their work is again based on a single event (i.e., Hurricane Ike) 
and a specific area with its specific infrastructure. As a result, while 
some research on business interruption focused on identifying the fac
tors influencing business interruption, the developed empirical models 
only serve to better understand the past event (by identifying the 
important factors that help explain what happened), but cannot be used 
to predict the likelihood of business interruption for future events. 
Empirical models available in the literature are generally not applicable 
to different businesses, supporting infrastructure, social systems, loca
tions, and hazards; and, in general, they do not reflect possible changes 
in the built environment due to mitigation strategies and interventions. 

This paper proposes a mathematical formulation that overcomes the 
limitations in the current approaches. In particular, the proposed 
formulation models and quantifies the likelihood of business interrup
tion with a ground-up approach by incorporating the dependency of 
business operations on physical structures, infrastructure, and social 
systems. The proposed formulation starts by estimating the direct 
physical damage to the business properties, the impact on the func
tionality of the supporting infrastructure, and the changes in the social 
systems. Then, we integrate the effects of the individual causes that may 
lead to business interruption in a matrix-based system reliability method 
to estimate the likelihood of business interruption. As an example, the 

proposed mathematical formulation is applied to a hypothetical food 
retail store located in Seaside, Oregon subject to a seismic event. The 
example is an illustration of the proposed formulation. This paper differs 
from the available literature because the proposed modeling of the de
pendency of business operations on physical structures, infrastructure, 
and social systems by using a ground-up approach allows (i) to predict 
the likelihood of business interruption for future events, (ii) inform 
mitigation and recovery strategies, and (iii) advise insurers of their li
ability. The formulation is general and applicable to different busi
nesses, supporting infrastructure, social systems, locations, and hazards; 
and can reflect the changes in the built environment due to mitigation 
strategies and possible interventions. 

Following this introduction, Section 2 introduces the fundamental 
aspects of business interruption. Section 3 presents the proposed 
formulation to estimate the likelihood of business interruption, inte
grating direct damage to business properties, reduction or loss of func
tionality of the supporting critical infrastructure, and impact on social 
systems. Section 4 illustrates the proposed formulation estimating the 
likelihood of the business interruption of an example food retail store 
following a seismic event. 

2. Business interruption 

Business interruption is typically defined as a disruption of the 
normal operations of a firm [48] and is usually divided into ordinary and 
contingent business interruption [49]. Ordinary business interruption 
refers to disruptions due to on-site damage. Contingent business inter
ruption, instead, refers to disruptions to off-site sources, such as 
disruption in the supply chain or supporting critical infrastructure on 
which the business depends. A rigorous modeling of business interrup
tion requires incorporating both ordinary and contingent business 
interruption. Distinguishing between the two types helps estimate the 
likelihood of survival of a business after the occurrence of a catastrophic 
event [50]. 

Ordinary and contingent business interruption may be described by 
the following causes that are crucial to estimate the likelihood of busi
ness interruption [49,51]:  

(i) Physical damage to plants/facilities and/or equipment. 
Although it is intuitive that the facilities and the equipment of a 
business need to be undamaged or at least still functional to carry 
business activities regularly, there is a need to specify their role in 
the business operations. The consequences on business interrup
tion are different based on the business sector. Activities that are 
usually carried in office headquarters may be relocated more 
easily than activities carried in factories (e.g., production), which 
may not be possible or significantly harder to relocate. As an 
example, most of the businesses in the World Trade Center area 
were able to mitigate their business interruption losses relocating 
relatively quickly [52]. Conversely, factories that involve pro
duction processes might mitigate business interruption losses 
adopting some retrofit strategies (e.g., Ref. [53]).  

(ii) Supply-chain disruptions. Business interruption may also occur 
when there is a loss (or reduction) of inputs or outputs due to 
damage to the supply-chain. A business may be forced to close 
either if it is not able to restock (due to disruption to suppliers) or 
it is not able to sell its products (due to disruption to its customers 
or access to them.) Also, the consequences of a catastrophic event 
may be felt across different regions and even countries. There
fore, even businesses that are physically undamaged may have to 
close due to disruption throughout the supply-chain. As an 
example, automobile manufacturers located in the United States 
and in Europe experienced an interruption in their business due 
to damage to their part producers in Japan after the 2011 Great 
East Japan Earthquake [54,55]. 

F. Nocera and P. Gardoni                                                                                                                                                                                                                     



International Journal of Disaster Risk Reduction 41 (2019) 101314

3

(iii) Redundancy in the business network. Businesses may mitigate 
overall business interruption by shifting their activities to 
different locations that have suffered less damage, or for which 
inputs/outputs through the supply-chain are less affected. 

There are also other more indirect, and less intuitive, causes that may 
affect the likelihood of business interruption [31,52]. In the remaining 
of this section, we provide more details about these two indirect factors 
that have been less studied in the literature.  

(iv) Damage to supporting infrastructure. Critical infrastructure 
such as transportation, water, and electrical power infrastructure, 
provide the conveyance of goods, services, and resources to 
businesses to be functional [2–4,10]. Critical infrastructure usu
ally depend on each other to jointly provide the production and 
distribution of goods and services [1,5]. As a result, even if an 
infrastructure has no physical damage, there might be a loss (or 
reduction) of functionality of such infrastructure due to physical 
damage of an infrastructure on which it depends (e.g., Refs. [9, 
56–64]). 

Businesses need to have access to infrastructure services (e.g., 
water, electric power, and wastewater) to run their activities. The 
loss (or reduction) of functionality of supporting infrastructure 
may, therefore, cause business interruption. As an example, 
considering the water and the electric power infrastructure, they 
are designed to provide vital resources from a source to the 
business facilities. Previous studies (e.g. Refs. [31,60]), observed 
that businesses usually consider electric power crucial for their 
ability to do business, such that they would shut down immedi
ately due to lack of electric power. Also, an industrial building 
may be forced to close (for safety reasons) if there is low water 
pressure to guarantee the sprinkler system functionality, yet both 
business facilities themselves and/or equipment might not 
experience physical damage. In addition to the resources pro
vided at the business facilities, there is the need of physical 
connection between businesses and employees, as well as cus
tomers to conduct regular business activities, insofar as supplies 
and products need to be able to go in and out of the business 
facilities. The transportation infrastructure ensure the mobility of 
goods and people across space [65]. Disruptions in the trans
portation infrastructure may result in business interruptions due 
to obstructions in the employees' ability to go to work, delivery 
and transport of products or supplies, and customers' access.  

(v) Social systems and employees/customers' profile. Business 
interruption also depends on the availability of a sufficient 
number of existing employees to carry business activities and 
customers. The modeling of the likelihood of business interrup
tion, therefore, needs to take into account of the societal impact 
of a hazard to properly estimate the available employees [49] and 
customers. Businesses may experience interruption (in terms of 
being open or functional as usual) if there are no or fewer em
ployees attending work. 

After the occurrence of a catastrophic event, employees and 
customers' priority is their safety, as well as the one of their 
family. In addition, having access to primary needs might induce 
people to dislocate, affecting the number of available employees 
and customers at a specific site. As a result, businesses may 
experience a reduction in the available workforce and customers 
also because of either possible casualties or population disloca
tion. 

Building damage, including nonstructural and structural 
damage, coupled with other socio-economic factors that charac
terize the individuals' vulnerability [66], usually influence the 
number and the severity of casualties [67,68]. As an example, in a 
seismic scenario, casualty estimates depend on nonstructural 
damage in smaller earthquakes, whereas in severe earthquakes, 

structural damage and induced collapses control the number of 
casualties. In general, the severity of casualties is classified into 
four different levels [67,69,70]. Severity 1 is defined as injuries 
requiring basic medical aid that could be administered by para
professionals (e.g., sprain, a severe cut requiring stitches, a minor 
burn (first degree or second degree on a small part of the body), 
or a bump on the head without loss of consciousness) that, while 
not life threatening, may impede employees ability to attend 
work; Severity 2 is defined as injuries that require a greater de
gree of medical care and use of medical technology such as x-rays 
or surgery, yet do not expect to progress to a life-threatening 
condition; Severity 3 is defined as injuries that pose an immedi
ate life-threatening condition; Severity 4 is defined as instanta
neous mortality. Each severity of casualties influences differently 
the employees and customers' pool in terms of their ability to go 
to work or purchase products and services. Therefore, in esti
mating the likelihood of business interruption, it is important to 
predict the number and severity of casualties. 

In addition, after the occurrence of a catastrophic event, the 
human response depends on the ability of the interconnected 
system of critical infrastructure to provide services. The available 
workforce and customers may be reduced due to population 
dislocation resulting from the lack of functionality of critical 
infrastructure (e.g., potable water and power) [27]. 

3. Mathematical formulation to estimate the likelihood of 
business interruption 

This paper proposes a mathematical formulation to estimate the 
likelihood of business interruption incorporating the damage to business 
properties, along with the dependence of businesses on the supporting 
critical infrastructure and social systems in terms of available employees 
and customers. The proposed mathematical formulation includes a 
reliability analysis to model the direct physical damage to the business 
properties, and the impact to the functionality of the supporting infra
structure and social systems. The relative effects of the highlighted 
causes are then integrated in a matrix-based system reliability method to 
estimate the likelihood of business interruption. 

3.1. Glossary for the modeling of infrastructure to estimate the likelihood 
of business interruption 

This section formalizes the definitions of some of the fundamental 
terms related to the infrastructure modeling to estimate the likelihood of 
business interruption. 

Capacity: Capacity of a component (or of an infrastructure) is 
defined as a measure of its ability to generate the specific goods and 
services belonging to the scope of the individual infrastructure. For 
example, capacity of the potable water infrastructure refers to its ability 
to deliver a certain amount of water of minimum quality and at a min
imum pressure; capacity of the transportation infrastructure refers to its 
ability to allow the movement of people and goods at a desired rate. The 
capacity of an infrastructure is typically spatially distributed over its 
different components (e.g., water distribution nodes) and varies with 
time. Furthermore, for an infrastructure, there may exist multiple ca
pacity measures to capture different goods and services generation (e.g., 
water quality and water pressure.) 

Demand: Demand for a component (or for an infrastructure) is 
defined as a measure of the request from its users in terms of the goods 
and services provided by the individual infrastructure (e.g., Ref. [71]). 
For example, the demand on the potable water infrastructure refers to 
the request of water from the different users. Similar to its capacity, the 
demand of an infrastructure is typically spatially distributed over its 
different components and varies with time. Furthermore, for an infra
structure, there may exist multiple demand measures corresponding to 
the different capacity measures. A “failure” of a component (or of an 
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infrastructure) may occur when the demand exceeds its capacity [18, 
72]. When the demand on an infrastructure is less than its capacity, 
then, only a portion of its capacity is used to satisfy the imposed demand 
(s). Such portion is also called the supply [73] (see later for a complete 
definition.) 

Infrastructure: The infrastructure is herein defined as the physical 
object representing the collection of elements (components) that func
tion together to produce the capability needed to meet a specific demand 
(s). 

Network: A network is defined as the mathematical representation 
of an infrastructure [14,27,64]. A network is characterized by a set of 
connected objects with attributes other than the topology of their re
lations [74]. 

State variables: State variables are the variables that describe the 
state of the components of an infrastructure. State variables represent 
physical quantities that are specific to the individual components of a 
specific infrastructure, such as material properties and geometry for 
structural components. Capacity and demand measures of an infra
structure are typically defined as a function of state variables. Life-cycle 
processes such as deterioration and recovery activities may affect the 
state variables over time and can be modeled in terms of changes in the 
state variables (e.g., Ref. [75]). 

Supply: Supply is defined as the portion of the capacity that is uti
lized by an infrastructure to meet an imposed demand [73]. The supply 
of an infrastructure (along with its capacity and demand) is needed to 
measure the infrastructure performance in terms of derived measures 
such as reliability and functionality. 

3.2. Modeling the physical infrastructure: graph theory-based models 

Critical infrastructure are usually modeled based on the established 
concepts of graph theory (e.g., Refs. [14,64,76]). Defining the generic 
kth network mathematically as GðkÞ ¼ ðVðkÞ;EðkÞÞ means representing the 
set VðkÞ of NðkÞ vertices, as well as the set EðkÞ of MðkÞ edges. Two generic 
nodes vðkÞi and vðkÞj are connected if it is possible to define a finite 

sequence of nodes and edges (i.e., a path or a walk in GðkÞ) from vðkÞi to 
vðkÞj . Adjacency tables, which provide information on the connectivity of 
the network, have been used to fully describe mathematically the 
network topology [9,62,63,77]. Moreover, adjacency tables can also 
capture the topology of directed networks, which is, for instance, a 
required feature in flow-based approaches. The adjacency table of the 
generic kth network GðkÞ is the square matrix AðkÞ of order NðkÞ, with el
ements aðkÞij equal to either 1 if there exists a link eðkÞij ¼ ðvðkÞi ;vðkÞj Þ 2 EðkÞ, or 

0 otherwise, and aðkÞii ¼ 0. As an example, for a transportation network, 
nodes denote the collection of different locations that constitute the set 
of origins and destinations (e.g., distribution centers, employees' resi
dential building, and business plants/facilities.) Furthermore, the set of 
nodes can also contain the set of bridges (i.e., bridges over waterways, 
highways), as commonly done in bridge engineering (e.g., Ref. [96]). 
Similarly, edges symbolize the line segments (e.g., roads, bus lines) that 
connect the nodes. In addition, since the transportation network can be 
described as a directed network, the directed adjacency table will result 
being generally asymmetric. 

The mathematical modeling of any supporting critical infrastructure 
network requires a precise characterization of the taxonomy, the foot
print, and the granularity of the considered network [27,78]. Based on 
the function that critical infrastructure components fulfill, we identify: 
1) origin nodes vðkÞO;i that generate the goods and services (e.g., distribu
tion centers and warehouses, and employees' residencies); 2) destination 
nodes vðkÞD;i that receive and use the goods (e.g., retail stores, factories, and 

customers); and 3) transmission nodes vðkÞT;i that ensure the transmission 
of goods and services from generation to distribution components. The 

network footprint is defined in order to fully include the nodes of the 
supply-chain that can be affected by the occurrence of a damaging event 
(i.e., distribution centers and warehouses.) In addition, the purpose of 
the network modeling may shape the definition of the network granu
larity. As an example, the modeling of the movement of goods (e.g., from 
distribution centers to retail stores) on a road transportation network 
might narrow the model only to major roads, such as highways and main 
routes with no specific need to include minor or local roads, or other 
transportation modes like railway and overwater. In general, spatially 
hybrid modeling granularity is also possible when we model business 
interruption, since critical infrastructure encompass over large areas 
[79]. Further details on the models of network topology for different 
granularities can be found in Guidotti et al. [27]. 

3.2.1. Modeling the structural performance and functionality of 
infrastructure 

With a flow-based approach it is possible to associate to the set of 
nodes and edges of the generic network GðkÞ a mapping (i.e., weights) 
that describes the performance and functionality of the network [9,14]. 
As an example, the mapping for a node of the transportation network 
may correspond to physical quantities able to capture its characteristics 
like the traffic capacity for a bridge. Similarly, for the set of edges the 
mapping may represent the flow of goods between two nodes. Mathe
matically, we can represent the flow over a network as follows: 
n
ψ ðkÞ : EðkÞ→ℝ

�
�
� 8eðkÞm 2 EðkÞ 9 ψ ðkÞ

eðkÞm
⇒ψ ðkÞ

eðkÞm
¼ ψ ðkÞ� eðkÞm

�o
(1) 

We now introduce the model xðkÞðvðkÞi ; tÞ of the state variables of the ith 

node belonging to the generic kth network vðkÞi at time t as [75,80] 

xðkÞ
�
vðkÞi ; t

�
¼ xðkÞ

�
xðkÞ0
�
vðkÞi ; t ¼ 0

�
; t;ZðkÞðtÞ;ΘxðkÞ

�
(2)  

where xðkÞ0 ðvðkÞi ; t¼ 0Þ represents the vector of the state variables of the ith 

node belonging to the kth network at a reference time t; ZðkÞðtÞ is the 
vector of external conditions/variables at time t that includes environ
mental conditions/variables (e.g., temperature, and relative humidity) 
and shock intensity measures at the site of the node; and ΘxðkÞ is a vector 
that includes the parameters of the state model xðkÞðvðkÞi ; tÞ. To mathe
matically describe the response of a generic component of the consid
ered network, we can use the predicted value of xðkÞðvðkÞi ; tÞ in existing 
capacity and demand models. The general expression for the capacity 
and demand of a component is as follows: 
(
cðkÞðtÞ ¼ cðkÞ

�
xðkÞ
�
vðkÞi ; t

�
;ΘcðkÞ

�

dðkÞðtÞ ¼ dðkÞ
�
xðkÞ
�
vðkÞi ; t

�
;ZðkÞðtÞ;ΘdðkÞ

� (3)  

where cðkÞ½xðkÞðvðkÞi ; tÞ;ΘcðkÞ � and dðkÞ½xðkÞðvðkÞi ; tÞ;ZðkÞðtÞ;ΘdðkÞ � are the pre
dicted capacity and demand of the component at time t, ΘcðkÞ and ΘdðkÞ

are, respectively, the set of parameters of the capacity and demand 
model. As an example, in a transportation network, one can use the 
capacity models in Gardoni et al. [72] and the demand models in Gar
doni et al. [71] for reinforced concrete bridges. 

The capacity and demand models in Eq. (3) can be used to write the 
limit-state function as gðkÞðtÞ ¼ cðkÞðtÞ � dðkÞðtÞ. Fragility functions are 
commonly defined as the conditional probability of attaining or 
exceeding a specified performance level given a (set of) hazard intensity 
measure(s) [18,71,72,93]. The conditional probability of being in a 
particular damage state is computed as the difference between the 
fragility curves [94]. Thus, we can obtain the fragility functions of any 
network component at any time t given the occurrence of a shock with 
an intensity ZðkÞðtÞ as FðkÞ½ZðkÞðtÞ;ΘðkÞ� :¼ P½gðkÞðtÞ� 0

�
�ZðkÞðtÞ�, where 

ΘðkÞ ¼ ðΘxðkÞ ; ΘcðkÞ ; ΘdðkÞ Þ. Following Gardoni et al. [72], different esti
mates of the fragility functions FðkÞ½ZðkÞðtÞ;ΘðkÞ� can be obtained 
depending on how we treat the model parameters. A point estimate of 
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the fragility function is obtained as bF
ðkÞ
½ZðkÞðtÞ� ¼ FðkÞ½ZðkÞðtÞ; bΘ

ðkÞ
�, using 

a point estimate of bΘ
ðkÞ

, in place of ΘðkÞ. In general, the mean value of 
ΘðkÞ or the maximum likelihood estimate (MLE) ΘðkÞ

MLE can be used. 
However, point estimates do not incorporate the epistemic (statistical) 
uncertainties in the model parameters ΘðkÞ. Alternatively, we can ac
count for the uncertainty in ΘðkÞ and obtain a predictive estimate of the 

fragility as ~FðkÞ½ZðkÞðtÞ� ¼
R

FðkÞ½ZðkÞðtÞ;ΘðkÞ�fðΘðkÞÞdΘðkÞ, where fðΘðkÞÞ is 
the probability density function of ΘðkÞ. Furthermore, we can obtain 
confidence bounds on the estimate of the fragility functions to identify 
the effect of the statistical uncertainties in the model parameters [72]. 
First, we can define the reliability index as 

β
�
ZðkÞðtÞ;ΘðkÞ � ¼ Φ� 1�1 � FðkÞ�ZðkÞðtÞ;ΘðkÞ � � (4)  

where Φ� 1ð⋅Þ indicates the inverse of the standard normal CDF. The 
variance of βðZðkÞðtÞ;ΘðkÞÞ can then be estimated by a first-order Taylor 
expansion as 

σ2
β

�
ZðkÞðtÞ

�
� rΘðkÞβ

�
ZðkÞðtÞ

�
ΣΘðkÞΘðkÞrΘðkÞβ

�
ZðkÞðtÞ

�T (5)  

where rΘðkÞβ½ZðkÞðtÞ� is the gradient of β½ZðkÞðtÞ� evaluated at the mean 
value and ΣΘðkÞΘðkÞ is the posterior covariance matrix. Then, we can 
obtain, for example, bounds on the reliability index considering one 
standard deviation away from the mean that represent approximately 
15% and 85% probability levels as 
�

Φ
�
� ~β

�
ZðkÞðtÞ

�
� σβ

�
ZðkÞðtÞ

��
;Φ
�
� ~β

�
ZðkÞðtÞ

�
þ σβ

�
ZðkÞðtÞ

���
(6) 

The fragility functions at the network component level provide only 
an estimate of the impact of a catastrophic event at the individual 
component level [27]. Infrastructure are composed of multiple compo
nents, and they are usually interconnected and (inter)dependent, lead
ing to cascading impacts as disruptions of one component may spread to 
other dependent nodes within the network. At the network-level, we can 
mathematically describe the capacity and demand models as follows 
[27]: 
�
CðkÞðtÞ ¼ CðkÞ�XðkÞðtÞ;ΘCðkÞ

�

DðkÞðtÞ ¼ DðkÞ�XðkÞðtÞ;ZðkÞðtÞ;ΘDðkÞ

� (7)  

where XðkÞðtÞ ¼ ½xðkÞðvðkÞ1 ; tÞ;…; xðkÞðvðkÞN ; tÞ� represents the vector of the 
state variables of all the NðkÞ nodes in GðkÞ; ΘCðkÞ and ΘDðkÞ are the set of 
parameters of the capacity and demand model. Once we have defined 
the capacity and demand models at the network-level, the flow intro
duced in Eq. (1) can be solved as an optimization problem that tends to 
minimize the total cost of the flows over the edges of the network subject 
to the traditional flow conservation and capacity constraints [81]. In 
general, we can express the optimization problem as 

minimize
P

eðkÞm :feðkÞm 2 EðkÞg
ϖeðkÞm

ψ ðkÞ
eðkÞm

subject to

8vðkÞT;i 2V
ðkÞ :
XYðkÞ

y¼1
ψ ðkÞ
y

h�
⋅;vðkÞT;i

�i
¼
XZðkÞ

z¼1
ψ ðkÞ
z

h�
vðkÞT;i ;⋅

�i

8vðkÞD;i2V
ðkÞ :
XN

ðkÞ
D

i¼1

nX
ψ ðkÞ

h�
⋅;vðkÞD;i

�io
�DðkÞðtÞ

8eðkÞm 2EðkÞ :0�ψ ðkÞ� eðkÞm
�
�CðkÞðtÞ

XN
ðkÞ
G

i¼1

nX
ψ ðkÞ

h�
vðkÞG;i;⋅

�io
�
XN

ðkÞ
D

i¼1

nX
ψ ðkÞ

h�
⋅;vðkÞD;i

�io
¼ψ ðkÞ

G � ψ ðkÞ
D ¼0

(8.1)-(8.5)  

where Eq. (8.1) represents the objective function to minimize; Eq. (8.2) 
represents the Kirchhoff's law (i.e., the conservation law), which states 
that the sum of the flows afferent to a (transmission) node equals the 
sum of the flows efferent from that node [76]; Eq. (8.3) and (8.4) ensure 
that capacity and demand constraints are satisfied; and Eq. (8.5) is the 
equilibrium condition that guarantees that the sum of the generated 
flows equals the sum of the distributed flows. The result obtained from 
the optimization problem described by the set of Eqs. (8.1)-(8.5) is 
hereafter called the supply SðkÞðtÞ, which measures the amount of goods 
and services passing through the edges and delivered at the nodes for a 
selected performance measure [73]. As an example, in a potable water 
network, we define the amount of water in terms of actual flow on the 
edges, whereas we can estimate its pressure at the nodes. 

Under normal conditions (i.e., in the pre-hazard scenario), critical 
infrastructure typically guarantee a sufficient supply of goods and ser
vices at the destination node. However, after the occurrence of a 
damaging event, nodes may fail (and might need to be removed from the 
network), implying changes in the infrastructure ability to meet the 
imposed demand at time t0þ (the time immediately after the occurrence 
of the damaging event.) 

We introduce the functional threshold, defined as the minimum 
amount of service at the node to be functional, that can be mathemati
cally expressed as 
n
γðkÞ : V ðkÞ→ℝ

�
�
� 8vðkÞn 2 V ðkÞ 9 γðkÞ

vðkÞn ;t0þ
⇒γðkÞ

vðkÞn ;t0þ
¼ γðkÞ

�
vðkÞn ; t0þ

�o
(9) 

Thus, the fragility of a generic destination node vðkÞD;i* (e.g., the ith node 
that provides the kth good and service to a business facility) can be 
defined as follows: 

F*
ðkÞ�ZðkÞðtÞ;ΘðkÞ� ¼ P

n
SðkÞ
h�
vðkÞD;i* ; t ¼ t0þ

�i
� γðkÞD

h�
vðkÞD;i* ; t ¼ t0þ

�i

� 0
�
�
�ZðkÞðtÞ

o
(10) 

In particular, numerical simulations could be used to capture the 
uncertainty in the network reliability analysis in terms of the reduction 
or loss of functionality of a network described in Eq. (10). 

In addition, critical infrastructure identify a system of interdepen
dent networks that collaboratively operate to produce and distribute a 
continuous flow of goods and services [1]. We can represent the system 
of interdependent networks using an augmented adjacency table A [9]. 
In the case of Κ interdependent networks, the AðkÞ 's (for k ¼ 1; :::; Κ) 
adjacency matrices of the individual networks (introduced in Section 
3.2) are arranged along the main diagonal, whereas the pairwise con
nections between nodes of different networks are captured in the 
out-of-diagonal tables. As an example, let us considering two generic 
networks s and l; the connections between nodes of the two networks can 
be captured by the table Aðs;lÞ ¼ ½aðs;lÞij �, where aðs;lÞij is either 1, if 

eðs;lÞm 2 Eðs;lÞ, or 0 otherwise. Also, following Sharma and Gardoni [73], 
we can incorporate the interdependency between networks through 
interface functions, obtaining the modified capacity and demand esti
mates of the kth network C'ðkÞðtÞ and D'ðkÞðtÞ. The modified estimates of 
the supply, S'ðkÞðtÞ, can then be obtained using C'ðkÞðtÞ and D'ðkÞðtÞ in the 
set of Eqs. (8.1)-(8.5). The modified estimates of the supply, S'ðkÞðtÞ, can 
then be used in Eq. (10) to estimate the fragility of a generic destination 
node vðkÞD;i* (e.g., the ith node that provides the kth good and service to a 
business facility) considering the networks' dependencies and in
terdependencies. Moreover, the modified estimates of the supply, S'ðkÞðtÞ, 
can be used to obtain the joint probability mass function of the system of 
Κ interdependent networks, in terms of provision (or not) of the needed 
goods and services to the business facility as follows: 
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In conclusion, Eq. (11) identifies the state of the Κ critical infra
structure that support the regular business operations. 

3.3. Estimating the likelihood of business interruption: a matrix-based 
system reliability 

In addition to capturing the loss or reduction in functionality of the 
physical infrastructure, modeling the likelihood of business interruption 
also requires incorporating the damage to business properties, as well as 
the impact on social systems (discussed later in Section 3.4.) As for the 
damage to the business properties, building-specific fragility functions 
(e.g., based on the building type and year of construction) can be used to 
estimate the conditional probability of attaining or exceeding a specified 
performance level given a (set of) hazard intensity measure(s). As an 
example, building-specific fragility functions for tilt-up buildings 
(widely used for low-rise structures that require a large open space such 
as distribution centers, retail stores, and other commercial and indus
trial facilities) could be found in Bai et al. [82]. 

We propose to estimate the likelihood of business interruption 
adopting a matrix-based system reliability analysis [16]. Let us consider 
the occurrence of business interruption as a system event whose kth 

cause (k ¼ 1;:::;Κ;Κþ 1), corresponding to the kth critical infrastructure, 
or the business properties, may have δr distinct states, r ¼ 1; :::;ω. The 

sample space of the component events can then be divided into Ω ¼

Yω

r¼1
δr mutually exclusive and collectively exhaustive (MECE) events, 

denoted by ξq, q ¼ 1; :::;Ω. Therefore, a general system event (i.e., the 
occurrence of business interruption) denoted as ΞðsysÞ can be represented 
by the vector αfξq2 ΞðsysÞ g, where αfξq2 ΞðsysÞ g is an incident vector such 

that the pth component αfξq2 ΞðsysÞ g;p ¼ 1, when ξq 2 ΞðsysÞ and 

αfξq2 ΞðsysÞ g;p ¼ 0, otherwise. Also, let pq :¼ PðξqÞ, q ¼ 1; :::;Ω, being the 

probability of the event ξq. The conditional probability of business 
interruption, P

�
ΞðsysÞjIM

�
, where IM represents the vector of the hazard 

characteristics (e.g., in the case of an earthquake it may be the magni
tude, depth, and distance of the seismic event), can be easily calculated 
as the sum of the probabilities of the events ξq 's due to the mutual 
exclusiveness of the events ξq. In particular, following the discussion in 
Section 2, a business interruption occurs when at least one of the factors 
causing a business interruption occurs. Therefore, the conditional 
probability of business interruption corresponds to occurrence proba
bility of the union of the Κ þ 1 causing events. Following Kang et al. 
[16], we can compute the vector αfξq2 ΞðsysÞ g :¼

αΞð1Þ[Ξð2Þ[:::[ΞðΚÞ[ΞðΚþ1Þ
� αΞðsysÞ , where ΞðkÞ, for k ¼ 1; :::;Κ;Κþ 1, denotes 

the failure event of the kth cause, and ΞðsysÞ is the failure system event, as 

αΞð1Þ[Ξð2Þ[…[ΞðΚÞ[ΞðΚþ1Þ
¼ 1 �

�
1 � αΞð1Þ

�
�
�

1 � αΞð2Þ
�
� … �

�
1 � αΞðΚÞ

�

�
�

1 � αΞðΚþ1Þ
�

(12)  

where 1 is the all-ones vector of the same size as the event vector, 
and “�” corresponds to the Hadamard product (i.e., the element-by- 

element multiplication.) However, when estimating the conditional 
probability of business interruption, it is easier to compute the com
plementary probability (i.e., when the system does not fail). 

Therefore, the vector α
fξq2 ΞðsysÞ g

C :¼ αΞð1Þ[Ξð2Þ[:::[ΞðΚÞ[ΞðΚþ1Þ
� αΞ

ðsysÞ
, 

where 
�
ξq 2 ΞðsysÞ �Cdenotes the complementary set of survival events, 

can be expressed as α :¼ αΞð1Þ[Ξð2Þ[:::[ΞðΚÞ[ΞðΚþ1Þ
¼ 1 � αΞð1Þ[Ξð2Þ[:::[ΞðΚÞ[ΞðΚþ1Þ . 

As for the probability vector p, it can be constructed, based on Eq. (11), 
by an iterative matrix procedure such that 

p½1� ¼
�
F*

ð1Þ�Zð1ÞðtÞ;Θð1Þ� F*
ð1Þ�Zð1ÞðtÞ;Θð1Þ�

�T

p½k� ¼

� p½k� 1�⋅F*
ðkÞ�ZðkÞðtÞ;ΘðkÞ�

p½k� 1�⋅F*
ðkÞ�ZðkÞðtÞ;ΘðkÞ�

�

for k ¼ 2; 3;…;Κ;Κ þ 1

(13) 

Thus, we can compute the conditional probability of business 
interruption as 

P
�
ΞðsysÞjIM

�
¼ 1 �

X

fξq2 ΞðsysÞ g
CP
�
ξq
�
¼ 1 � αTp (14) 

When estimating P
�
ΞðsysÞjIM

�
, numerical simulations could be used 

to propagate the uncertainty in the vector p. 

3.3.1. Estimating importance measures using conditional probabilities 
Computing the conditional probability of business interruption 

adopting a matrix-based system reliability analysis also allows us to 
easily compute byproducts such as importance measures, which are able 
to capture the relative contributions of subsystems to the likelihood of 
business interruption. In particular, importance measures are relevant to 
develop specifically tailored mitigation strategies to reduce, for 
instance, the likelihood of business interruption. Following a similar 
approach proposed in Kang et al. [16], we propose to use the conditional 
probability of a component event given the system failure as an 
importance measure of the component (CIMðkÞ). Based on the definition 
of conditional probability, CIMðkÞ can be computed as 

CIMðkÞ ¼ P
�
ΞðkÞ

�
�ΞðsysÞ � ¼

P
�
ΞðkÞ \ ΞðsysÞ �

PðΞðsysÞ Þ
(15) 

Therefore, in a matrix-based system reliability method, CIMðkÞ, 

computed as the ratio between probability of a new system event Ξ
^ðsysÞ

and the system event of interest ΞðsysÞ, can be expressed as 

CIMðkÞ ¼
P
�
Ξ
^ðsysÞ �

PðΞðsysÞ Þ
¼

α^T
p

1 � αTp
(16)  

where α^ represents the vector event corresponding to Ξ
^ðsysÞ

, which can 
be obtained using the matrix-based system reliability method [16] by 
matrix manipulation, whereas there is no need to re-compute the 
probability vector. In addition, Eq. (16) can be used to estimate the 
probability mass function of the number of causes, and the importance 
measures of the component in each scenario, simply identifying the 
Boolean description of the vector α^. 

F*
ð1;:::;ΚÞ�Zð1;…;ΚÞðtÞ;Θð1;…;ΚÞ� ¼ P

n
S0 ð1Þ

h�
vð1ÞD;i* ; t ¼ t0þ

�i
� γD

ð1Þ
h�
vð1ÞD;i* ; t ¼ t0þ

�i
� 0;…;

S0 ðΚÞ
h�
vðΚÞD;i* ; t ¼ t0þ

�i
� γD

ðΚÞ
h�
vðΚÞD;i* ; t ¼ t0þ

�i
� 0

�
�
�Zð1;…;ΚÞðtÞ

o (11)   
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3.4. Integrating physical infrastructure and social systems in the modeling 
of business interruption 

The proposed formulation also considers the societal impact of a 
hazard to properly estimate the available employees to carry 
business activities. The set of available employees can be modeled 
as weights, introduced in Section 3.2.1, associated to a critical 
infrastructure network (e.g., the road transportation network.) 
A social weight, υ, representing the social systems characteristics 

at a node vðkÞi can be mathematically expressed as υ
�

vðkÞi

�
¼

υ
�
Xð1;:::;ΚÞ;Zð1;:::;ΚÞðtÞ;λ;Θð1;:::;ΚÞ;Θλ

�
, where λ and Θλ represent, respec

tively, the vector of the employees' socio-economic characteristics (e.g., 
race, income), and the corresponding set of parameters. 

In order to consider the changes in the weights after the occurrence 
of a catastrophic event, first we estimate the structural and non- 
structural damage to the residential building inventory using fragility 
functions (e.g., Refs. [82–86]). Based on the estimate of the physical 
damage to buildings, we can estimate the corresponding casualties (e.g., 
Refs. [66–68,87]). Employees estimated to be casualties with Severity 1 
or higher, for example, can be removed from the set of available em
ployees, implying a change in the social weight υðvðkÞi Þ. Moreover, the set 
of potential available employees may be reduced due to population 
dislocation, which could be due to physical damage to residential 
buildings (e.g. Ref. [88]), or lack of services to the residential buildings 

[25,27]. Therefore, also employees estimated to dislocate need to be 
removed from the set of available employees. Finally, the available 
workforce is estimated considering employees that are not injured, dead, 
or dislocated and that have physical access to the business facility. 

4. Example: estimating the likelihood of business interruption of 
a food retailer in Seaside, Oregon 

This section presents the proposed mathematical formulation to es
timate the conditional probability of business interruption of a hypo
thetical food retail store located in Seaside, Oregon. Seaside is a coastal 
city located in Clatsop County with 6440 off-season inhabitants ac
cording to the 2010 census data [25]. As a disrupting event, we consider 
a hypothetical earthquake originated from the Cascadia Subduction 
Zone with magnitude MW ¼ 7:0, at a depth of 10 km, located 25 km 
southwest of Seaside (45�48023.100N, 124�06004.300W). Ground Motion 
Prediction Equations [89] are used to obtain maps of the Peak Ground 
Acceleration (PGA) and Spectral Acceleration (Sa) at the natural period 
of the vulnerable components considered in this paper (i.e., bridges, 
pumping stations, tanks, and pipelines, generators, substations, and 
transmission lines, business properties and facilities, and residential 
buildings.) In the presented example, we consider the dependency of the 
food retail store activities on the integrity of the business property, the 
supporting infrastructure (i.e., transportation, water and electric 
power), and the social systems in terms of available employees. 

Fig. 1. Developed model of the transportation network.  
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4.1. Damage to the buildings 

As for the business properties, in this example, we consider the food 
retail store as the only vulnerable building, assuming that the two dis
tribution centers located in Portland are sufficiently far from the seismic 
source. Furthermore, we assumed that the food retail store is a (low- 
code) wood W2 structural system following the definition provided in 
HAZUS-MH [67]. Therefore, we estimate the damage, i.e., extensive or 
complete structural damage, to the food retail store using the corre
sponding building-specific fragility function according to the assumed 
building type (i.e., HAZUS-MH [67].) 

As for the residential buildings (later used to estimate the employees' 
availability), we use the building inventory of Seaside, Oregon described 
in Park et al. [90], which includes a taxonomy of the building types later 
used to select the appropriate fragility. We estimate the damage to the 
residential buildings using fragility functions (i.e., HAZUS-MH [67], and 
[87]) based on the building type, considering four possible damage 
states (i.e., insignificant, moderate, heavy, and complete), as proposed 
in Bai et al. [94]. 

4.2. Damage to the transportation infrastructure 

The data for the model of the road transportation infrastructure are 
available from the Census Bureau (https://www.census.gov/geo/ 
maps-data/data/tiger.html). The data include the different type of 
roads (i.e., local roads, routes, highways, and interstates), which are 
used to define the set of edges of the network. The bridge inventory is 
available from the U.S Department of Transportation in the Federal 
Highway Administration section (https://www.fhwa.dot.gov/bridge/ 
nbi/ascii.cfm), which includes the bridge taxonomy used in the paper 
to select the appropriate fragility functions. Data include bridge loca
tions, as well as geometry characteristics, year built (that characterize 
the state variables x for these network components.) 

As for the footprint of the transportation network, we consider an 
area that extends to Portland, Oregon, where we assumed that there are 
two distribution centers providing the goods to the food retail store in 
Seaside. In terms of the granularity of the transportation network, we 
model all of the roads within the city of Seaside, and only the major 
roads, such as highways and main routes outside of Seaside (as edges 
between the food retail store located in Seaside and the distribution 
centers.) Thus, we developed the model with hybrid granularity for the 

Fig. 2. (Left hand side) Map of the seismic intensity measure (PGA); (Center) mean damage to the Seaside employees' residencies. (Right hand side) Map of em
ployees' dislocation and severity of casualties due to damage to buildings. 
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transportation network, as shown in Fig. 1. Fig. 1 also includes infor
mation on the spatial location of the food retail store, distribution cen
ters, and employees' residencies. Additional details on the transportation 
network and the bridges can be found in Nocera and Gardoni [78]. 

In this example, the bridges are considered as the vulnerable nodes of 
the transportation network (i.e., the only components that may impede 
the mobility along the transportation network). Capacity and demand 
models as those in Eq. (3) are used to obtain fragility functions, as well as 
the conditional probability of being in a particular damage state. We 

consider five different damage states: none, slight, moderate, heavy, and 
complete (as described in Section 3), and we consider a bridge to be 
closed when its damage state is either moderate, or heavy, or complete 
[91]. In particular, for the reinforced concrete bridges, we used the 
probabilistic capacity and demand models in Gardoni et al. [71,72] and 
obtained the estimates of the fragility functions performing a reliability 
analysis. To compute the conditional probability of being in a particular 
damage state (i.e., slight, moderate, and heavy), we considered capacity 
drift values of 1, 2, and 4% based on Simon et al. [95]. For the steel and 

Fig. 3. Venn diagram representation of the causes of business interruption considering (a) the individual events; (b) the intersection of each pair of the events; (c) all 
five considered events. 
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wood bridges, we adopt fragility curves from HAZUS-MH [67]. The 
impact of the disruptions in the transportation network on the business 
activities is twofold: disruption in the supply-chain in terms of avail
ability of goods to sell, and impaired access of employees (discussed 
later). As for the disruption to the supply-chain, we assume that the 
business experiences an interruption when the food retail store is 
disconnected from both distribution centers. 

4.3. Damage to the water and power infrastructure 

To create the water network, we use the information and output of 
the analyses in Guidotti et al. [27]. Specifically, we assume that the food 
retail store experiences an interruption when the operating pressure at 
the distribution node is equal or below 0. The impact of the earthquake 
on the power network is modeled in this example assuming that the 
probability of lack of power at the food retail store follows a Beta dis
tribution with mean 0.75 and standard deviation 0.12. The assumed 
values are consistent with the Oregon resilience plan (https://www.oreg 
on.gov/oem/Documents/Oregon_Resilience_Plan_Final.pdf). While for 
this example these values are assumed, one can do a power flow analysis 
of the damaged electric power network as in Sharma and Gardoni [10] 
to estimate them. The probability of lack of power is assumed to be a 
random variable to capture the uncertainties that would be reflected in a 
power flow analysis. 

4.4. Integration of physical infrastructure and social systems 

As for the employees of the food retail store, data on the spatial lo
cations of their residences are available from the Census Bureau in the 
Longitudinal Employer-Households Dynamics Origin-Destination 
Employment Statistics (LODES) section (https://lehd.ces.census. 
gov/data/). The LODES data consist in a table where there is a one-to- 
one correspondence between city block of the employees' residencies 
and the block of the workplace. Because the developed model requires 
information at the individual building level, we randomly allocate em
ployees within a block to each building. We use the information from the 
LODES data to assign the weights introduced in Section 3.4 to the nodes 
of the developed model of the transportation network (i.e., in terms of 
number of employees for a given location.) Because there is uncertainty 
in the exact location of the employees within each block, we use a Monte 
Carlo Simulation (MCS) to integrate the uncertainty in the impact of 
social systems on the likelihood of business interruption. At each run of 
the MCS, employees are randomly associated to a building within the 
known block from the LODES data. 

We estimate the probability that an employee is unavailable either 
because he or she is a casualty of Level 1–4, or because he or she has to 
dislocate. The conditional probability of the severity of a casualty as well 
as the probability of dislocation are modeled as functions of the struc
tural damage of his/her residence. Specifically, we estimate the condi
tional probability mass function (PMF) of the casualty severity 
according to HAZUS-MH [67]. While, a logistic regression model [88] is 
used to compute the probability of household dislocation for a given 
structural damage (as described in Section 4.1) as a function of the social 
characteristics (i.e., race). The estimated available employees are then 
used as the nodal weights υðvðkÞi Þ in the transportation network as 
described in Section 3.4. 

For each run of the MCS, Eqs. (8.1)-(8.5) are used to estimate the 
number of employees out of the available ones that are physically con
nected to the food retail store, i.e. SðkÞ½ðvðkÞD ; t ¼ t0þ Þ�, and we check 
whether the limit state function SðkÞ½ðvðkÞD ; t¼ t0þ Þ� � γðkÞD ½ðvðkÞD ; t¼ t0þ Þ� in 
Eq. (10) is positive or not, where D is the destination food retail store and 
k indicates the transportation network. For this example, we assume that 
the functional threshold γðkÞD ½ðvðkÞD ; t¼ t0þ Þ� equals to 1/3 of the regular 
available employees. To compute F*

ðkÞ in Eq. (10), we use the generated 

MCS with a termination criterion based on the coefficient of variation 
(COV) equal to 0.05. 

Fig. 2 shows a zoom-in on Seaside of the seismic intensity, the mean 
damage to the buildings, where the mean is computed following Bai 
et al. [94], as well as the cascading effects in terms of the severity of 
casualties and employees' dislocation. 

4.5. Business interruption and importance measures 

Based on the five considered causes, we identify Ω ¼ 25 ¼ 32 
mutually exclusive collectively exhaustive events as discussed in Section 
3.3. We construct the vector α as α

fξq2 ΞðsysÞgC ¼ ½ 0 0 … 1 �T32�1. 
Next, we construct the probability vector p as in Eq (13) 
(i.e., p ¼

�
F*

ð1ÞF*
ð2ÞF*

ð3ÞF*
ð4ÞF*

ð5Þ F*
ð1ÞF*

ð2ÞF*
ð3ÞF*

ð4ÞF*
ð5Þ F*

ð1ÞF*
ð2ÞF*

ð3Þ

F*
ð4ÞF*

ð5Þ … F*
ð1ÞF*

ð2ÞF*
ð3ÞF*

ð4ÞF*
ð5Þ �T

32�1.)  
To propagate the uncertainty in the probability of business interruption, 
we model the probabilities in p as random variables. We estimate the 
conditional probability of business interruption P

�
ΞðsysÞjIM

�
as in Eq. 

(14) using a MCS where for each run, we use a realization of p and 
compute P

�
ΞðsysÞjIM

�
¼ 1 � αTp. A termination criterion based on the 

COV of P
�
ΞðsysÞjIM

�
equal to 0.05 is adopted in the analysis. 

Fig. 4. CIM of the causes of business interruption.  

Fig. 5. Probability mass function of the number of causes of business 
interruption. 
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Fig. 3(a) shows the probability of each event ΞðkÞ for the considered 
scenario earthquake in a Venn diagram representation. We can see that 
the considered earthquake is most likely to create a disruption to the 
supply-chain, while the least likely event is having insufficient em
ployees. Fig. 3(b) shows the probability of the intersection of each pair 
of events. We see that the probabilities of the intersections are signifi
cant, so the events are not mutually exclusive, and we cannot add the 
probabilities in Fig. 3(a) to obtain the probability of business interrup
tion (this is why we have to use Eq. (14).) Fig. 3(c) shows the contri
butions of each sole cause to P

�
ΞðsysÞjIM

�
. Adding all contributions gives 

that for the considered scenario earthquake P
�
ΞðsysÞjIM

�
¼ 0:98. If 

P
�
ΞðsysÞjIM

�
was computed only considering structural damage (as most 

commonly done in practice), P
�
ΞðsysÞjIM

�
would be estimated as 0.35 

(capturing only about one third of the actual probability). The results 
show that considering only the structural damage as a possible cause of 
business interruption would lead to significantly underestimating its 
probability. 

Because the events ΞðkÞ are not mutually exclusive, mitigation stra
tegies targeted at one of the causes of business interruption would not 
reduce the probability of business interruption by the probability of that 
specific event. To understand which intervention is most beneficial, we 
need to look at the measures of importance defined in Section 3.3.1. 
Following Section 3.3.1, we estimate CIMðkÞ using Eq. (16), i.e. P

�
ΞðkÞ ��

�
1 � αTp

�
for k ¼ 1; :::;5. For this example, α^ is defined as αΞðkÞ , for k ¼

1; :::; 5. Fig. 4 shows the computed CIMðkÞ of the considered causes of 
business interruption. The plot shows that the probability of structural 
damage being one of the causes of business interruption is 0.36. Simi
larly, the probability of having supply-chain disruption, lack of water, 
lack of power, or insufficient employees when experiencing business 
interruption are equal to 0.93, 0.66, 0.77, and 0.10. As noted for Fig. 3, 
considering structural damage as the possible sole cause of business 
interruption would significantly underestimate P

�
ΞðsysÞjIM

�
. 

Following Section 3.3.1, we also estimate the probability of having 
only one cause of business interruption, exactly two causes, and up to 
exactly five causes. As for Eq. (16), to estimate the PMF of the number of 
causes of ΞðsysÞ, we construct a new vector α^ for the five cases as follows:  

(i) α^ :¼ αΞ ð1ÞΞ
ð2Þ

Ξ
ð3Þ

Ξ
ð4Þ

Ξ
ð5Þ
[Ξ

ð1Þ
Ξ ð2ÞΞ

ð3Þ
Ξ

ð4Þ
Ξ

ð5Þ
[…[Ξ

ð1Þ
Ξ

ð2Þ
Ξ

ð3Þ
Ξ

ð4Þ
Ξ ð5Þ ;  

(ii) α^ :¼ αΞ ð1ÞΞ ð2ÞΞ ð3ÞΞ
ð4Þ

Ξ
ð5Þ
[Ξ ð1ÞΞ

ð2Þ
Ξ ð3ÞΞ

ð4Þ
Ξ

ð5Þ
[…[Ξ

ð1Þ
Ξ

ð2Þ
Ξ

ð3Þ
Ξ ð4ÞΞ ð5Þ ;  

(iii) α^ :¼ αΞ ð1ÞΞ ð2ÞΞ ð3ÞΞ
ð4Þ

Ξ
ð5Þ
[Ξ ð1ÞΞ ð2ÞΞ

ð3Þ
Ξ ð4ÞΞ

ð5Þ
[…[Ξ

ð1Þ
Ξ

ð2ÞΞ ð3ÞΞ ð4ÞΞ ð5Þ ;  

(iv) α^ :¼ αΞ ð1ÞΞ ð2ÞΞ ð3ÞΞ ð4ÞΞ ð5Þ[Ξ ð1ÞΞ ð2ÞΞ ð3ÞΞ
ð4Þ

Ξ ð5Þ[…[Ξ
ð1Þ

Ξ ð2ÞΞ ð3ÞΞ ð4ÞΞ ð5Þ ; 
and  

(v) α^ :¼ αΞ ð1ÞΞ ð2ÞΞ ð3ÞΞ ð4ÞΞ ð5Þ . 

Fig. 5 shows the PMF of the number of causes of ΞðsysÞ. The results 
show that the occurrence of business interruption due to three out of the 
five causes is the most likely scenario. This means that the most effective 
mitigation strategy would likely have to address three causes of business 
interruption. 

In addition, we estimate the CIMðkÞ of the causes of ΞðsysÞ in the five 
different scenarios. Fig. 6 shows the results. The numbers represent the 
probabilities that the specific event is one the causes of the occurrence of 
ΞðsysÞ in the five cases. Fig. 6 shows that supply-chain disruption, lack of 
water, and lack of power are the most likely causes of the occurrence of 
ΞðsysÞ. Instead, structural damage to the business properties generally 
plays a minor role to P

�
ΞðsysÞjIM

�
. The results from the PMF in Fig. 5, 

along with the CIMðkÞ in Fig. 6 can be used as a guidance in selecting the 
most effective mitigation strategies to reduce P

�
ΞðsysÞjIM

�
. 

5. Conclusions 

Current formulations to estimate the likelihood of business inter
ruption due to the occurrence of a natural hazard only consider the 
probability of damage to the business properties. However, there are 
other possible causes of business interruption like damage to the critical 
supporting infrastructure like water and power, and lack of available 
employees. This paper proposed a mathematical formulation to estimate 
the likelihood of business interruption incorporating the dependency of 
business operations on business properties, critical infrastructure, and 
social systems. The proposed formulation starts by modeling and 
quantifying the direct physical damage to the business properties, the 
impact to the functionality of the supporting infrastructure, and the 
changes in the social systems due to the occurrence of a natural hazard. 
Then, the proposed formulation integrated the effects of the individual 
causes that may lead to business interruption in a matrix-based system 
reliability method to estimate the likelihood of business interruption. 

The paper illustrated the proposed formulation modeling the likeli
hood of business interruption of a hypothetical food retail store located 
in Seaside, Oregon subject to a scenario earthquake originated from the 
Cascadia subduction zone. The example considers as the supporting 
infrastructure the transportation, water, and electrical power. As for the 
dependency on social systems, the example considers the reduction of 
available employees due to possible casualties and dislocation. For the 
considered example, the probability of business interruption is 
computed considering different possible combinations of causes. Finally, 
importance measures are estimated to rank the causes of business 
interruption. The importance measures can help in selecting most 

Fig. 6. CIMs of the causes of business interruption in the five cases.  
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efficient mitigation strategies. For this example, we see that the sup
porting critical infrastructure make significant contributions to the 
probability of business interruption. So, considering only the damage to 
the business properties would significantly underestimate such proba
bility. While the example focused on a food retail store subject to an 
earthquake, the proposed formulation is general and applicable to 
different category of businesses, critical infrastructure, and hazards. 

Notes 

No potential conflict of interest was reported by the authors. 

Acknowledgments 

This work was supported in part by the National Science of Foun
dation (NSF) [grant No. 1638346] and by the National Institute of 
Standards and Technology (NIST) through the Center for Risk-Based 
Community Resilience Planning under [grant No. 70NANB15H044]. 
Opinions and findings presented are those of the authors and do not 
necessarily reflect the views of the sponsor. 

References 

[1] PCCIP, Critical Foundations: Protecting America's Infrastructures, the Report of the 
President's Commission on Critical Infrastructure Protection, 1997, October. 
Retrieved from, https://www.fas.org/sgp/library/pccip.pdf. 

[2] R. Corotis, Societal issues in adopting life-cycle concepts within the political 
system, Struct. Infrastruct. Eng. 5 (2009) 3906. 

[3] B.R. Ellingwood, H. Cutler, P. Gardoni, W.G. Peacock, J.W. van de Lindt, N. Wang, 
The Centerville Virtual Community: a fully integrated decision model of interacting 
physical and social infrastructure systems, Sustain. Resil. Infrastruct. 1 (2016) 
95–107. 

[4] P. Gardoni, C. Murphy, A. Rowell (Eds.), Societal Risk Management of Natural 
Hazards, Springer, 2016. 

[5] P. Gardoni, C. Murphy, Society-based design: promoting well-being by designing 
sustainable and resilient infrastructure, Sustain. Resil. Infrastruct. (2018), https:// 
doi.org/10.1080/23789689.2018.1448667. 

[6] C. Murphy, P. Gardoni, The role of society in engineering risk analysis: a 
capabilities-based approach, Risk Anal. 26 (2006) 1073–1083. 

[7] P. Gardoni, C. Murphy, A scale of risk, Risk Anal. 34 (2014) 1208–1227. 
[8] P. Gardoni, J.M. LaFave (Eds.), Multi-hazard Approaches to Civil Infrastructure 

Engineering, Springer International, 2016. 
[9] R. Guidotti, H. Chmielewski, V. Unnikrishnan, P. Gardoni, T. McAllister, J.W. van 

de Lindt, Modeling the resilience of critical infrastructure: the role of network 
dependencies. Sustain. Resil. Infrastruct. 1 (2016) 153–168. 

[10] P. Gardoni (Ed.), Handbook of Sustainable and Resilient Infrastructure, Routledge, 
2018. 

[11] K. Tierney, Recent development in US Homeland Security policies and their 
implications for the management of extreme events, in: H. Rodriguez, E. 
L. Quarantelli, R.R. Dynes (Eds.), Handbook of Disaster Research, Springer, New 
York, NY, 2006. 

[12] P. May, Organizational and Societal Consequences for Performance-Based 
Earthquake Engineering, PEER 2001/04, Berkeley , CA : Pacific Earthquake 
Engineering Research Center, College of Engineering , University of California, 
Berkeley, 2001. 

[13] S.E. Chang, Socioeconomic impacts of infrastructure disruptions, Oxf. Res. Encycl. 
Nat. Hazard Sci. (2016), https://doi.org/10.1093/acrefore/ 
9780199389407.013.66. 

[14] R. Guidotti, P. Gardoni, Modeling of interdependent critical infrastructure for 
regional risk and resilience analysis, in: P. Gardoni (Ed.), Handbook of Sustainable 
and Resilient Infrastructure, Routledge, 2018. 

[15] S. Guikema, P. Gardoni, Reliability estimation for networks of reinforced concrete 
bridges. ASCE J. Infrastruct. Syst. 15 (2009) 61–69. 

[16] W.-H. Kang, J. Song, P. Gardoni, Matrix-based system reliability method and 
applications to bridge networks. Reliab. Eng. Syst. Saf. 93 (2008) 1584–1593. 

[17] E.E. Lee, J.E. Mitchell, W.A. Wallace, Restoration of services in interdependent 
infrastructure systems: a network flows approach, IEEE Trans. Syst. Man Cybern. C 
Appl. Rev. 37 (2007) 1303–1317. 

[18] P. Gardoni (Ed.), Risk and Reliability Analysis: Theory and Applications, Springer 
International Publishing, 2017. 

[19] C. Murphy, P. Gardoni, Determining public policy and resource allocation 
priorities for mitigating natural hazards: a Capabilities-based Approach, Sci. Eng. 
Ethics 13 (2007) 489–504. 

[20] C. Murphy, P. Gardoni, The acceptability and the tolerability of societal risks: a 
Capabilities-based Approach, Sci. Eng. Ethics 14 (2008) 77–92. 

[21] C. Murphy, P. Gardoni, Assessing capability instead of achieved functionings in risk 
analysis, J. Risk Res. 13 (2010) 137–147. 

[22] S.E. Chang, C. Pasion, S. Yavari, K. Elwood, Social Impacts of Lifeline Losses: 
Modeling Displaced Populations and Health Care Functionality, ASCE Technical 
Council on Lifeline Earthquake Engineering, Oakland, CA, 2009. 

[23] P. Gardoni, C. Murphy, Capabilities-based Approach to measuring the societal 
impacts of natural and man-made hazards in risk analysis, ASCE Nat. Hazards Rev. 
10 (2009) 29–37. 

[24] P. Gardoni, C. Murphy, Gauging the societal impacts of natural disasters using a 
capabilities-based approach, Disasters 34 (2010) 619–636. 

[25] N. Rosenheim, R. Guidotti, P. Gardoni, Integration of detailed household 
characteristic data with critical infrastructure and its implementation to post- 
hazard resilience modeling, in: 2nd International Workshop on Modelling of 
Physical, Economic and Social Systems for Resilience Assessment, Ispra (Italy), 
2018. 

[26] J. Boakye, P. Gardoni, C. Murphy, Using opportunities in big data analytics to 
enhance predictive models of societal well-being in the aftermath of a natural 
disaster, Civ. Eng. Environ. Syst. 36 (2018) 100–114. 

[27] R. Guidotti, P. Gardoni, N. Rosenheim, Integration of physical infrastructure and 
social systems in communities' reliability and resilience analysis, Reliab. Eng. Syst. 
Saf. 185 (2019) 476–492. 

[28] R. Sheets, Statement before hearing of the house committee on Public Works and 
Transportation on H.R. 2873, the Natural Disaster prevention act of 1993, 
Subcommittee on Water Resources and Environment, 1994. 

[29] Insurance Research Council, Insurance Institute of Property Loss Reduction, 
Coastal Exposure and Community Protection: Hurricane Andrew's Legacy, 1995 
(Wheaton, IL). 

[30] A. Rhinesmith, The federal budget and federal disaster assistance, in: Presentation 
before the Committee on Assessing the Costs of Natural Disasters of the National 
Research Council, Washington, DC, 1997. 

[31] M. Shinozuka, A. Rose, R.T. Eguchi, Engineering and Socioeconomic Impacts of 
Earthquakes: an Analysis of Electricity Lifeline Disruptions in the New Madrid 
Area, Multidisciplinary Center for Earthquake Engineering Research, Buffalo, NY, 
1998. 

[32] M.J. Cohen, Economic impact of an environmental accident: a time-series analysis 
of the Exxon Valdez oil spill in south central Alaska, Sociol. Spectr. 13 (1993) 
35–63. 

[33] C.T. West, D.G. Lenze, Modeling the regional impact of natural disaster and 
recovery: a general framework and an application to Hurricane Andrew, Int. Reg. 
Sci. Rev. 17 (1994) 121–150. 

[34] R.T. Eguchi, J.D. Goltz, C.E. Taylor, S.E. Chang, P.J. Flores, L.A. Johnson, H. 
A. Seligson, N.C. Blais, Direct economic losses in the Northridge Earthquake: a 
three-year post-event perspective, Earthq. Spectra 14 (1998) 245–264. 

[35] M.A. Thompson, Hurricane Katrina and economic loss: an alternative measure of 
economic activity, J. Bus. Valuat. Econ. Loss Anal. 4 (2009) 1–11. 

[36] B.T. Ewing, J.B. Kruse, M.A. Thompson, Measuring the regional economic response 
to Hurricane Katrina, CESifo Forum 11 (2010) 80–85. 

[37] J.M. Dahlhamer, K.J. Tierney, Winners and Losers: Predicting Business Disaster 
Recovery Outcomes Following the Northridge Earthquake (Preliminary Paper 
#243), Newark, DE: University of Delaware, Disaster Research Center, 1996. 

[38] G. Webb, K. Tierney, J. Dahlhamer, Predicting long-term business recovery from 
disaster: a comparison of the Loma Prieta earthquake and hurricane Andrew, 
Environ. Hazards 4 (2002) 45–58. 

[39] S.M. Danes, J. Lee, S. Amarapurkar, K. Stafford, G. Haynes, K.E. Brewton, 
Determinants of family business resilience after a natural disaster by gender of 
business owner, J. Dev. Enterpren. 14 (2009) 333–354. 

[40] Y. Zhang, M.K. Lindell, C.S. Prater, Vulnerability of community businesses to 
environmental disasters, Disasters 33 (2009) 38–57. 

[41] C.M. Corey, E.A. Deitch, Factors affecting business recovery immediately after 
Hurricane Katrina, J. Contingencies Crisis Manag. 19 (2011) 169–181. 

[42] G.W. Haynes, S.M. Danes, K. Stafford, Influences of federal disaster assistance on 
family business survival and success. J. Contingencies Crisis Manag. 19 (2011) 
86–98. 

[43] G. Wasileski, H. Rodriguez, W. Diaz, Business closure and relocation: a 
comparative analysis of the Loma Prieta earthquake and hurricane Andrew, 
Disasters 35 (2011) 102–129. 

[44] C.L. Atkinson, A.K. Sapat, Hurricane Wilma and long-term business recovery in 
disasters: the role of the local government procurement and economic 
development, J. Homel. Secur. Emerg. Manag. 11 (2014) 169–192. 

[45] M.I. Marshall, L.S. Niehm, S.B. Sydnor, H.L. Schrank, Predicting small business 
demise after a natural disaster: an analysis of pre-existing conditions, Nat. Hazards 
79 (2015) 331–354. 

[46] Y. Kajitani, H. Tatano, Estimation of lifeline resilience factors based on surveys of 
Japanese industries, Earthq. Spectra 25 (2009) 755–776. 

[47] Y. Xiao, W.G. Peacock, Do hazard mitigation and preparedness reduce physical 
damage to businesses in disasters? Critical role of business disaster planning, Nat. 
Hazards Rev. 15 (2014), 04014007. 

[48] L. Spedding, A. Rose (Eds.), Business Risk Management Handbook, Elsevier, 2008. 
[49] A. Rose, C.K. Huyck, Improving catastrophe modeling for business interruption 

insurance needs, Risk Anal. 36 (2016) 1896–1915. 
[50] V.K. Jain, J. Guin, Modeling business interruption losses for insurance portfolios, 

in: 11th America's Conference on Wind Engineering, San Juan (Puerto Rico), 2009. 
[51] A. Rose, D. Lim, Business interruption losses from natural hazards: conceptual and 

methodological issues in the case of the northridge earthquake, Environ. Hazards 4 
(2002) 1–14. 

[52] A. Rose, G. Oladosu, B. Lee, G. Beeler-Asay, The economic impacts of the 2001 
terrorist attacks on the world trade center: a computable general equilibrium 
analysis, Peace Econ. Pease Sci. Public Policy 15 (2009). Article 4. 

F. Nocera and P. Gardoni                                                                                                                                                                                                                     

https://www.fas.org/sgp/library/pccip.pdf
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref2
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref2
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref3
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref3
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref3
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref3
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref4
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref4
https://doi.org/10.1080/23789689.2018.1448667
https://doi.org/10.1080/23789689.2018.1448667
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref6
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref6
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref7
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref8
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref8
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref9
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref9
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref9
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref10
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref10
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref11
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref11
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref11
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref11
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref12
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref12
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref12
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref12
https://doi.org/10.1093/acrefore/9780199389407.013.66
https://doi.org/10.1093/acrefore/9780199389407.013.66
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref14
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref14
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref14
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref15
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref15
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref16
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref16
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref17
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref17
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref17
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref18
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref18
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref19
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref19
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref19
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref20
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref20
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref21
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref21
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref22
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref22
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref22
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref23
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref23
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref23
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref24
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref24
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref25
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref25
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref25
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref25
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref25
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref26
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref26
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref26
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref27
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref27
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref27
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref28
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref28
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref28
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref29
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref29
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref29
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref30
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref30
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref30
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref31
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref31
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref31
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref31
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref32
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref32
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref32
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref33
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref33
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref33
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref34
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref34
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref34
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref35
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref35
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref36
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref36
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref37
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref37
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref37
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref38
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref38
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref38
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref39
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref39
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref39
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref40
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref40
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref41
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref41
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref42
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref42
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref42
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref43
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref43
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref43
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref44
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref44
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref44
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref45
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref45
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref45
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref46
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref46
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref47
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref47
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref47
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref48
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref49
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref49
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref50
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref50
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref51
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref51
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref51
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref52
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref52
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref52


International Journal of Disaster Risk Reduction 41 (2019) 101314

13

[53] L. Hofer, M.A. Zanini, F. Faleschini, C. Pellegrino, Profitability analysis for 
assessing the otpimal sesimc retrofit strategy of industrial productive processess 
with business-interruption consequences, ASCE J. Struct. Eng. 144 (2018), 
04017205. 

[54] O. Norio, T. Ye, Y. Kajitani, P. Shi, H. Tatano, The 2011 eastern Japan Great 
earthquake disaster: overview and comments, Int. J. Disaster Risk Sci. 2 (2011) 
34–42. 

[55] Y. Todo, K. Nakajima, P. Matous, How do supply chain networks affect the 
resilience of firms to natural disasters? Evidence from the Great East Japan 
earthquake, J. Reg. Sci. 55 (2014) 209–229. 

[56] S.M. Rinaldi, J.P. Peerenboom, T.K. Kelly, Identifying, understanding, and 
analyzing critical infrastructure interdependencies. IEEE Control Syst. Mag. 21 
(2001) 11–25. 

[57] L. Due~nas-Osorio, J.I. Craig, B.J. Goodno, Seismic response of critical 
interdependent networks, Earthq. Eng. Struct. Dyn. 36 (2007) 285–306. 

[58] Y.S. Kim, B.F. Spencer Jr., J. Song, A.S. Elnashai, T. Stokes, Seismic Performance 
Assessment of Interdependent Lifeline Systems, MAE Center CD Release 0716, 
2007. Retrieved from, http://mae.cee.illinois.edu/publications/reports/Report 
07-16.pdf. 

[59] A. Vespignani, Complex networks: the fragility of interdependency, Nature 464 
(2010) 984–985. 

[60] S.E. Chang, Infrastructure resilience to disasters. Bridge 44 (2014) 36–41. 
[61] P. Franchin, F. Cavalieri, Probabilistic assessment of civil infrastructure resilience 

to earthquakes, Comput. Aided Civ. Infrastruct. Eng. 30 (2015) 583–600. 
[62] R. Guidotti, P. Gardoni, Y. Chen, Network reliability analysis with link and nodal 

weights and auxiliary nodes. Struct. Saf. 65 (2017) 12–26. 
[63] R. Guidotti, P. Gardoni, Y. Chen, Multi-layer heterogeneous network model for 

interdependent infrastructure systems, in: 12th International Conference on 
Structural Safety & Reliability (ICOSSAR 2017), TU Wien, Vienna (Austria), 2017. 

[64] N. Sharma, P. Gardoni, Mathematical modeling of interdependent infrastructure: 
an object oriented approach for generalized network-system analysis, Reliab. Eng. 
Syst. Saf. (2019). In preparation. 

[65] J.D. Fricker, R.K. Whitford (Eds.), Fundamentals of Transportation Engineering. A 
Multimodal Systems Approach, Pearson Prentice Hall, 2005. 

[66] Y. Wang, P. Gardoni, C. Murphy, S. Guerrier, Predicting fatality rates due to 
earthquakes accounting for community vulnerability, Earthq. Spectra 35 (2018) 
513–536. 

[67] FEMA, Hazus 2.1 technical and user's manuals, available at: https://www.fema. 
gov/media-library/assets/documents/24609, 2015. (Accessed 21 February 2018). 

[68] H.-Y. Noh, A. Kiremidjian, L. Ceferino, E. So, Bayesian updating of earthquake 
vulnerability functions with application to mortality rates, Earthq. Spectra 33 
(2017) 1173–1189. 

[69] M.E. Durkin, C.C. Thiel, J.E. Schneider, T. De Vriend, injuries and emergency 
medical response in the loma prieta earthquake, Bull. Seismol. Soc. Am. 81 (1991) 
2143–2166. 

[70] A.W. Coburn, R.J.S. Spence, A. Pomonis, Factors determing human casualty levels 
in earthquakes: mortality prediction in building collapse, in: 10th World 
Conference on Earthquake Engineering, Madrid (Spain), 1992. 

[71] P. Gardoni, K.M. Mosalam, A. Der Kiureghian, Probabilistic seismic demand 
models and fragility estimates for RC bridges. J. Earthq. Eng. 7 (2003) 79–106. 

[72] P. Gardoni, A. Der Kiureghian, K.M. Mosalam, Probabilistic capacity models and 
Fragility estimates for reinforced concrete columns based on experimental 
observations. J. Eng. Mech. 128 (2002) 1024–1038. 

[73] N. Sharma, P. Gardoni, Modeling the time-varying performance of electrical 
infrastructure during post disaster recovery using tensors., in: P. Gardoni (Ed.), 
Handbook of Sustainable and Resilient Infrastructure, Routledge, 2018. 

[74] M.E. Newman, The structure and function of complex networks, SIAM Rev. 45 
(2003) 167–256. 

[75] G. Jia, P. Gardoni, State-dependent stochastic models: a general stochastic 
framework for modeling deteriorating engineering systems considering multiple 
deterioration processes and their interactions, Struct. Saf. 72 (2018) 99–110. 

[76] K. Ruohonen, Graph Theory. Tampereen teknillinen yliopisto. Originally titled 
Graafiteoria, lecture notes translated by Tamminen, J., Lee, K. C. and Pich�e, R, 
available online at: http://math.tut.fi/~ruohonen/GT_English.pdf, 2013. accessed 
on December 2017. 

[77] D.J. Watts, S.H. Strogatz, Collective dynamics of ‘small-world' networks, Nature 
393 (6684) (1998) 440. 

[78] F. Nocera, P. Gardoni, Modeling business interruption as a function of the 
reliability and resilience of physical infrastructure and social systems, in: 
P. Gardoni (Ed.), Handbook of Sustainable and Resilient Infrastructure, Routledge, 
2018. 

[79] N. Sharma, A. Tabandeh, P. Gardoni, Resilience- informed recovery optimization: a 
multiscale formulation for interdependent infrastructure, Comput. Aided Civ. 
Infrastruct. Eng. (2019). Submitted for publication. 

[80] G. Jia, A. Tabandeh, P. Gardoni, Life- cycle analysis of engineering systems: 
modeling deterioration, instantaneous reliability, and resilience, in: P. Gardoni 
(Ed.), Risk and Reliability Analysis: Theory and Applications, Springer, New York, 
2017. 

[81] M.S. Bazaraa, J.J. Jarvis, H.D. Sherali, Linear Programming and Network Flows, 
fourth ed., John Wiley and Sons, 2010. 

[82] J.-W. Bai, M.B.D. Hueste, P. Gardoni, Seismic vulnerability assessment of tilt-up 
concrete structures, Struct. Infrastruct. Eng. 11 (2015) 1131–1146. 

[83] K.S. Ramamoorthy, P. Gardoni, M.J. Bracci, Probabilistic demand models and 
fragility curves for reinforced concrete frames, ASCE J. Struct. Eng. 132 (2006) 
1563–1572. 

[84] K.S. Ramamoorthy, P. Gardoni, M.J. Bracci, Seismic fragility and confidence 
bounds for gravity load designed reinforced concrete frames of varying height, 
ASCE J. Struct. Eng. 134 (2008) 639–650. 

[85] J.-W. Bai, P. Gardoni, M.B.D. Hueste, Story-specific demand models and seismic 
fragility estimates for multi-story buildings, Struct. Saf. 33 (2011) 96–107. 

[86] H. Xu, P. Gardoni, Probabilistic capacity and seismic demand models and fragility 
estimates for reinforced concrete buildings based on three-dimensional analyses, 
Eng. Struct. 112 (2016) 200–214. 

[87] J. Steelman, J. Song, J.F. Hajjar, Integrated Data Flow and Risk Aggregation for 
Consequence-Based Risk Management of Seismic Regional Losses, MAE Center, 
2007. Retrieved from, http://mae.cee.illinois.edu/publications/reports/Report 
_Jan_07.pdf. 

[88] Y.S. Lin, Development of Algorithms to Estimate Post-disaster Population 
Dislocation - a Research-Based Approach, Ph.D. Thesis, Texas A&M University, 
2009. 

[89] D.M. Boore, G.M. Atkinson, Ground-motion prediction equations for the average 
horizontal component of PGA, PGV, and 5%-damped PSA at spectral periods 
between 0.01 s and 10.0 s, Earthq. Spectra 24 (2008) 99–138. 

[90] H. Park, D.T. Cox, A.R. Barbosa, Comparison of inundation depth and momentum 
flux based fragilities for probabilistic tsunami damage assessment and uncertainty 
analysis, Coast. Eng. 122 (2017) 10–26. 

[91] F. Nocera, A. Tabandeh, R. Guidotti, J. Boakye, P. Gardoni, Physics-based fragility 
functions: their mathematical formulation and use in the reliability and resilience 
analysis of transportation infrastructure., in: P. Gardoni (Ed.), Handbook of 
Sustainable and Resilient Infrastructure, Routledge, 2018. 

[93] O. Ditlevsen, H.O. Madsen. Structural Reliability Methods, Wiley, New York, 1996. 
[94] J.-W. Bai, M.B.D. Hueste, P. Gardoni, Probabilistic assessment of structural damage 

due earthquakes for buildings in Mid-America, ASCE J. Struct. Eng. 135 (2009) 
1155–1163. 

[95] J. Simon, J. Bracci, P. Gardoni, Seismic response and fragility of deteriorated 
reinforced concrete bridges, ASCE J. Struct. Eng. 136 (2010) 1273–1281. 

[96] M. Liu, D.M. Frangopol, Balancing connectivity of deteriorating bridge networks 
and long-term maintenance cost through optimization, ASCE J. Struct. Eng. 10 
(2005) 468–481. 

F. Nocera and P. Gardoni                                                                                                                                                                                                                     

http://refhub.elsevier.com/S2212-4209(19)30623-5/sref53
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref53
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref53
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref53
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref54
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref54
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref54
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref55
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref55
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref55
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref56
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref56
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref56
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref57
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref57
http://mae.cee.illinois.edu/publications/reports/Report07-16.pdf
http://mae.cee.illinois.edu/publications/reports/Report07-16.pdf
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref59
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref59
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref60
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref61
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref61
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref62
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref62
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref63
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref63
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref63
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref64
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref64
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref64
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref65
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref65
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref66
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref66
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref66
https://www.fema.gov/media-library/assets/documents/24609
https://www.fema.gov/media-library/assets/documents/24609
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref68
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref68
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref68
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref69
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref69
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref69
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref70
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref70
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref70
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref71
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref71
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref72
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref72
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref72
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref73
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref73
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref73
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref74
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref74
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref75
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref75
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref75
http://math.tut.fi/%7Eruohonen/GT_English.pdf
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref77
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref77
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref78
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref78
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref78
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref78
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref79
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref79
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref79
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref80
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref80
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref80
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref80
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref81
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref81
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref82
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref82
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref83
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref83
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref83
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref84
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref84
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref84
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref85
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref85
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref86
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref86
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref86
http://mae.cee.illinois.edu/publications/reports/Report_Jan_07.pdf
http://mae.cee.illinois.edu/publications/reports/Report_Jan_07.pdf
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref88
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref88
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref88
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref89
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref89
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref89
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref90
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref90
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref90
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref91
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref91
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref91
http://refhub.elsevier.com/S2212-4209(19)30623-5/sref91
http://refhub.elsevier.com/S2212-4209(19)30623-5/optJan2Rg1wer
http://refhub.elsevier.com/S2212-4209(19)30623-5/opt957Ets8jMQ
http://refhub.elsevier.com/S2212-4209(19)30623-5/opt957Ets8jMQ
http://refhub.elsevier.com/S2212-4209(19)30623-5/opt957Ets8jMQ
http://refhub.elsevier.com/S2212-4209(19)30623-5/opt44avNCZEHe
http://refhub.elsevier.com/S2212-4209(19)30623-5/opt44avNCZEHe
http://refhub.elsevier.com/S2212-4209(19)30623-5/optYG8OeZvZyj
http://refhub.elsevier.com/S2212-4209(19)30623-5/optYG8OeZvZyj
http://refhub.elsevier.com/S2212-4209(19)30623-5/optYG8OeZvZyj

	A ground-up approach to estimate the likelihood of business interruption
	1 Introduction
	2 Business interruption
	3 Mathematical formulation to estimate the likelihood of business interruption
	3.1 Glossary for the modeling of infrastructure to estimate the likelihood of business interruption
	3.2 Modeling the physical infrastructure: graph theory-based models
	3.2.1 Modeling the structural performance and functionality of infrastructure

	3.3 Estimating the likelihood of business interruption: a matrix-based system reliability
	3.3.1 Estimating importance measures using conditional probabilities

	3.4 Integrating physical infrastructure and social systems in the modeling of business interruption

	4 Example: estimating the likelihood of business interruption of a food retailer in Seaside, Oregon
	4.1 Damage to the buildings
	4.2 Damage to the transportation infrastructure
	4.3 Damage to the water and power infrastructure
	4.4 Integration of physical infrastructure and social systems
	4.5 Business interruption and importance measures

	5 Conclusions
	Notes
	Acknowledgments
	References


