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Summary and Keywords

Research on visual and audiovisual speech information has profoundly influenced the 
fields of psycholinguistics, perception psychology, and cognitive neuroscience. Visual 
speech findings have provided some of most the important human demonstrations of our 
new conception of the perceptual brain as being supremely multimodal. This “multisenso­
ry revolution” has seen a tremendous growth in research on how the senses integrate, 
cross-facilitate, and share their experience with one another.

The ubiquity and apparent automaticity of multisensory speech has led many theorists to 
propose that the speech brain is agnostic with regard to sense modality: it might not 
know or care from which modality speech information comes. Instead, the speech func­
tion may act to extract supramodal informational patterns that are common in form 
across energy streams. Alternatively, other theorists have argued that any common infor­
mation existent across the modalities is minimal and rudimentary, so that multisensory 
perception largely depends on the observer’s associative experience between the 
streams. From this perspective, the auditory stream is typically considered primary for 
the speech brain, with visual speech simply appended to its processing. If the utility of 
multisensory speech is a consequence of a supramodal informational coherence, then 
cross-sensory “integration” may be primarily a consequence of the informational input it­
self. If true, then one would expect to see evidence for integration occurring early in the 
perceptual process, as well in a largely complete and automatic/impenetrable manner. Al­
ternatively, if multisensory speech perception is based on associative experience between 
the modal streams, then no constraints on how completely or automatically the senses in­
tegrate are dictated. There is behavioral and neurophysiological research supporting both 
perspectives.

Much of this research is based on testing the well-known McGurk effect, in which audio­
visual speech information is thought to integrate to the extent that visual information can 
affect what listeners report hearing. However, there is now good reason to believe that 
the McGurk effect is not a valid test of multisensory integration. For example, there are 
clear cases in which responses indicate that the effect fails, while other measures suggest 
that integration is actually occurring. By mistakenly conflating the McGurk effect with 
speech integration itself, interpretations of the completeness and automaticity of multi­
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sensory may be incorrect. Future research should use more sensitive behavioral and neu­
rophysiological measures of cross-modal influence to examine these issues.

Keywords: multisensory, audiovisual, speech perception, lip-reading, articulation, supramodal

1. The Multisensory Revolution
Research on visual and audiovisual speech information has had important influences on 
how we understand the brain. For example, visual speech was the first stimulus to show 
cross-sensory induction of activation in a human cortical area historically associated with 
another sense (primary auditory cortex; e.g., Calvert et al., 1997). This, and other visual 
speech findings have provided some of most the important human demonstrations of our 
new conception of the perceptual brain as being supremely multimodal. This “multisenso­
ry revolution” (e.g., Rosenblum, 2013; Rosenblum, Dori, & Dias, 2016) has seen a tremen­
dous growth in research on how the senses integrate, cross-facilitate, and share their ex­
perience with one-another (for reviews, see Ghazanfar & Schroeder, 2006; Rosenblum, 
Dias, & Dorsi, 2017; Rosenblum et al., 2016).

The ubiquity and apparent automaticity of multisensory speech has led many theorists to 
propose that the speech brain is agnostic with regard to sense modality: it might not 
know or care from which modality speech information comes (for a review, see Rosen­
blum et al., 2016). Instead, the speech function may act to extract informational patterns 
that are common in form across energy streams. In this sense, speech perception may 
function in a modality-neutral manner and use the natural coherence of common informa­
tional forms across the modalities to support the “merging” of streams (Bicevskis, Der­
rick, & Gick, 2016; Chandrasekaran, Trubanova, Stillittano, Caplier, & Ghazanfar, 2009; 
Fowler, 2004; Rosenblum et al., 2016). While this supramodal perspective is gaining trac­
tion, it is not the most prominent theory. More prominent is the assumption that any com­
mon information existent across the modalities is minimal and rudimentary, so that multi­
sensory perception largely depends on the observer’s associative experience between the 
streams (e.g., Shams, 2011). From this perspective, the auditory stream is typically con­
sidered primary for the speech brain, with visual speech piggy-backed on its processing 
(e.g., Diehl & Kleunder, 1989; Hickok, 2009; Magnotti & Beauchamp, 2017).

If the utility of multisensory speech is a consequence of a supramodal informational co­
herence, then cross-sensory “integration” may be primarily a consequence of the informa­
tional input itself (Rosenblum, 2005; Rosenblum et al., 2016). If true, then one would ex­
pect to see evidence for integration occurring early in the perceptual process, as well in a 
largely complete and automatic/impenetrable manner. Alternatively, if multisensory 
speech perception is based on associative experience between the modal streams, then 
no constraints on how completely or automatically the senses integrate are dictated. Sec­
tion 4 discusses the research examining the degree to which multisensory integration is 
complete and section 5 discusses the research on the impenetrability of integration.
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Before these issues are addressed, section 2 presents a general overview of basic multi­
sensory speech phenomena.

2. The Importance of Multisensory Speech Per­
ception and the Influence of the McGurk Effect
Everyone lip-reads. Research shows that regardless of one’s hearing, perceivers lip-read 
(use visible articulation) to enhance perception of auditory speech that is degraded by 
background noise (e.g., Bernstein, Auer, & Takayanagi, 2004; Sumby & Pollack, 1954), a 
heavy foreign accent (Arnold & Hill, 2001), and challenging content (Reisberg, McLean, 
& Goldfield, 1987). Perceivers lip-read to help them acquire their first languages (e.g., 
Reisberg et al., 1987; Teinonen, Aslin, Alku, & Csibra, 2008), and second languages 
(Hardison, 2005; Hazan, Sennema, Iba, & Faulkner, 2005; Navarra & Soto-Faraco, 2007). 
The importance of lip-reading for language acquisition is evidenced by the compromised 
phonological development in blind children (e.g., Mills, 1987; Brouwer et al., 2015). Blind 
children are known to have subtle developmental delays in perception and production of 
segments that are more difficult to audibly distinguish, but easier to see (e.g., /m/ vs. /n/). 
In fact, remnants of this developmental difference can be observed in blind adults who 
continue to display subtle speech production and perception differences (e.g., Ménard, 
Cathiard, Troille, & Giroux, 2015; Ménard, Dupont, Baum, & Aubin, 2009; Ménard, 
Leclerc, & Tiede, 2014; Ménard et al., 2013).

The most striking example of visual speech perception is the McGurk effect (McGurk & 
MacDonald, 1976). In the effect’s original demonstration, visible syllables of one type 
(e.g., /va-va/) are synchronously dubbed with audio syllables of a different type (/ba-ba/). 
Despite the difference in place of articulation, observers are typically unaware of the dis­
crepancy and report “hearing” a syllable strongly influenced by what they see (/va-va/). 
Depending on the syllable combinations, the resultant percept can sometimes be a visual­
ly dominated segment (audio /ba/ + visual /va/ is “heard” as /va/) or a fusion or blend of 
the audible and visible syllables (audio /ba/ + visual /ga/ is “heard” as /da/). (There are al­
so some syllable combinations for which no visual influence is observed; e.g., McGurk & 
MacDonald, 1976; Rosenblum, Schmuckler, & Johnson, 1997.)

The original McGurk report (McGurk & MacDonald, 1976) is one of the most cited studies 
in perceptual psychology (5500, as of this writing; Google Scholar Search), and the effect 
has been studied under myriad conditions (for reviews, see Alsius, Paré, & Munhall, 2018; 
Dias, Cook, & Rosenblum, 2017; Tiippana, 2014). Overall, some form of the effect has 
been shown to be robust in the context of different languages (e.g., Fuster-Duran, 1996; 
Massaro, Cohen, Gesi, Heredia, & Tzuzaki, 1993; Sams et al., 1998; Sekiyama & Tohkura, 
1991), extreme audio and visual stimulus degradations (Andersen, Tiippana, Laarni, Kojo, 
& Sams, 2009; Rosenblum & Saldana, 1996; Thomas & Jordan, 2002), across different ob­
servers’ age (e.g., Jerger, Damian, Tye-Murray, & Abdi, 2014), perceptual experience 
(Jerger et al., 2014; Sams et al., 1998; but see Nath & Beauchamp, 2012; Proverbio, Mas­
setti, Rizzi, & Zani, 2016; Strand, Cooperman, Rowe, & Simenstad, 2014), and awareness 
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of audio-visual discrepancy (Bertelson & de Gelder, 2004; Bertelson, Vroomen, 
Wiegeraad, & de Gelder, 1994; Colin, Radeau, Deltenre, Demolin, & Soquet, 2002; Green 
& Kuhl, 1991; Massaro, 1987; Soto-Faraco & Alsius, 2007, 2009; Summerfield & McGrath,
1984). Importantly, while some visual influence has been observed under all of these con­
ditions, variables can affect the observed strength of the effect (e.g., depending on ob­
server age and gender; Irwin, Whalen, & Fowler, 2006; Jerger et al., 2014), and which 
particular segments merge (e.g., depending on native language; Sekiyama & Tohkura, 
1991). There is also strong evidence for individual differences in the effect, with some ob­
servers showing little visual influence in their responses (for a review, see Strand et al., 
2014). I discuss many of these factors in section 4.

The neurophysiological basis of the McGurk effect—and speech as a multisensory func­
tion—has been examined extensively. As stated, visual speech, on its own, was the first 
stimulus to show a cross-sensory influence on human primary sensory cortexes. Calvert 
and her colleagues used fMRI (functional magnetic resonance imaging) to observe that 
watching a talker’s silently articulating face can induce activity in auditory cortex 
(Calvert et al., 1997). This finding has been replicated a number of times, with a number 
of different technologies (for a review, see Rosenblum et al., 2017; but see Beauchamp, 
Nath, & Pasalar, 2010). Visual speech can also induce activity in upstream areas including 
auditory midbrain (Musacchia, Sams, Nicol, & Kraus, 2006) and even cochlear function­
ing (suppressing otoacoustic emissions; Namasivayam, Wong, Sharma, & van Lieshout, 
2015).

Returning to audiovisual speech, there is evidence that with McGurk stimuli, the visual 
segment can override the auditory segment to induce patterns of activity in auditory cor­
tex similar to those induced if the “heard” auditory component was presented on its own 
(Callan, Callan, Kroos, & Vatikiotis-Bateson, 2001; Colin et al., 2002; Mottonen, Krause, 
Tiipana, & Sams, 2002; Sams et al., 1991). For example, an audio /va/ - visual /ba/ stimu­
lus will induce functionally identical auditory cortex activity as an (perceptually equiva­
lent) audio /va/ stimulus. This finding seems consistent with observers’ phenomenological 
experience of “hearing” the segment they actually see. The finding may also suggest that 
visual and auditory speech information is handled similarly by the speech brain. The next 
section examines this possibility.

3. The Speech Function Treats Auditory and Vi­
sual Speech Similarly
In some obvious ways, there are clear differences between auditory and visual speech 
perception. The functions are based on different energy media and peripheral sensory or­
gans, and show differences in some central neurophysiological mechanisms. The two 
modalities are also differently suited to inform about different aspects of speech articula­
tion, with auditory speech being the richer signal for most (but not all; e.g., Mills, 1987) 
phonetic distinctions.
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However, there is a surprising degree to which the auditory and visual streams are treat­
ed similarly (e.g., Rosenblum, 2005; Rosenblum et al., 2017). The speech function seems 
to extract similar—and specialized—informational dimensions from both streams. For ex­
ample, both auditory and visual speech make use of talker information to facilitate pho­
netic perception (for reviews, see Nygaard, 2005; Rosenblum, 2005). Also, for both 
streams, the time-varying, transitional aspects of the signals seem most salient. Finally, 
both signals can serve to prime a speech production response in very similar ways. Each 
of these common characteristics of audio and visual speech is discussed in a later section.

It is intuitive that we are better able to understand the heard speech of a familiar, than 
unfamiliar, talker—especially if it is degraded by a loud environment or a poor cell phone 
connection (Borrie, McAuliffe, Liss, O’Beirne, & Anderson, 2013; Nygaard, 2005). What is 
more surprising is that even without formal lip-reading experience, we are better able to 
lip-read from a familiar talker (e.g., Lander & Davies, 2008; Schweinberger & Soukup, 
1998; Yakel, Rosenblum, & Fortier, 2000). These findings can be interpreted that the 
speech function uses our familiarity with voice and face characteristics to facilitate 
speech perception. However, other research suggests that for both modalities, this famil­
iarity may be with something deeper. This research shows that becoming familiar with a 
talker in one modality can facilitate speech perception in another. Thus, becoming famil­
iar with a talker by lip-reading them (with no sound) for an hour facilitates perception of 
that talker’s auditory speech, and vice versa (Rosenblum, Miller, & Sanchez, 2007; 
Sanchez, Dias, & Rosenblum, 2013). These findings could suggest that for both modali­
ties, the speech function gains experience with a talker’s speaking style—an amodal prop­
erty—allowing that talker’s speech to be more easily perceived through sound and sight. 
Regardless, the function treats the streams similarly in making use of indexical informa­
tion to help recover phonetic information.

There is also evidence that the talker-specific aspects of each stream may be similarly ac­
cessed in a more idiosyncratic way. It turns out that a substantial amount of “classic” talk­
er information can be removed from each stream without preventing talker recognition. 
For auditory speech, the typical talker information of fundamental frequency, and voice 
quality dimensions (breathiness; raspiness) can be removed, in a technique that leaves 
only three undulating sinewaves (which track center formant frequencies) remaining in 
the signal (Remez, Fellowes, & Rubin, 1997). Research shows that this sinewave speech
can also provide phonetic information (e.g., Remez, Rubin, Pisoni, & Carrell, 1981). For 
visual speech, the typical facial feature and configural information can be removed so 
that the visual information is reduced to a series of dots moving along with articulation 
(e.g., Rosenblum, Johnson, & Saldaña, 1996). Despite this reduction, observers can recog­
nize both phonetic and talker information in these point-light displays (Rosenblum et al., 
2002; Rosenblum, Smith, & Niehus, 2007). For both sinewave and point-light stimuli, it is 
thought that what is retained is talker-specific phonetic information which can serve to 
inform about both what is being said and whom is saying it (e.g., Rosenblum et al., 2016). 
This idiolectic information would be amodal, and therefore available in both modalities. 
This notion is supported by evidence that observers can match a talker’s sinewave speech 
to their point-light speech, even when these stimuli are from different utterances (Lachs 
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& Pisoni, 2004). That sinewave and point-light speech may capture common amodal idi­
olectic information is also supported by recent findings showing that learning to better 
recognize a particular point-light talker transfers across modalities so that the talker’s 
sinewave speech is then more easily recognized (Simmons, Dias, & Dorsi, & Rosenblum, 
2015).

Neurophysiological research also shows that the speech-speaker connection exists across 
modalities. There is evidence that when asked to report the auditory speech of a talker, 
observers will show activation in an area associated with face movements (posterior supe­
rior temporal sulcus—pSTS; von Kriegstein, Kleinschmidt, Sterzer, & Giraud, 2005). This 
area is activated to a greater degree if very brief audiovisual exposure to the talker is 
provided (von Kriegstein & Giraud, 2006). Relatedly, when observers are asked to identify
a voice, they show activation in an area associated with face recognition (fusiform face 
area; von Kriegstein et al., 2008; von Kriegstein & Giraud, 2006). Again, even brief bi­
modal exposure to a talker will enhance this activity (von Kriegstein et al., 2008). Togeth­
er, this neurophysiological research is consistent with the behavioral findings showing 
that (a) both auditory and visual speech provide closely connected speech-speaker infor­
mation—perhaps in the form of talker-specific phonetic information; (b) this information 
can be used by both modalities to facilitate speech and speaker recognition; and (c) this 
information may take an amodal form allowing the modalities to share what is gleaned 
from unimodal experience with a talker.

The salience of both sinewave and point-light speech signals exemplifies a second com­
monality in how audio and visual speech is used. Both signals isolate the time-varying di­
mensions of their modal information, showing that the speech function can use this type 
of information on its own. In fact, other research shows that the time-varying portions of 
each signal may be more salient than the steady-state, “canonical” portions (e.g., 
Strange, Jenkins, & Johnson, 1983; Yakel et al., 2000). There is also evidence that cortical 
areas around posterior superior temporal sulcus respond similarly to point-light (but not 
static, photographic) visual speech and auditory speech supporting a cross-modal sensi­
tivity to time-varying dimensions of the signals (Allison, Puce, & McCarthy, 2000; Haxby, 
Hoffman, & Gobbini, 2002; Puce, Allison, Bentin, Gore, & McCarthy, 1998; Santi, Servos, 
Vatikiotis-Bateson, Kuratate, & Munhall, 2003; Zhu & Beauchamp, 2017).

A third way in which the speech function uses auditory and visual speech similarly is as a 
prime for a production response (for a review, see Dias & Rosenblum, 2015). Behavioral 
research shows that during interlocution (and laboratory simulations), a talker’s uttered 
response will spontaneously incorporate subtle aspects of the person’s speech the talker 
has just heard (e.g., Pardo, 2006; Pardo, 2013), or lipread (e.g., Dias & Rosenblum, 2015; 
Miller et al., 2010). This phenomenon of speech alignment shows that we inadvertently 
imitate the speech of the individual with whom we are speaking. While this imitation like­
ly has some social-psychological purpose, its proximate cause may be related to per­
ceived and produced speech using a common metric that is related to articulatory dynam­
ics (e.g., Fowler, 2004). Neurophysiologically, there is substantial evidence for sponta­
neous reactivity in motor cortical areas when perceiving auditory speech (for reviews, see 
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Rosenblum et al., 2016; Smalle, Rogers, & Mottonen, 2015). Both premotor and motor 
cortical areas are activated when passively listening to speech (for a review, see Iacaboni,
2008). Other evidence shows that the same areas of precentral gyrus are activated when 
either producing or perceiving the same specific phonetic segments. These activation pat­
terns seem to also manifest in associated articulatory musculature (with TMS priming of 
motor areas; e.g., Nuttall, Kennedy-Higgins, Hogan, Devlin, & Ada, 2016). While there is 
ongoing debate over whether motor area involvement is necessary, or even facilitative, 
for speech perception (for a review, see Rosenblum et al., 2016), it is clear that motor sys­
tem reactivity does occur.

Returning to behavioral research, alignment to auditory speech has been observed for 
over twenty years (e.g., for a review, see Pardo, Urmanche, Wilman, & Wiener, 2017). 
More recent research shows that alignment can also occur to visual speech, even for ob­
servers with no formal lip-reading experience (for a review, see Dias & Rosenblum, 2015). 
Talkers will inadvertently produce words that are (acoustically) similar to the specific 
words they have just lip-read (Miller, Sanchez, & Rosenblum, 2010). In fact, the degree of 
alignment to lip-read speech seems as great as that to heard speech (Miller et al., 2010). 
Relatedly, adding visual speech information to auditory speech enhances the degree to 
which talkers align (Dias & Rosenblum, 2011, 2015) Finally, presenting temporally incon­
gruent (in voice onset time) audio and visual speech shapes talkers’ production responses 
so that they reflect the integrated steams. This finding has been interpreted as evidence 
that audiovisual integration occurs before it influences spontaneous production responses 
(Sanchez, Miller, & Rosenblum, 2010; and see below).

There is also neurophysiological research showing an induction of motor areas by visual 
and audiovisual speech, similar to that of auditory speech (e.g., Callan et al., 2004; 
Calvert & Campbell, 2003; and for a review, see Rosenblum et al., 2016). Interestingly, 
there is some evidence for greater motor area reactivity for audiovisual—versus auditory 
or visual-alone—speech stimuli (e.g., Skipper, Nusbaum, & Small, 2005) that may be seg­
ment-specific based on the integrated streams (Skipper, van Wassenhove, Nusbaum, & 
Small, 2007). This and related findings have led some researchers to argue that motor 
area involvement is critical for the actual integration of the auditory and visual speech 
streams (Skipper et al., 2007; but see Rosenblum et al., 2016). Regardless, audiovisual 
and visual speech seem to show a similar pattern in inducing activity in motor areas—a 
pattern consistent with the behavioral findings on speech alignment.

In sum, there are unique ways in which visual speech seems to be treated very similarly 
to auditory speech. The speech function seems to use a common strategy for both 
streams in incorporating talker-specific and dynamic aspects of the signals allowing for 
the priming of a production response influenced by these dimensions. The neurophysio­
logical basis of these characteristics seems to make use of common mechanisms for the 
auditory and visual streams (e.g., Calvert et al., 1997; and for a review, see Rosenblum et 
al., 2017).
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Based on these and other considerations, some researchers have proposed that multisen­
sory speech perception works through a functional mechanism that is agnostic with re­
gard to sensory modality (e.g., Chandrasekaran et al., 2009; Fowler, 2004; Rosenblum et 
al., 2016; Summerfield, 1987). From this supramodal (or modality-neutral) account, the 
speech function extracts a common form of higher-order information existent in multiple 
energy arrays (acoustic; optic). As an example, the reversing of lip and jaw motions dur­
ing an /aba/ articulation is accompanied by a reversal of the acoustics signal’s amplitude 
and spectral structure. At the same time, this articulatory reversal structures the optic 
signal in such a way that it reveals a reversal with the same form and rate changes as 
that in the acoustic signal (Summerfield, 1987). In this sense, the information for reversal 
is supramodal. The speech perception function would then be tasked with extracting this 
supramodal rate and form information existing in both media.

More formal examples of supramodal information have been proposed. These examples 
include observation of high correlations between vocal tract configurations, acoustic sig­
nal, and visible mouth movements that capture up to 85% of the variance (Munhall & 
VatikiotisBateson, 2004; Yehia, Kuratate, & Vatikiotis-Bateson, 2002; Yehia, Rubin, & 
Vatikiotis-Bateson, 1998). In fact, these correlations seem to be especially high for 
acoustic energy in the 2–3 kHz range, despite it being the range where the supposed less
visible gestures (tongue and pharynx positions) play their largest role (Chandrasekaran et 
al., 2009). This fact is consistent with the bourgeoning research showing that presumably 
“hidden” articulatory dimensions (e.g., lexical tone and intraoral pressure) are, in fact, 
visible from a talking face (e.g., Burnham, Ciocca, Lauw, Lau, & Stokes, 2000; Munhall & 
Vatikiotis-Bateson, 2004).

The supramodal account holds a number of important implications for theories of multi­
sensory speech perception. If the relevant information is functionally the same across the 
two streams, then in an important way, the streams are never really separate. If this is 
true, then sensory “integration” is a function of the information itself, not a goal of the 
perceptual process (e.g., Rosenblum et al., 2016). While it is acknowledged that this is not 
the typical way of understanding multisensory perception, the aforementioned evidence 
for (a) multisensory reactivity in primary sensory cortices; which (b) treats the sensory 
channels in a similar way; (c) allowing for a cross-sensory sharing of experience, is sup­
portive of the account. In addition, the approach does have much in common with popular 
task-machine/metamodal accounts of multisensory perception (e.g., Pascual-Leone & 
Hamilton, 2001; Reich, Maidenbaum, & Amedi, 2012; Ricciardi, Bonino, Pellegrini, & 
Pietrini, 2014; Striem-Amit et al., 2011) and is supported by evidence for those accounts, 
as well (for a review, see Rosenblum et al., 2017).

Importantly, the supramodal theory makes additional predictions that can be readily test­
ed. For example, because integration is considered a function of the modality-neutral in­
formational form, it should be revealed as occurring as early in the perceptual and neuro­
physiological process as methodologies can detect. The research literature that addresses 
this question has been extensively reviewed elsewhere (e.g., Rosenblum, 2005) and will 
not be the focus of this article. Instead, this article will review the literature addressing 
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two other assumptions that have come to distinguish the supramodal approach: integra­
tion should be functionally complete at that early stage and impenetrable from outside 
cognition.

However, most other theories of multisensory speech assume that integration is not a 
consequence of amodal information but must occur through standard cognitive process­
es. Consequently, these integration processes are thought to be inferential, statistical, 
and fallible, resulting in integration that is often incomplete and susceptible to outside in­
fluences. This fact provides a testable distinction between supramodal and cognitive ac­
counts. As discussed in section 4, a great deal of research over the last 10 years has been 
designed to address the completeness and impenetrability issues.

4. How Complete Is Audiovisual Speech Inte­
gration?
One of the most enduring questions about audiovisual speech is how completely the audio 
and visual channels are combined. Of course, the answer to this question will depend on 
the operational definitions of “combined” and “completely,” and both of these terms have 
been interpreted in somewhat different ways in the literature (for discussions of these 
topics, see Brancazio & Miller, 2005). However, here, we will take the term “combined” to 
simply refer to any behavioral evidence for bimodal or cross-modal influences on speech 
perception. “Completeness” will be defined as the degree to which any remnants of the 
unimodal information show a perceptual influence.

It is also important to distinguish the concept of perceptual completeness from that of 
perceptual clarity—especially in the context of the McGurk effect. There is a good deal of 
research showing that the speech perceived from incongruent audiovisual presentations 
is often not as clear or strong as speech derived from audiovisually congruent, or audito­
ry alone, segments (e.g., Brancazio, 2004; Brancazio, Best, & Fowler, 2006; Green & Kuhl,
1991; Jerger, Damian, M. F., Tye-Murray, N., & Abdi, 2017; Massaro & Ferguson, 1993; 
Rosenblum & Saldana, 1992). Unsurprisingly, conflicting audiovisual information is likely 
to make the resulting perceived segment less canonical, and this has been shown through 
both matching judgments and response reaction time measures (which lengthen with 
more ambiguity). This fact may mean that there will be times when the streams do 

combine and still produce a segment that is perceived as closer to the one in the auditory 
stream alone. These occurrences would then appear to be failures of the McGurk effect, 
and be erroneously interpreted as a failure of integration (e.g., Brancazio, 2004; Bran­
cazio & Miller, 2005). This is a critical point for both theory and method, and will be dis­
cussed in detail later in this section.

For example, when subjects are asked to shadow audio /aba/ + visual /aga/, they some­
times say—and report perceiving—the auditorily dominated “aba” (Gentilucci & Cattaneo,
2005; and see Sato, Buccino, Gentilucci, & Cattaneo, 2010). Typically, this type of re­
sponse would be interpreted as the McGurk effect failing, and that the visual speech in­



Audiovisual Speech Perception and the McGurk Effect

Page 10 of 28

PRINTED FROM the OXFORD RESEARCH ENCYCLOPEDIA, LINGUISTICS (oxfordre.com/linguistics). (c) Oxford University 
Press USA, 2019. All Rights Reserved. Personal use only; commercial use is strictly prohibited (for details see Privacy Policy
and Legal Notice).

Subscriber: OUP-Reference Gratis Access; date: 29 August 2019

formation did not combine with auditory information. However, in such instances, sub­
jects’ verbal “aba” response will often show subtle articulatory movements that reflect as­
pects of the ostensibly ignored visual /aga/ (Gentilucci & Cattaneo, 2005). This outcome 
has been explained by assuming that the streams are never integrated but can individual­
ly influence the motoric response (Gentilucci & Cattaneo, 2005).

However, this type of covert effect could instead reflect the influence of the combined
modalities. As stated, incongruent audiovisual segments are known to result in perceived 
segments that are less canonical. Thus, there will be times when the resultant combined 
segment is perceptually categorized—and identified—as being the same as the auditory 
component. However, the ambiguity inherent to the combined segment might induce 
changes in the (presumably) more sensitive motoric measures that reflect the combined 
segment. In this sense, identifying an audiovisually incongruent stimulus as in accord 
with the auditory-alone component does not imply a lack of fusion.

A similar explanation can be applied to another shadowing study in which the McGurk ef­
fect does occur, but remnants of the (presumed) unimodal components are observable in 
the articulatory response (Gentilucci & Cattaneo, 2005). When subjects are asked to 
shadow a stimulus composed of audio /aba/ and visual /aga/, they will often articulate 
(and perceive) a fused /ada/. However, analysis of the articulation will show movements 
(and acoustic outcomes) that reflect aspects of the individual /aba/ and /aga/ components. 
These findings have been interpreted as evidence that either the components are never 
fully integrated or that the details of the shadowing response tap into a stage before inte­
gration (Gentilucci & Cattaneo, 2005).

Again however, these findings may simply be based on a shadowing response that reflects 
the ambiguity in the perceived combined segment. A shadowed response would likely re­
flect this ambiguity, such that articulatory deviations may sometimes resemble aspects of 
the individual audio and visual components. Thus, despite appearing as being influenced 
by the unimodal components, the articulations may actually reflect the ambiguous com­
bined segment. If this fact is true, there should be instances for which articulatory devia­
tions do not resemble the actual unimodal components. Unfortunately, no study to date 
has examined whether the articulatory kinematics of shadowed responses to McGurk 
stimuli more accurately reflect the combined but ambiguous segment (/ada/), or the uni­
modal components (/aba/ and /aga/).

There are, however, studies testing “covert” motor system reactivity to McGurk stimuli. 
These studies have, in fact, provided evidence that it is actually the fused segment that in­
fluences the motor system. Skipper et al. (2007) used fMRI to observe that when being 
presented an audio /pa/ with a visual /ka/, activity in motor areas resembled that of pro­
duction for a /ta/—the fused syllable typically perceived. Similar findings have been re­
ported using TMS priming on the motor brain to reveal articulator EMG activity that fol­
lows visually influenced perception (Sato et al., 2010; Sundara, Namasivayam, & Chen, 
2001). These findings certainly suggest that the streams are combined by the time a mo­
tor response is initiated. The findings also challenge the interpretation (Gentilucci & Cat­
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taneo, 2005) that motor responses to incongruent audiovisual speech contain remnants of 
the separate audio and visual streams in their articulation.

There is an additional, critical implication of all of these results: the McGurk effect may 
not be an accurate index of integration (see also Alsius et al., 2018). As stated, it is quite 
possible that the streams actually do combine in many instances for which the McGurk ef­
fect fails. In fact, compelling evidence for this possibility has been provided in an elegant 
study conducted by Brancazio and Miller (2005; see also MacDonald, Andersen, & Bach­
mann, 2000). These authors made use of a prior finding that the visible articulatory rate 
of a consonant (/pi/) can influence the perceived voice onset time (VOT) of a synchronous­
ly presented auditory consonant. This influence was evident in how subjects categorized 
auditory stimuli along a /bi/ to /pi/ continuum which varied in VOT. Specifically, seeing a 
more rapid articulation of /pi/ would make it more likely that an ambiguous token along 
the continuum would be perceived as /pi/. Seeing a slower articulation of /pi/, on the oth­
er hand, would induce that same ambiguous token to sound like /bi/.

Upon finding an analogous effect with visible /ti/’s paired with auditory tokens from a /ti/-/
di/ continuum, the authors attempted to induce a classic McGurk effect with these stim­
uli. For this purpose, they combined tokens from their auditory /pi/-/bi/ continuum with 
the visible tokens of /ti/ spoken at different rates. A classic McGurk effect would be said 
to occur in instances of a (visually dominated) /ti/ or /di/ response. Brancazio and Miller 
(2005) did find this type of McGurk effect on about half of the trials. However, even when 
the McGurk effect failed to occur, listeners categorized the tokens along the VOT continu­
um in a way dependent on the rate of the spoken visual token. In other words, whether or 
not subjects provided a classic McGurk effect response, their perception of auditory VOT 
(and associated categorization of the tokens) was still influenced by the visible rate of 
the /ti/ syllable. This suggests that combining the audio and visual streams still occurs 
even for cases in which a classic McGurk effect fails (see also MacDonald et al., 2000). 
The finding is also consistent with the aforementioned interpretation that observing 
covert evidence for a visual influence when a McGurk effect fails (e.g., Gentilucci & Cat­
taneo, 2005; Sato et al., 2010) may actually reflect an influence that is based on a com­
bined segment.

Methodologically, finding evidence for the fusing of audio and visual information in the 
face of a “failed” McGurk effect is critically important. The finding suggests that simple 
identification responses to McGurk stimuli may be a limited—and even misleading means 
to evaluate how bimodal speech is combined. If this is true, then it may also be misguided 
to use the McGurk effect as a measure of subject differences in multisensory integration, 
as such (see above). It is possible that assuming extraction of the requisite information 
across streams, all observers always combine auditory and visual speech information. 
However, depending on a subject’s linguistic and perceptual background, they may cate­
gorize that combined information as being more similar to the segment contained in audi­
tory stream only, thereby failing to show the classic McGurk effect. It could be, then, that 
a more sensitive behavioral, motoric, and neurophysiological measure would show that 
the same subject does, in fact, combine the streams at a more fine-grained level. In this 
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sense, subject differences may reflect more how the fused, common information is cate­
gorized than any differences in how the streams are combined, as such.

This reevaluation of the McGurk effect also has theoretical import. Recall that the 
supramodal account proffers that streams that share informational commonalities, are—
to some degree—always combined. This account argues that the combining of streams is 
a consequence of extraction of common information existent across the signals. As long 
as an observer is able to attend to that information in both modalities, then “integration” 
naturally occurs, and some evidence for combining should be observable. True subject 
differences, evident in more sensitive covert measures, would then be a consequence of 
the degree to which a subject can attend to the amodal information available across sig­
nals. With regard to the more overt McGurk effect measure, attention to common infor­
mation would also bear on phonetic identification, as would the subject’s categorization 
of fused segment. Regardless, the long-held assumption of the McGurk effect as the quin­
tessential example of audiovisual speech integration should be reconsidered (see also Al­
sius et al., 2018).

A final result interpreted as demonstrating the incomplete combining of the audio and vi­
sual streams involves the phenomenon of semantic priming (Ostrand, Blumstein, Ferreira, 
& Morgan, 2016). They reported evidence that while identification of words is influenced 
by multisensory information, the semantic content of that word is not based on the inte­
grated information. Their method involved presenting McGurk effect (McGurk & Mac­
Donald 1976) words (e.g., Audio “bait” & Visual “date” which putatively produce the 
“heard” illusory perception of “date”) as priming stimuli. These audiovisual words were 
presented as primes to test their facilitation of semantically related auditory-only target 
words. The question was whether the integrated words more strongly facilitate target 
words associated with the integrated primes (“date”➔time) or the auditory component of 
those primes (“bait”➔worm). Ostrand et al. (2016) found that only the auditory compo­
nent of the McGurk stimulus (“bait”) facilitated identification speed of the related audio-
alone targets (“worm”). These findings have been interpreted as showing that auditory 
and visual speech integration is incomplete, at least up to the point that semantic pro­
cessing begins (Ostrand et al., 2016).

However, a more recent test of this question has provided very different results (Dorsi, 
Rosenblum, & Ostrand, 2017). This new project used audiovisual segment combinations 
known to produce more compelling McGurk effects (e.g., audio “boat” + Visual “vote” = 
heard “vote”), than the prior project. Using these stimuli, results revealed that it was the 

integrated word that more strongly primed semantically related targets 
(“vote”➔election). Follow-up tests revealed that the degree to which an audiovisual stimu­
lus primed based on the integrated versus auditory correlated with how strongly the 
McGurk effect worked with that particular stimulus. This result may suggest that the pre­
dominance of auditory-word priming reported by Ostrand et al. (2016) could reflect fail­
ures of their stimuli to induce strong McGurk effect perception. Regardless, this new 
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study suggests that the combining of streams is at least complete enough to induce se­
mantic priming based on that combination.

In sum, there are a number of studies that, at first pass, seem to indicate that audiovisual 
speech integration does not completely use the common information available across the 
senses, and that influences of the individual streams remain. However, careful considera­
tion and evaluation of the existing findings and methodologies indicates that this evi­
dence is far from conclusive. Most critically, the much relied upon McGurk methodology 
appears to be misleading with regard to the issue. A similar story is emerging from the 
research on impenetrability of multisensory speech perception.

5. How Impenetrable Is Multisensory Speech 
Perception?
Early research on multisensory speech integration supported an automatic, impenetrable 
function. Much of this support came from findings that perceivers are influenced by the 
visual component of a McGurk stimulus even when told of the manipulation and instruct­
ed to report only the auditory component (Bertelson & de Gelder, 2004; Bertelson, 
Vroomen, Wiegeraad, & de Gelder, 1994; Colin et al., 2002; Green & Kuhl, 1991; Soto-
Faraco & Alsius, 2009).

However, newer research has challenged the assumption of impenetrability and may sug­
gest that both extraperceptual linguistic and non-linguistic factors can bear on integra­
tion. For example, visual influences on perceived segments are greater if that segment is 
part of a word than part of a non-word. If, for example, audio /ba/ is paired with visual /
va/, it is perceived more often as ‘va’ when presented in the context of the word “valve” 
than in the non-word “vatch”: Brancazio, 2004; Barutchu, Crewther, Kiely, Murphy, & 
Crewther, 2008; but see Sams, Manninen, Surakka, Helin, & Kättö, 1998). In a similar 
way, the semantic context provided by a carrier sentence can affect how likely a visual in­
fluence is reported (e.g., Windmann, 2004, 2008). Because lexical and semantic process­
ing are generally considered to occur later in the linguistic process, evidence for such in­
fluences may challenge the assumptions of impenetrable (and early) audiovisual integra­
tion.

However, other explanations have been provided for these findings (e.g., Brancazio 2004; 
Rosenblum, 2008). It might be that these downstream influences do not bear on integra­
tion as such but instead on the categorization of segments after the streams have been 
combined. As stated, perceived segments based on audiovisually incongruent stimuli tend 
to be less strong (e.g., Rosenblum & Saldana, 1992). This fact would open such segments 
to the downstream influences of lexical and semantic context—influences also known to 
affect ambiguous auditory-only segments (e.g., Connine & Clifton, 1987; Ganong, 1980). 
In fact, lexicality shows similar influences on ambiguous (e.g., noisy) auditory segments 
and incongruent multisensory segments, such that its influences are greater with longer 
response delays (Brancazio, 2004). This could mean that lexicality does not act on the in­
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tegration process, as such, but instead on the ambiguous nature of a (already combined) 
segment composed of incongruent streams.

There also is evidence that attentional factors can influence perception of audiovisual 
speech. For example, only observers primed to hear sinewave simulations of auditory 
speech stimuli as speech (but not as nonspeech) will show a McGurk-type visual influence 
(Tuomainen, Andersen, Tiippana, & Sams, 2005). Also, asking subjects to attend to a visu­
al distractor placed over the face reduces the McGurk effect significantly (Tiipanna, An­
dersen, & Sams, 2004; see also Munhall, Ten Hove, Brammer, & Paré, 2009). Other re­
search shows that distractors presented in other modalities, including auditory and tac­
tile, influence the consistency of the McGurk effect (e.g., Alsius, Navarra, Campbell, & 
Soto-Faraco, 2005; Alsius, Alsius, Navarra, & Soto-Faraco, 2007; Mitterer & Reinisch, 
2017). Importantly, in two separate studies, these attention tasks have been reported to 
influence only the McGurk effect: not unimodal (auditory or visual) speech identification. 
Following from this, it has thus been argued that attentional influences are not simply the 
result of depleted unimodal resources but instead have a direct influence on the integra­
tion of the modalities, as such (e.g., Alsius et al., 2005; Alsius et al., 2007; Mitterer & 
Reinisch, 2017; Navarra, Alsius, Soto-Faraco, & Spence, C. 2010; and see Talsma, 
Senkowski, Soto-Faraco, & Woldorff, 2010). In this sense, these results clearly challenge 
the notion that the combining of streams is impenetrable.

However, alternative explanations for these findings exist. Perhaps attentional demands, 
regardless of their nature or modality, do actually suppress extraction of unimodal 
information, but in a way that is only reflected in McGurk effect responses. Consider the 
following possibility. For hearing observers, the visual modality is likely the more fragile 
for speech perception, and is more likely to be influenced by attentional demands, regard­
less of the source of distraction. In principle, it is true that these attentional demands 
should also influence unimodal visual-alone speech performance. As stated, however, 
studies have failed to find attentional influence on visual-alone responses, leading to the 
conclusion that attention acts directly on audiovisual integration (Alsius et al., 2005; Al­
sius et al., 2007).

However, upon re-evaluation of these studies, it seems possible that the visual-alone con­
ditions used were not sensitive enough to show any effects. In both studies, visual-alone 
(lip-reading) identification was so poor (2–12% correct) that it is unlikely a distraction 
manipulation could have any meaningful influence on performance. Future research us­
ing easier visual-alone tasks could examine whether the distraction manipulations that in­
fluence the McGurk effect also influence visual-alone speech extraction. This research 
might also benefit from using use more covert measures (motoric, neurophysiological, 
VOT) to possibly reveal that perception of unimodal segments is affected by distraction. If 
distraction manipulations were found to influence both visual speech performance as well 
as McGurk responses, then attentional factors may not bear on the integration process it­
self. Instead, distraction may simply suppress visual information extraction, which in turn 
can change categorization of the combined information leading to a suppressed McGurk 
effect (see above). This would mean that distraction does not bear on the integration 
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function, as such. In fact, there is recent evidence using visual-world measures that in the 
context of distraction from visual speech, whatever visual information is extracted, is 
used in a seemingly automatic way (Mitterer & Reinisch, 2017).

A similar account can address findings showing how a preceding bimodal context can in­
fluence McGurk responses. A number of studies have shown that by priming subjects with 
audiovisually mismatched speech, subjects will show a smaller tendency to display the 
McGurk effect (Gau & Noppeney, 2016; Ganesh, Berthommier, Vilain, Sato, & Schwartz, 
2014; Nahorna, Berthommier, & Schwartz, 2012, 2015). In these experiments, subjects 
are presented with a string of audiovisually incongruent sentences or syllables and are 
then asked to monitor for either a ‘ba’ or ‘da’ syllable. Critically, these target syllable are 
always comprised of an audio /ba/ - video /ga/ which is perceived as a ‘da’ when the 
McGurk effect occurs, and a ‘ba’ when it does not. Results show that when the target syl­
lable is preceded by even a very short span of incongruent sentences or syllables, the fre­
quency of McGurk effect ‘da’ responses is reduced (relative to when the preceding con­
text is comprised of audiovisually congruent sentences or syllables).

Authors of these studies argue that the incoherence of the preceding context suppresses 
binding of the audio and visual components, thereby preventing integration and reducing 
the McGurk effect. Proponents also cite studies that ostensibly establish a neurophysio­
logical basis for the interaction of coherence context and the McGurk effect (Gau & Nop­
peney, 2016; Ganesh et al., 2014). Regardless, because it seems the McGurk effect can be 
influenced by a preceding binding context, proponents argue that integration should not 
be considered an impenetrable and automatic process.

Importantly, considering multisensory perception as a two-stage process—involving first 
binding and then integration—has been discussed in a number of speech and nonspeech 
domains (e.g., Berthommier, 2004; Bregman, 1990; and for a review, see Chen & Spence, 
2017). Often described as the “unity assumption,” it has been argued that in order for in­
tegration to occur, an initial evaluation of the streams is required to determine whether 
they indicate the same distal event. The outcome of this evaluation then provides a top-
down influence on whether actual integration proceeds. Modern proponents of the unity 
assumption cite the incoherent context influences on the McGurk effect as support (Chen 
& Spence, 2017).

However, another interpretation of incoherent context influences can be offered that is 
more consistent with an impenetrable multisensory function. It could be that a preceding 
incoherent context simply serves as a distraction to deplete attentional resources from 
the extraction of unimodal speech information. As discussed above, a reduction in visual 
speech extraction would provide a smaller visual contribution to the combined informa­
tion. This occurrence would then more likely induce a recovered segment that is phoneti­
cally categorized as the same as the auditory component (i.e., the McGurk effect would 
fail). Thus, rather than directly suppressing the binding and integration processes as 
such, an incoherent context may simply distract from using of all available visual informa­
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tion. This interpretation would allow for the combining of information to be an impenetra­
ble function.

If the incoherent preceding context does simply serve as a distractor from visual informa­
tion extraction, then it should not just bear on performance with bimodal target stimuli 
but also on performance with unimodal stimuli (e.g., reducing accuracy or speed in cate­
gorizing visual-alone segments). Unfortunately, none of the studies demonstrating inco­
herent context effects (Gau & Noppeney, 2016; Ganesh et al., 2014; Nahorna et al., 2012, 
2015) tested unimodal target stimuli. Thus, as with the aforementioned studies on dis­
traction, it is difficult to reach any conclusion concerning whether attention bears on inte­
gration as such. This problem is exacerbated by the consistent reliance on the McGurk ef­
fect in these demonstrations. As stated, there are severe problems with using the McGurk 
effect as an index of integration. Recall the evidence that fusion can occur even when the 
McGurk effect does not (e.g., Brancazio & Miller, 2005), and the strength of the effect 
may reflect post-integration categorization instead of any characteristics of the integra­
tion processes itself. Thus, while incoherent preceding context disruption effects have 
been interpreted as showing direct influences on (penetrable) integration, much more re­
search is needed before this interpretation is strongly supported.

In sum, while a number of findings have been interpreted as supportive of a highly pene­
trable integration function, it is clear that more research is needed before this conclusion 
can be legitimately accepted. Insufficient unimodal tests and reliance on the problematic 
McGurk effect methodology preclude any clear conclusions on this question. It could very 
well be that attention bears on unimodal information extraction and that the combining of 
the streams itself is impenetrable.

6. Retiring the McGurk Effect
Arguably, work on multisensory speech has been one of the most active areas of perceptu­
al psychology over the last 20 years. This research has contributed not only to the speech 
perception but also to our more general understanding of information integration, per­
ceptual learning, and the overall architecture of the brain. Profoundly, audiovisual speech 
research has been critical in our new understanding of the perceptual brain as being built 
around multisensory input.

Certainly, the McGurk effect has been instrumental in the prevalence of multisensory 
speech research. Ironically, however, it may be just this phenomenon that has kept us 
from understanding the basic operations of multisensory speech perception. By mistaken­
ly conflating the McGurk effect with speech integration itself, interpretations of the com­
pleteness and automaticity of multisensory may be incorrect. Future research should use 
more sensitive behavioral and neurophysiological measures of cross-modal influence. 
These measures can be used to test whether multisensory speech perception results from 
extraction of supramodal information across signals or the combining of modality-specific 
information through more standard cognitive processes.
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