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Abstract—In this paper, a systematic assessment of cyber-
physical security on the energy management system for connected
and automated electric vehicles is proposed, which, to our
knowledge, has not been attempted before. The generalized
methodology of impact analysis of cyber-attacks is developed,
including novel evaluation metrics from the perspectives of
steady-state and transient performance of the energy manage-
ment system and innovative index-based resilience and security
criteria. Specifically, we propose a security criterion in terms of
dynamic performance, comfortability, and energy, which are the
most critical metrics to evaluate the performance of an electronic
control unit (ECU). If an attack does not impact these metrics,
it perhaps can be negligible. Based on the statistical results and
the proposed evaluation metrics, the impact of cyber-attacks on
ECU is analyzed comprehensively. The conclusions can serve as
guidelines for attack detection, diagnosis, and countermeasures.

Index Terms—cyber-physical system, cyber-security, auto-
mated and connected electric vehicles, impact analysis.

I. INTRODUCTION

W ITH the significant increase in the traffic, road,
and environmental information enabled by vehicle-to-

infrastructure/cloud/vehicle communications, the connected and
automated vehicle (CAV) technology can significantly enhance
the driving safety, comfort, and energy efficiency [1]. However,
since a large number of embedded ECUs are integrated
into networks, it also brings cyber-security concerns. As
demonstrated by recent examples [2]–[4], the vehicles are
vulnerable to cyber-attacks, allowing an attacker to circumvent
the vehicle control systems, which would lead to severe
consequences such as disabling brakes, turning off headlights,
and taking over steering [4]–[6]. For example, cyber-attacks on
anti-lock braking systems in [7] demonstrate that a malicious
attacker can modify the feedback measurements through wheel
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speed sensors and cause life-threatening situations. Spoofing
attacks on the global positioning system (GPS) may result in
course deviation in an autonomous vehicle [8]. Some cyber-
attacks through direct (by connecting with onboard diagnostics
(OBD-II) port) and remote (through wireless channels like
Bluetooth) access have also been reported in the literature [4],
[5], [9], [10]. Furthermore, cyber-attacks in connected and
automated vehicles (CAVs) through vehicle-to-vehicle (V2V)
and vehicle-to-infrastructure (V2I) are discussed in [11], [12]
and have received increased attention in real-life scenarios in
the last two years [13].

In particular, due to the connection with battery charging
infrastructure, more centralized control architecture, and higher
electrification, the cyber-physical security in connected and
automated electric vehicles (CAEVs) is receiving much more
attention compared to an internal combustion engine (ICE) ve-
hicle. For example, the connectivity between CAEVs, charging
stations and smart grid may expose the CAEVs to the cyber-
attacks. Compared to conventional cyber approaches for ICE
vehicles, for instance, that focus on a vehicle’s entry points [5],
[9], cyber-physical security monitoring can serve as a second
line of protection because an abnormal system measurement
is a clear indicator for potential cyber-attacks. However, cyber-
physical security on CAEVs is still in its infancy. Due to the
lack of security monitoring, they are prone to a wide range
of cyber-attacks ranging from conventional eaves-dropping
and denial of service (DOS) attacks to man-in-the-middle
(MiTM) attacks that degrade the vehicle’s performance [14].
The consequences can be catastrophic as they have the
ability to cause physical damage to vehicles, people, and the
infrastructure (the grid). There have been some preliminary
works on cyber-security of battery management systems [15]–
[17]. However, to our knowledge, there are no existing works
for vulnerability assessment, cyber-threat detection, and threat-
resilient control of core control units for CAEVs driven by
multiple electric machines. This paper presents a systematic
vulnerability assessment of a four-wheel drive CAEV due to
a variety of cyber-attacks. In the following, the literature and
challenge of vehicle cybersecurity are reviewed, and then the
works and contributions are described.

A. Literature Review and Challenge of Vehicle Cybersecurity

The growing range of cyber-security risks shown above
has been promoting the development of vehicle cyber-security
techniques for both theoretical and application aspects. The
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Fig. 1: System diagram of a four-wheel drive CAEV.

efforts can be categorized into two schemes. The first scheme
focuses on the ability to prevent malicious attacks. For instance,
throughout the vehicle development cycle, automakers can
define core performance requirements of subsystems to auto-
motive parts suppliers, and then the subsystems are designed
by considering its security within the software. To prevent
malicious attacks through direct contact with the OBD-II port,
the communication protocol of the OBD-II is kept secret to the
public. Several critical practices, like secure hardware, secure
software updates, penetration testing, and code reviews, are
also widely used by the automotive industry [10]. Besides,
approaches concerning information security during driving,
such as message authentication and encryption, the firewall
between external networks and vehicle devices are also taken
into consideration [10]. Although these conventional vehicle
cybersecurity and information-security approaches can be used
to prevent attacks, they alone cannot guarantee the security
of the whole system. Therefore, cyber-physical security from
the control perspective that concentrates on improving the
resilience of the automotive control system to attack should be
addressed, including impact analysis [18], [19], attack detection
and diagnosis [3], and resilient control [2].

While these efforts provide some technical foundations,
cyber-physical security challenges in CAEVs remains sig-
nificant: (1) Most of the existing works are developed for
connected and automated ICE vehicles rather than CAEVs.
(2) Only safety-critical systems are addressed while long-term
specification like efficiency performance (e.g., energy manage-
ment system (EMS)) receives little attention. It is essential
particularly for CAEVs because of the limited battery capacity
and the ’range anxiety.’ For instance, in [15], the authors
provide a physics-driven approach to assess the vulnerability

of EV batteries, and the results have shown that cyber-attacks
can lead to faster deterioration in power capability and battery
life. Furthermore, most of the existing literature is cyber-based
methods and rely heavily on communication technology. There
is little work on impact analysis on cyber-attacks. Although
there have been some researches focusing on impact analysis of
cyber threats on cyber-physical systems, e.g., electric systems
and smart grids, they mainly focus on few metrics such as
active (or reactive) power, system frequency, node voltage, and
power angle. For example, in [20], the authors analyzed the data
integrity attacks on automatic generation control loop for smart
grids; in [21], the cybersecurity policies for flexible alternating
current transmission devices are discussed; [22] presented the
impact of integrity attacks on electric market operations; [23]
used reachability methods in graph theory to assess the risks and
vulnerabilities of two-area power systems. For a complicated
control system in a CAEV, such as safety system (electronic
stability control, antilock brake, etc.), auto driving system
(adaptive cruise control system, lane keep assistance, etc.), and
EMS (torque split optimization, battery management system,
etc.), more detailed models and metrics should be considered
to evaluate the system comprehensively. For example, the
upper autonomous controller or human driver requires a fast
and accurate dynamic response, reasonable power output, low
torque ripple, as well as minimizing energy consumption in
various drive cycles. These performances should be particularly
addressed for control systems in CAEVs while these approaches
for electric systems and smart grids are unfeasible. In summary,
it is essential to emphasize the cyber-security challenge of the
ECUs in CAEVs, and novel methodologies of vulnerability
assessment should be developed.
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B. Works and Contributions

In this paper, we propose a systematic vulnerability assess-
ment of CAEVs, and the main contributions are as follows:
• A framework of impact analysis of cyber-physical security

on core control systems in CAEVs, such as electronic
stability control, antilock brake system that focuses on
driving safety, advanced driver assistance system, and
energy management system is presented.

• For the vulnerability assessment of the EMS in a CAEV,
we design a model predictive control (MPC) based system
that optimizes both the instantaneous driving velocity and
torque allocation to reduce energy consumption, which is
considered as one of the applications of EMS. Based on
the system, we develop innovative index-based evaluation
metrics in terms of dynamic performance, comfortability,
energy, security, and resilience. If an attack does not
impact these metrics, it perhaps can be negligible.

• The impact of cyber-attacks are analyzed under specific
and statistical results, and the vulnerability of the vehicle
to each attach type is discussed based on the evaluation
metrics and security criteria. The conclusions can serve
as guidelines for attack detection and countermeasures.

The paper is organized as follows. Section II provides an
introduction of the system architecture and the framework of
impact analysis on vulnerability. In section III, an EMS is
designed by using the vehicle dynamics, motor and battery
modeling, and problem formulation. Section IV describes
the mathematical modeling of cyber-attacks and how these
attacks can infect the system. Section V presents index-based
evaluation metrics, and in section VI, simulation results and
impact analysis of different cyber-attacks are presented. Finally,
conclusions are given in section VII.

II. SYSTEM ARCHITECTURE AND FRAMEWORK OF IMPACT
ANALYSIS ON VULNERABILITY

As illustrated in Fig. 1, a four-wheel drive CAEV is
controlled by a system-level ECU, which can be distributed
into three parts according to their different functions: safety
system, EMS, and auto or auxiliary drive system. It should be
noted that besides the energy management that solely refers to
energy allocation with given driving demands (e.g., torque split
in vehicles with multi-power sources [24]), the ’EMS’ in the
paper is a broad term that includes many efficiency-motivated
control systems, for instance, energy-efficient velocity profile
optimization, battery management system, and braking energy
recovery system, as shown in Fig. 1. These control systems are
developed based on the extraneous intelligent information from
V2X and onboard sensors and provide control commands to the
lower systems, including steering system, electric drive system,
battery, and brake system. Meanwhile, all of the signals are
transmitted by high-speed Control Area Network (CAN) buses,
Local Interconnect Network (LIN), and Flexray communication.
In this paper, we assume that the attacker can re-flash and
rewrite all of the signals on the automotive network. Then, the
impact of the inaccurate sensing and perception of the terminal
performance objectives can be analyzed. Generally speaking,
the safety system focuses on automotive motion safety by

adding extra steering or controlling the brake forces to ensure
longitudinal and yaw stability. This scenario often occurs at
emergency brake and steering and poor drive conditions like
slippery road surface. The inputs are gathered from the chassis
sensors like motor and wheel speeds, accelerate and brake
pedals, steering angle, and feedback signals relating to yaw
stability. Accordingly, the objectives can be defined as the
vehicle yaw angle, yaw rate, and tracking error when tracking
the desired path and velocity trajectory. The auto-drive system
(or advanced driver assistance system) is designed from the
perspective of drive strategy that can help or replace the human
driver to control the car, whose signal inputs and outputs are
the same with the EMS, together with the steering reference.
Then the objective is the distance gap between the host and
surrounding vehicles, tracking errors of the desired speed,
acceleration, and its rate, tracking error of the path trajectory,
and the drive decision.

Different from the above two parts, EMS is normally
designed by optimizing the brake, torques, and battery to
maximize the traveling range and battery health, which focuses
on the longitudinal drive scenario. Because the cyber-attacks
mainly affect the energy efficiency with the same dynamic
features, once the attack occurs at the EMS, the driver can
hardly notice this kind of abnormal drive conditions. For
instance, several stealthy attacks that aim at deteriorating
the power capability of battery packs are discussed in [15].
Therefore, compared to the safety and auto-drive systems,
assessing the cyber-physical security of EMS is of significance.
The inputs of an EMS are relevant to the energy efficiency of
core devices like motor, battery and power electronics, vehicle
dynamics, traffic and road information by V2X, and local
information from onboard sensors. Once these signals are
attacked, the vehicle would suffer from low efficiency and
high-velocity tracking error. The performance metrics that need
to be observed for impact analysis can be set as the overall
energy consumption, powertrain efficiency, velocity tracking
error under different drive cycles. Therefore, in the following
sections, as a case study, we develop an EMS for CAEVs
with four in-wheel motors, and then the impact of various
cyber-attacks on EMS will be analyzed systematically.
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Fig. 2: System diagram of the designed MPC-based EMS.

III. VEHICLE MODELING AND EMS DESIGN

The vehicle under investigation is a four-wheel drive EV,
which can be modeled as a battery, electric drive system
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TABLE I: Vehicle Parameters

Symbol Description Value [Unit]
m Vehicle mass 1600 [kg]
ρa Air density 1.205 [kg/m3]
g Gravitational constant 9.8 [m/s2]
CD Air resistance coefficient 0.306
f Rolling resistance coefficient 0.011
Af Vehicle face area 2.2 [m2]
rw Dynamic tire radius 0.32 [m]
Cbat nominal battery capacity 120 [Ah]

(motor and inverter), an upper drive control system (e.g.
a human driver, autonomous drive system, adaptive cruise
control), and a centralized controller. The speed reference is
provided by the upper drive control system, and the centralized
controller focuses on the speed track by optimizing the torque
requirements of the four motors in consideration of battery
energy consumption. By default, in the following sections of
the paper, we mark this specific centralized controller as EMS.
Then, each motor aims to track its torque reference given by
EMS. Notice that the core performances about lateral safety
like yaw stability are simplified to control constraints. Fig. 2
shows the control diagram of the EMS, which also presents
the potential cyber-attack positions and signals. The vehicle
parameters are shown in Table I.

A. Vehicle Dynamics

The vehicle longitudinal dynamics is generally derived by
the Newton’s second law of motion. Suppose the prediction
horizon is discretized into Np steps on the constant ∆t-axis,
then the longitudinal vehicle dynamics over the time horizon
k ∈ [1, Np] are formulated as [25]:

s(k + 1) = s(k) + v(k)∆t, (1a)
v(k + 1) = v(k) + ∆t[Ttotal(k)/rw −G(k)]/m, (1b)

with G(k) = Fw(k) + Fg(k) + Fr(k), and

Ttotal(k) =

4∑
i=1

Tref,i(k), (2)

where k represents the kth time instance, s and v represent
the traveling distance and vehicle speed, respectively, and
s(1) = s0, v(1) = v0; Ttotal is the total torque reference;
rw is the dynamic tire radius; Fw, Fg, and Fr denote the
aerodynamic drag, grading resistance, and tire rolling resistance,
respectively, and are determined by

Fw(k) =
1

2
ρaAfCDv

2(k), (3a)

Fg(k) = mg sin(α(k)), Fr(k) = mgf cos(α(k)). (3b)

Here α is the road slope, which varies with traveling distance.
The definition and values that are necessary to parameterize
these equations are given in Table I.

B. Motor and Battery Model

In general, the battery dynamics in most EMSs of hybrid
electric vehicles and battery electric vehicles are simplified to

an equivalent resistance model, for instance [26]–[28], and at
the kth time instance, expressed as

Ibat(k) =
Voc(k)−

√
V 2
oc(k)− 4Pbat(k)Rb(k)

2Rb(k)
. (4)

Here Pbat represents the battery output or input power; Ibat
is the battery current; Voc and Rb are the battery open-circuit
voltage and internal resistance, respectively, and vary with the
state of charge (SOC), which can be determined by

SOC(k + 1) = SOC(k)− Ibat(k)

Cbat
∆t, (5)

where Cbat denotes the nominal capacity. The battery power
in the above equation is normally calculated by the mechanical
power and the efficiency, as

Pbat(k) =
4∑
i=1

ωi(k)Ti(k)ηνi (ωi(k), Ti(k)), (6)

where ωi and Ti are the speed and torque of the ith motor; ηi
shows the power efficiency of the ith motor, which is normally
expressed as a map developed based on experimental data; ν
indicates the working state of the electric drive system: ν = −1
when the electric machine works as a motor, and ν = 1 when
the electric machine works as a generator. Note that the term ωi
(r/min) is relevant to the vehicle speed ([m/s]) when neglecting
the tire slip rate, and formulated as ωi(k) = 30v(k)/(πrw),
wherein, the difference between the four wheel speeds are
ignored. In addition, because the EMS aims at a higher-level
torque optimization compared to the electric drive control in
the motor, the real-time output torque from the ith motor Ti(k)
in (6) is considered as Ti(k) ≈ Tref,i(k) for simplification.

C. Energy Management System

As one of the most promising energy Management strategies,
MPC-based approaches have been extensively studied theo-
retically and applied in different vehicle topologies, ranging
from hybrid electric vehicles to battery electric vehicles [29]–
[32]. In this subsection, we develop an MPC-based EMS for
vulnerability assessment of the vehicle. Built on the above
modeling and discussions, the MPC-based EMS is designed
by solving an optimal control problem that find the optimal
u = [Tref,i(1), Tref,i(2), ..., Tref,i(Np − 1)](i = 1, 2, 3, 4),
such that

min
u∈U
J =

Np∑
k=1

[ζ1(v(k)− vref (k))2 + ζ2Voc(k)Ibat(k)], (7)

subject to nonlinear and time-varying system (1)-(6), where
ζ1 and ζ2 are weighting factors that emphasize dynamic
performance and energy efficiency, respectively (in the paper,
we set ζ1 = 1 and ζ2 = 0.9 × 10−4); U is the closed set of
admissible controls for every timing k, and expressed as

Tref,min ≤ Tref,i ≤ Tref,max, i = 1, 2, 3, 4. (8)

Moreover, to avoid the impact of different drive torques on yaw
stability, the problem is simplified by the following relationship
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between these torque references:

Tref,1 = Tref,2, Tref,3 = Tref,4. (9)

The optimal control problem can be solved by well-developed
algorithms such as sequential quadratic programming [33], [34],
interior point methods [35], [36], and some fast algorithms
based on Pontryagin’s minimum principle like C/GMRES (Con-
tinuation and Generalized Minimum Residual) [37] and two-
point boundary value problem [25]. Because the work mainly
focuses on the performance rather than real-time control prop-
erty, the proposed MPC problem is solved by MATLAB toolbox.
Finally, the first control command [T ∗ref,1(1), ..., T ∗ref,4(1)] is
applied to the lower system, and at the next time instance k+1,
a receding horizon control is realized.

TABLE II: Attack Modeling and Case Definition

Case Definition
Targets (Case)
α v T atk

m

ȳ = γatky
γatk = 0.7 [Type 1] 1 2 3
γatk = 1.3 [Type 2] 4 5 6

ȳ = y + δatk

δatk = δatk1 [Type 3] 7 8 9
δatk = δatk2 [Type 4] 10 11 12
δatk = δatk3 [Type 5] 13 14 15
δatk = δatk4 [Type 6] 16 17 18

DOS Attack Tatk = Tatk [Type 7] 19 20 21
Replay Attack ȳ ∈ Y [Type 8] 22 23 24

T atk
m

T atk
m = T atk

m,min [Type 9]–Case 25
T atk
m = T atk

m,max [Type 10]–Case 26

TABLE III: Coordinated Attacks

Coordinated Attacks [Type 11] Case No.
Attacks (1 & 2) or (2 & 3) 27, 28
Attacks (4 & 2) or (2 & 6) 29, 30
Attacks (10 & 11) or (11 & 12) 31, 32
Attacks (13 & 11) or (11 & 15) 33, 34

While the major goal of the EMS is to improve energy
efficiency, it considers other objectives, as shown in (7). The
first cost function is to track the required velocity reference
from the upper drive system, which is related to dynamic
performance, such as safety and drivability (velocity track
error) and comfortability (torque ripple); the second one refers
to energy consumption or efficiency. The torque reference of
the motor is then decided via optimization both of dynamic
performance (safety and comfortability) and energy. Once
the energy management system is attacked such as through
maliciously modifying the parameters, the torque reference
of the motors that are obtained by solving the optimization
problem will be maliciously modified, leading to unexpected or
incorrect changes in the speed profile or the torque production
of the vehicle. This could later cause performance degradation
of vehicles in terms of safety, comfortability, and energy.
Therefore, in the paper, our goal is to systematically analyze
the impact of cyber-attacks on the overall performance of

an EMS. To quantify this impact, we propose a number
of innovative performance metrics, including its tracking
performance, comfortability, energy, safety, and resilience.

IV. ATTACK MODELING

The EMS system in Fig. 2 shows the most dominating
signals that might be attacked in different typical data tunnels,
including the road slop α provided by the V2X communication
and vehicle speed v obtained through the wheel speed sensors.
For the physics-based impact analysis of the cyber-attacks
on the above feedback signals, it is critical to establish the
mathematical modeling of the attacks. Up to date, three
categories can be summarized in most published literature:
denial of service (DOS) attacks, replay attacks, and deception
attacks. DOS attacks normally attempt to make the system
resources unavailable, by which the corresponding signal is
considered to be a constant value. Assume that the time horizon
under attack is noted as [tatk, tatk + Tatk], then the feedback
signal used by the controller is

ȳ =

{
y(tatk), if t ∈ [tatk, tatk + Tatk]

y(t), else.
(10)

In replay attacks, the measurements are repeated or delayed,
as ȳ ∈ Y, where Y is the set of past information. With regard
to deception attacks, we define two common expressions, as

ȳ = y + δatk, ȳ = γatky, (11)

where δatk ∈ ∆atk and γatk ∈ Γatk denote the unknown
signals due to the malicious modification of the signals.
Normally the extra terms are bounded by compact sets ∆atk

and Γatk, which are determined by the physical limits because
of the hard clippings in the EMS (to ensure reasonable range
of states). Notice that δatk can be white noise (δatk1 ), periodic
function (δatk2 ), periodic pulse injection δatk3 , and constant
value δatk4 ≡ C, wherein, δatk2 and δatk3 are expressed as

δatk2 = Ae−t/τ0 sin(2πft), (12)

δatk3 =

{
K, kδTs 6 t < DTs + kδTs

0, DTs + kδTs 6 t < (kδ + 1)Ts.
(13)

In the above equations, A, τ0, and f represent the oscillation
amplitude, decaying coefficient, and oscillation frequency,
respectively; kδ is an integer; and D, Ts, K are the duty
cycle, signal period and attack amplitude, respectively.

Besides the above attacks on feedback signals, the lower
electric drive system might also show misbehavior in tracking
the torque requirement caused by cyber-attacks or certain
physical attacks. Without loss of generality, we suppose the
mth (m ∈ {1, 2, 3, 4}) motor is attacked and fails to track its
torque reference. Then, the actual output torque is set to a
random value T atkm limited by the bonds:

T atkm,min ≤ T atkm ≤ T atkm,max, (14)

where T atkm,min and T atkm,max represent the lower and upper
boundary of the misbehavior, respectively. Note that the
attacked motor cannot be split from the wheel due to the
physical construction, then too large misbehavior boundary
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may cause severe drive safety and lateral instability problem,
which can be perceived by the driver or detected by the monitor
immediately. In this case, the human driver would compulsively
close the autonomous system and take over the car for safety.
Therefore, in the perspective of stealthy attacks on energy,
T atkm,min and T atkm,max are defined by |T atkm − T ∗ref,n| ≤ ∆Tlim,
where n denotes the nth motor on the same side, for instance,
[m = 1, n = 2], [m = 3, n = 4], ∆Tlim is the tolerance
torque difference between the two adjacent motors, and
∆Tlim = 100Nm.

Built on the above attack modeling, Fig. 3 shows how
these attacks impact the vehicle system. To fully observe
the vulnerability of the designed EMS and the whole vehicle
performance, we conducted various simulations under different
attacks and targets. The specific expression are shown in
Table II, wherein, in δatk2 we set f = 2, τ0 = 0.5, A = 1.2
for α, A = 4 for v and A = 100 for T atkm ; in δatk3 , D = 0.1,
Ts = 0.2s, K = 1 for α, K = 5 for v, and K = 50 for T atkm ; in
δatk4 , we set C = 1 for α, C = 10 for v, and C = 100 for T atkm .
In addition, to observe the impact of complicated attack types,
in Table III we design several coordinated cyber-attacks based
the individual cases, wherein (1 & 2) means that the attacks
Cases 1 and 2 defined in Table II are simultaneously imposed
on the system. Consider that the metric values of cyber-attacks
on v are much larger than others, then each of the coordinated
cyber-attacks covers one threat on v, for instance, Case 2
and Case 11, which can serve as a baseline for comparison.
It should be noted that all of the time horizon under attack
(marked as Tatk = 1s) are the same for comparison between
these cases. Consider the level of modification has a significant
influence on the results despite the same cyber-attack. It is
expected that the higher level of modification to the signal
measurements, the higher damage it would cause. Hence, for
a fair comparison between the attack types and cases, all of
the intensity of attacks are the same, the maximum magnitude
of which is ±30% of the original value.

CAEV
(EMS)

DOS attackReplay attack Deception attack

𝛼
V2X\GPS

𝑣Wheel sensor

Motor Misbehavior
(Device-level attack)

𝑇𝑚
𝑎𝑡𝑘

Cyber-physical attacks

𝐼𝑒𝑟

𝐼𝑟𝑝

𝐼𝑒𝑛

𝐼𝑡𝑟

𝐼𝑒𝑓

𝐼𝑟𝑒

Fig. 3: Diagram of inputs, cyber-attacks and evaluation metrics.

V. EVALUATION METRICS

A. Evaluation Metrics for System Performance

For vulnerability assessment of the EMS, we develop
novel evaluation metrics from the perspectives of steady-state

and transient performance of velocity tracking and energy
optimization. All quantitative metrics are calculated by using
the previous measurements, states, and control inputs in a fixed
sliding window [t0−Tobv, t0] (suppose the current time is t0).
Then, the indices can be developed.

1) Velocity Tracking Error and Ripple: As described above,
the EMS is designed to track the velocity profile from the
upper drive system. Therefore, the core indexes that indicate
the system performance are the velocity tracking error and
ripple, which can be defined by the maximum deviation Ier
[m/s] and the integral value Irp [m] over the sliding window:

Ier = max
t∈[t0−Tobv,t0]

|v(t)− vref (t)|, (15)

Irp =

∫ t0

t0−Tobv

|v(t)− vref (t)|dt. (16)

The two indexes reflect the basic dynamic performance, and
large values can directly damage system function and lead to
severe consequences particularly for urban scenarios.

2) Energy consumption and powertrain efficiency: Unlike
the above two metrics, the next indexes focus on the energy
consumption and powertrain efficiency, which are considered
as stealthy impacts because they are long-term consequences,
for instance, reduction in the traveling range. In mathematical
expressions, the two metrics are formulated as

Ien =

∫ t0

t0−Tobv

Voc(t)Ibat(t)dt, (17)

I ′ef (t) =

{
Pm(t)/(Voc(t)Ibat(t)), if Pm(t) ≥ 0

Voc(t)Ibat(t)/Pm(t), else.
(18)

where Ien [Wh] denotes the total energy consumption; I ′ef
represents the energy efficiency; Pm(t) =

∑4
i=1 Ti(t)ωi(t)

represents the total mechanical power. In addition, the average
value of I ′ef over the sliding widow [t0 −Tobv, t0] is marked
as Ief to reflect the average energy efficiency.

3) Comfortability: Generally speaking, the smoothness of
the vehicle’s acceleration is one of the primary factors affecting
driving comfortability, and an unsmooth profile may lead
to feeling discomfort [38], which is mainly caused by the
harmonic contributions of the motor torques according to the
longitudinal vehicle dynamics in (1). Due to the problematic
acquisition to the acceleration signal, we use the torque ripple
during the time horizon [t0 − Tobv, t0] to derive the driving
comfortability index Itr [Nm]. Moreover, high torque ripple
may cause abnormal tire slip ratio, which would also affect
the driveability. Then, the metric reflecting the comfortability
is given by

Itr =
1

Tobv

4∑
i=1

∫ t0

t0−Tobv

|Ti(t)− Ti,ave|dt, (19)

where Ti,ave represents the average torque value of ith motor.

B. Evaluation Metrics for System Security and Resilience

Then, we consider the security and resilience of the system
and propose innovative index-based criteria.
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Fig. 5: Diagram of the PID-rule-based controller, where Kp =
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1) Security of the System: Different from the theoretical
concept of stability and robustness against uncertainties or
disturbances, the security denotes whether the damage caused
by the malicious behaviors or attacks are acceptable in terms of
system performance and requirements. Then, the index-based
boundaries are defined as

Proposition 1. Based on the defined evaluation metrics Iκ
(κ = {er, rp, en, ef, tr}), if a boundary Bκ could be found,
which has the following properties: 1) the boundary Bκ is
finite; 2) if Iκ ∈ Bκ, the damage caused by the attacks are
acceptable. Then, the system is secure.

It should be noted that the boundary is generally defined from
the perspective of physical significance, and it is heuristic con-
clusion through massive simulations and experiments. To specif-
ically derive this boundary, we reformulate the metrics Iκ from
three aspects: dynamic performance, comfortability, and energy,
as Mdnm = p1Ier + p2Irp ≥ 0, Mcfb = p3Itr ≥ 0 and
Meng = p4Ien−p5Ief , where pj ≥ 0 (j = 1, 2, 3, 4, 5) is the
weighting factor to match different physical meanings and units.
Then, we can obtain a 3-D (Mdnm −Mcfb −Meng) phase
portrait of the system over the sliding widow [t0−Tobv, t0], in
which the boundary is defined as a tetrahedron B1 or part of a
spheroid B2 limited byMdnm,max,Mcfb,max andMeng,max.
Then, the security can be defined qualitatively, as follows:
Suppose a boundary B̂ ∈ R3 determined by Mdnm,max,
Mcfb,max and Meng,max is given; if the operating point
belongs to B̂, then the system is considered secure and inversely
insecure. As shown in Fig. 4, when in normal conditions, the
region of operating points is near the origin. As the scale of
the attack increases, the operating points spread out gradually
until beyond the defined boundary. Therefore, the index can
reflect the security of the system, which can also be one of
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Fig. 6: Results in NEDC, UDDS, and RDC using the designed
MPC and PID controllers.

the criteria in cyber-threat detection.
Further, for quantitative analysis of the system security, based

on the above boundary B̂ ∈ R3, we define the metric reflecting
the security level of the system under different cyber-physical
threats and attack targets, as follows:

Proposition 2. Assume the security boundary B̂ ∈ R3 is
defined as a tetrahedron in the three dimensional coordi-
nate system (Mdnm −Mcfb −Meng), whose vertexes are
(Mdnm,max, 0, 0), (0,Mcfb,max, 0), (0, 0,Meng,max), and
the coordinate origin (0,0,0). At the current time t0, the
operating point in the three dimensional coordinate system
is (Mdnm(t0),Mcfb(t0),Meng(t0)). Then, the metric that
quantitatively reflects the system security can be defined as

Ise =
Mdnm(t0)Mcfb(t0)Meng(t0)

Mdnm,maxMcfb,maxMeng,max
, (20)
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which represents the security factor of the system.

According to the above definition, higher value of the Ise
means greater damage to the system.

2) Resilience of the System: The resilience of the system
reflects the ability of recovery after suffering from malicious
attacks. Therefore, following the definition of security, another
boundary in the 3-D phase portrait is defined as

Proposition 3. If a boundary Bres could be found, which has
the following properties: 1) the boundary Bres is finite; 2) if
the operating point {Mdnm,Mcfb,Meng} belongs to Bres,
the system can restore to its reasonable condition when the
attack is withdrawn. Then, the system is resilient.

When in real-life applications, not only the ability to recover
but also the recovery time that reflects the transient perfor-
mance needs to be concerned. Hence, the recovery time Tσres
(σ = {Mdnm,Mcfb,Meng}, which indicates how soon the
σth metric restores to its normal condition after the attack
is withdrawn. Then, the index reflecting the resilience of the
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Fig. 10: Statistical graph of attacks on v in Tables II and III.

system is defined as the average form

Ire = (TMdnm
res + T

Mcfb
res + TMeng

res )/3. (21)

VI. SIMULATION AND CYBER-ATTACK IMPACT ANALYSIS

In this section, we assess the vulnerabilities of CAEVs
with the designed EMS due to cyber-attacks. The CAEV is
built in MATLAB Simulink, and the attacks are defined in
Table II. Three main works are presented here: 1) as the
basis of vulnerability assessment, the MPC-based EMS is
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evaluated by observing the dynamic performance without cyber-
attacks, for instance, its stability, velocity tracking ability, and
energy efficiency; 2) based on the defined evaluation metrics,
innovative index-based resilience, and security criteria are
proposed, which can be used for cyber-attack detection; 3) then
the impact of the cyber-attacks are analyzed under specific
and statistical results, which can serve as guidelines for attack
detection and countermeasures.

A. Evaluation of the Control System

To evaluate the performance of the designed EMS, new
European drive cycle (NEDC) and urban dynamometer drive
schedule (UDDS) are chosen as the velocity references. Besides,
we use one real inner-city cycle for the simulation, as shown in
Fig. 6, which is extracted from a human driver in an arbitrary
city route and marked as RDC (real drive cycle). A PID-
rule-based controller is designed to compare with the normal
performance of the MPC-based EMS. As shown in Fig. 5, in the
PID-rule-based control system, the desired velocity reference
is tracked by using a PID controller, as

a(t) = Kp∆v(t) +Ki

∫ t

0

∆v(τ)dτ +Kd
d

dt
∆v(t), (22)

Ttotal(t) = a(t)Ttotal,max, (23)

where a(t) represents the acceleration pedal position of the
vehicle; Ttotal,max is the maximum total torque at the current
time; ∆v(t) = vref (t) − v(t), where vref (t) and v(t) are
the desired and actual speeds, respectively. Then, the torque
reference of each motor is given by

Tref,i(t) = Ttotal(t)/4, i = 1, 2, 3, 4. (24)

The simulation results for comparison are presented in Fig. 6,
including the velocity, torque, and energy consumption, from
which we can see that both the two controllers can track
the desired velocity profiles well. The energy consumption
of the MPC in the chosen three drive cycles (NEDC, UDDS,
and RDC) are 1.592kWh, 1.637kWh, and 1.285kWh, respec-
tively; the corresponding values of the PID-based controller
are 1.656kWh, 1.713kWh, and 1.327kWh, respectively. The
primary benefit of the MPC-based EMS is lower energy
consumption, and compared to the PID-rule-based controller,
the energy efficiency is improved by 3.2-4.5%.

B. Impact Analysis of Cyber-attacks

1) Observation of Specific Cases: For the sake of detailed
discussion and observation, the results of Cases 1, 7, 19 are
shown in Fig. 7, and Cases 2, 8, 20 are given in Fig. 8. From
these results, we can see that sensor data integrity attacks can
heavily damage the system, and all of the metrics can reflect
the impact. Although the system can recover after the attacks
are withdrawn, the recovery time is also considerably long
when considering real-life damage to physical devices. On the
one hand, by comparing the results with the same attack, it is
obvious that the speed v is of vital importance than the others,
for both dynamic and energy performances. Therefore, when
designing an EMS, much attention should be paid to ensure

TABLE IV: Results of Ise Under Different Attacks

Attack Type
Results of Ise

α v T atk
m

1 2.2843 1151.4375 0.7512
2 1.3341 864.0625 0.4964
3 0.5658 57.3531 0.3198
4 0.6030 87.6563 0.2051
5 1.9555 20.9938 0.3414
6 1.3629 200.0494 0.4657
7 1.0959 228.5156 0.3088
8 2.3711 807.9750 0.7571
9 – – 0.6388

10 – – 0.4736

TABLE V: Results of Ise Under Coordinated Attacks

Attack Type 11 Results of Ise

(1 & 2) or (2 & 3) 1150.3355, 849.1247
(4 & 2) or (2 & 6) 1151.3954, 1380.3271
(10 & 11) or (11 & 12) 130.8404, 129.3212
(13 & 11) or (11 & 15) 125.9727, 126.8828

an accurate speed signal. The impact of attacks to α mainly
focuses on energy efficiency and torque ripple of the motors,
and the influence is much less significant. The reason lies in
the value limitation (normally, the road slope is less than 5◦

for most roads). On the other hand, through the comparisons
between different attacks on the same signal, we can see that
the system dynamics vary with attack types.

2) Statistical Results and Impact Analysis: Based on the
massive results, the statistical graphs are given in Figs. 9-
11. Consider the fact that the time horizon under attacks is
[tatk, tatk +Tatk] = [12, 13]s and the system can recover to its
normal conditions within two seconds, as shown in Figs. 7-8.
Then, we set the time horizon [t0 − Tobv, t0] as t0 = 15s,
Tobv = 4s, which needs to cover the whole time horizon of
attack and system recovery. It should be noted that if the chosen
time horizon is wider, e.g., t0 = 20s and Tobv = 10s, then
the proportion of normal conditions is larger, which would
attenuate the impacts of cyber-attacks for those metrics defined
in integrated form due to the larger base value, for instance,
Irp, Ien and Itr. Then, the metrics Ier,rp,en,ef,tr,re(t0) are
used as the indexes to reflect the overall performance. Because
the metric values of the attacks on v are much larger than
others, the results of attacks on α and T atkm are given in Fig. 9,
and other cases are shown in Fig. 10, including the singular
and coordinated attacks on v. The recovery time of cyber-
attacks are given in Fig. 11, and the results of the metric
reflecting system security (Ise) are summarized in Tables IV
and V, wherein, we set Mdnm,max = 0.5, Mcfb,max = 1.4,
Meng,max = 1.6, p1 = p2 = 5, p3 = 0.01, p4 = 0.05, and
p5 = 1. The normal results (with no cyber-attacks) are as
follows: Inomer ≈ 0, Inomrp = 0.0016m, Inomen = 47.22Wh,
Inomef = 0.8042, and Inomtr = 107.83Nm.

By comparing the results of these metrics with the normal
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Fig. 12: Results under different parameters in Case 1.

values, we can conclude that they adequately reflect the
performance variation to the cyber-attacks, which can be used
to develop a cyber-threat detector. From the results in Table IV,
we can see that the security factor significantly varies with
the attack types and targets. Specifically, the results of most
cyber-attacks on T atkm are less than 1, which means that the
vulnerability of the system to cyber-threats on T atkm is lower,
and in these cases, the system is considered secure. Unlike the
attack target T atkm , in the attacks on the road slope α, there are
several scenarios that the operating points are out of the security
boundary with different severity. Moreover, as illustrated in
Figs. 9-11, the evaluation metrics of the cyber-attacks on v
are much higher than the security value, which indicates that
the impact of cyber-attacks on speed is much more significant
than other signals, regardless of the types. Therefore, while

Fig. 13: Differentiation between malicious cyber-attack and
fault event.

developing detection and high-assurance controller, the speed
is the most important signal to be considered.

Moreover, in the results of Fig. 10, under the same attack
intensity, types 1, 2, and 8 show larger damage to the system,
especially on velocity tracking error and energy consumption.
In other types of attack, although one threat cannot significantly
influence all performance indexes, it may cause dramatic
degradation of a specific metric, for instance, Type 4 and
Type 5 in Fig. 10(a). Besides the attacks on v, the results
in Fig. 9 illustrate that the difference of the impact between
α and T atkm is mainly shown in velocity tracking error and
energy consumption, and then these two metrics can serve as
crucial monitor indexes for cyber-threat diagnosis. According
to the recovery time in Fig. 11, we can see that once the threat
is withdrawn, the system can recover to its normal condition
within two seconds. Also, types 1 and 2 may result in longer
recovery time, which corresponds to the results of other metrics.
It’s also worth pointing out that although in the results reported
in the graphs the impact of α and T atkm is much lower than v,
it does not imply that these cyber-attacks have little influence
on the EMS because these attacks are designed under the same
intensity (limited to ±30%). Once this boundary is enlarged,
the impact would be noticeable, as shown in Fig. 12.

Considering the coordinated attacks on v shown in Fig. 10(b),
Fig. 11, and Table V, it is not always the case that coordinated
attacks may cause more extensive damage to the system. For
example, in Case 28, both the speed signal v and motor torque
T atkm are reduced by 30%, and then, by using the erroneous v,
the EMS tends to provide larger torque to the powertrain. If
the attacker also reduces the motor torque, the impact of the
incorrect speed measurement is attenuated, as is shown in the
results of Case 28 and Type 1 in Fig. 10(b). It implies that if
the attacker has no prior knowledge of the system, an arbitrary
coordinated attack may not realize the expected results, which
would need more resources for attacking. Moreover, we find
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it difficult to distinguish between the coordinated attacks and
singular sensor attack on v because of similar results, which
means that the cyber-attacks on α or T atkm may be masked by
the speed attack, which can lead to more significant results.

In order to observe the cost of developing and deploying
such attacks, especially for those coordinated attack scenarios,
we reformulate the evaluation metrics stated above, as

I ′p =
Ip
Kcost

, (25)

where, p = {er, rp, en, ef, tr, re}, and Kcost is derived by

Kcost = δαNlevel,α + δvNlevel,v + δtNlevel,Tatk
m

(26)

to reflect the difficulty of deploying the attacks. In the above
equation, δ{·} is the state of the specific signal measurement,
and δ{·} = 0 and δ{·} = 1 respectively represent normal
and attacked conditions; Nlevel,{·} denotes the access level of
attacks on the corresponding target. In the first level, a malicious
attacker only needs to obtain access to the network between
the infrastructure and the host vehicle, which requires the
minimum effort. For the cyber-attacks considered in this paper,
it is apparent that the attacks on α are such a circumstance,
and we set Nlevel,α = 1. Subsequently, in the second level, the
attackers need to gain communication access on the internal
controller area network to modify the sensor measurements,
which needs more effort and resources compared to the first
level. For the attacks on v, as an illustrative example, we set
Nlevel,v = 2. In the third level, the cyber-attacks can damage
the lower electric drive system, which may be elaborated by
the highly-skilled attackers to cause misbehavior in tracking
the torque requirement, e.g., the attacks on T atkm , and we set
Nlevel,Tatk

m
= 3. Then, more targets or higher levels of the

cyber-attacks will make larger Kcost, leading to a lower relative
impact to the system. By using this reformulated metrics,
we can easily conclude that although the coordinated attacks
defined in Table III may cause more extensive damage to the
system, e.g., Cases 29 and 30, when considering the cost factor
in (25), these coordinated attacks are not desirable for the
attackers.

3) Differentiation between malicious cyber-attacks and fault
events: To differentiate between malicious cyber-attacks and
fault events, we consider one of the early-stage failures of
v. The fault event is emulated by using white noise with
increasing power, considering the continuous physical process.
For comparison, the cyber-attacks are designed under white
noise with a fixed power. Without loss of generality, we
suppose the start time of both the failure and cyber-attacks are
tfailure,0 = tatk,0 = 10s, and then the results are shown in
Fig. 13. We can observe that the metrics of both the cyber-
attack and the fault event on speed sensors are significantly
increased once the threats are activated. In the early state of
the fault event (before 14s), it is indeed that distinguishing
between the cyber-attack and a fault event is quite a challenge
due to the same expressions of threats But if we assume that
there is always a transitional stage before complete failure, then
compared to an instantaneous and fixed-energy cyber-attack,
the rate of change of an evaluation metric would be lower,
which may be used to make a difference between the two

threats. In the later stage of the fault event, with the increasing
power of the white noise, the tracking error increases quickly,
which eventually leads to instability of the system. Although
the actual speed and the energy efficiency in the fault event
are much larger than the cyber-attack, the metric that reflects
torque ripple is lower, which indicates that in the case of
distinguishing between the cyber-attack and fault event, this
metric may be unfeasible.

VII. CONCLUSION

This paper provided a general guidance for vulnerability
assessment of core control systems for CAEVs, with which
the impact of cyber-attacks on different critical systems and
signals, as well as the interaction between these subsystems
can be analyzed comprehensively. As a case study, we have
developed an MPC-based EMS for CAEVs with four in-wheel
motors and presented a systematic vulnerability assessment on
cyber-threats. Then, innovative index-based evaluation metrics
in terms of dynamic performance, comfortability, energy, and
system security and resilience are established to evaluate the
critical performance. Following, we give a few remarks on
practical applications and future works. In the paper, we
have demonstrated that an attacker can degenerate the overall
performance of the vehicle through data integrity attacks, e.g.,
higher velocity tracking error and torque ripples, lower energy
efficiency, and even instability. For the developed MPC-based
EMS, the results have shown that all of the evaluation metrics,
including the proposed indices of recovery time and resilience,
can reflect the impact of various cyber-attacks. Then, by using
these metrics, one can develop data-based or model-based
detection and diagnosis approaches in practical applications.
Also, the statistical results can help to identify the critical
signals, so that they pay more attention to it when designing
a system. For example, use encryption, observer, multiple
signals, or interaction with other control systems that can
provide an estimated value, to improve the reliability of the
critical feedback measurements.

It should be noted that besides the detailed impact analysis of
cyber-threats on EMS, this paper provides a general framework
of vulnerability assessment of a control system in the ECU
(from the control perspective). For other systems, e.g., safety
system and advanced driver assistance systems in Fig. 1,
one needs to conduct a detailed impact analysis by using
the potential signal inputs and objectives stated in Section II
(under a variety of cyber-physical attacks according to specific
demands). Particularly, for those learning-based systems, e.g.,
a pedestrian detection system in deep learning approaches
in rough weather, although vulnerability assessment can be
addressed by designing various cyber-physical attacks and
evaluation metrics as described in the paper, because of the
unique algorithm structure compared to traditional control
methodologies, further research is needed.
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