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Abstract—Large-scale disasters affecting both network and datacenter
infrastructures, upon which cloud systems are built, can cause severe
disruptions in cloud-based services. During the post-disaster recovery
phase, repairs are usually carried out in progressive manner due to
limited availability of repair resources. The order in which network
elements and DCs are repaired can impact users’ reachability to
important contents and services significantly. In this work, we investigate
joint progressive network and DC recovery in which network recovery
and DC recovery are carried out in a coordinated manner such that
users can have access to maximum possible amount of contents/services
at each repair stage. We first solve the optimization problem of joint
progressive recovery to find the optimal sequence of network element and
DC repairs with the objective to maximize cumulative weighted content
reachability in the network. We then propose a scalable heuristic for joint
progressive recovery which schedules the sequential repair of network
nodes/links and DCs such that content reachability is maximized. Our
model assumes a simplified repair resource constraint that, at each stage,
one network node with its adjacent links and one DC can be fully
repaired. However, in realistic scenarios, limited resource availability
may not guarantee full recovery of one node and one DC at each repair
stage. Hence, we also propose “’resource-aware” joint progressive recovery
approach which considers both full and partial recovery of elements
at each stage based on available resources. We present two resource
allocation strategies, namely selective allocation and adaptive allocation
which decide how available repair resources can be efficiently utilized
at each stage to provide maximum content reachability to users. We
show that, compared to disjoint progressive recovery approach, in which
network recovery and DC recovery plans are independent, our joint
progressive recovery approach provide significantly higher per-stage gain
in content reachability in the network.

Index Terms—Cloud networks; Progressive disaster recovery; Content
reachability; Resource allocation;

1. INTRODUCTION

Cloud-based services are ubiquitous in today’s world. As more
and more customers are migrating to cloud, content providers are
offering an increasing variety of services ranging from search engines,
social networks, video sharing platforms to tools for online collab-
oration and more. To support these low-latency and high-bandwidth
services, they build (or lease from other providers and operators)
datacenters (DCs) and networks, both to interconnect their DCs and
to achieve customer proximity [1]. Network and DC infrastructures
are generally designed in a geographically distributed manner with
failure protection, but even with some baseline resiliency measures
in place, they can be vulnerable to disasters. Depending on scale and
intensity of disasters, network node/link failures and DC outages can
cause temporary to long-term service degradation/disruptions. Many
enterprise DCs are colocated in same infrastructures sharing same
underlying network connections. Disasters affecting one location can
disrupt services for many customers of multiple cloud providers.

The impact can be more acute for large-scale disasters, such
as earthquakes, hurricanes, weapons of mass destruction (WMD)
attacks (such as nuclear, chemical, EMP, biological), cascading power
outages, etc. For instance, 2011 East Japan earthquake and tsunami
caused long power outages that affected thousands of telecom offices
and damaged tens of DCs; in 2011, a major cloud providers cloud
crash due to electrical storm caused damage in many customers data

[2]; Hurricane Sandy in 2012 damaged some DCs in New York Area
due to floods caused by the hurricane [3]; recent Hurricane Harvey
caused outages for more than 148,000 customers [4].

Considering the volume and dependency of customers in cloud
networks, it is crucial to guarantee survivability of the cloud services.
So far, most studies on disaster survivability in cloud networks focus
on pre-disaster preparedness, but preparedness cannot guarantee full
recovery at reasonable costs under multiple random/correlated fail-
ures due to disasters. Hence, there is a growing interest towards post-
disaster recovery strategies. After a disaster, infrastructure repairs are
usually carried out in multiple stages, since only a subset of the failed
components may be repaired at a time due to limited availability
and accessibility of repair resources, e.g., equipment, repair crew,
etc. [5], [6]. Therefore, infrastructures can only be progressively
recovered over time until components are fully repaired (a formal
definition and modeling of the progressive network recovery problem
was first introduced in [7]). Depending on the scale of failures,
duration of recovery stages can be hours, days, or even weeks. In fact,
after a disaster, availability of repair resources (e.g., switching units,
fibers, transponders, servers, computing racks, storage disks, etc.) and
accessibility to sites (factors such as, road conditions, transportation
vehicles) can be severely constrained making the recovery process
very challenging for repair crews.

Large-scale diasters can affect both DCs and the underlying
network infrastructures causing massive service disruptions for end
users. How to provide contents/services to users efficiently during
post-disaster progressive recovery, considering the limited or “’partial”
network and DC capacities, is a major problem to explore. For
DCs to be operational after a disaster, not only should the DCs
be repaired but also the underlying network connectivity should
be restored. On the other hand, operational network elements can
provide users access to services after a disaster only when the serving
DCs are repaired. Hence, network recovery and DC recovery are
interdependent and the order in which network elements and DCs are
repaired has an impact on how and when contents and services are
available to users. Independent/decoupled plans for network recovery
and DC recovery can be inefficient and counter-productive. Rather, a
coordinated network and DC recovery plan can lead to more efficient
repair resource allocation and restoration of services, especially, for
cloud providers that jointly own/manage DCs and networks.

In this study, we investigate joint progressive recovery of network
and DCs after a large-scale disaster considering a physical network
infrastructure that connects both DCs and end users. Generally,
network recovery problems aim towards network connectivity in the
failed portion of the network. In our work, to ensure delivery of
cloud services, we consider content connectivity [8] (reachability of
content from any point of a network). Contents are usually replicated
in different DCs for redundancy; if a content can be reached by
users from at least one hosting DC in the network, it is considered
reachable. We employ multi-source anycast routing in which a content
is delivered from any of its source DCs to a requesting user.

Our contribution to the joint progressive recovery problem is



twofold: first, we formulate the problem of joint progressive network
and DC recovery as an optimization model to find the optimal
sequence of network nodes/links and DCs to be repaired with the
objective to maximize cumulative weighted content reachability to
users at each stage of the repair process based on importance of the
contents. Since optimization approach lacks scalability, we propose a
Joint Progressive network and DC Recovery (JPR) algorithm which
schedules the sequential repair of network nodes/links and DCs
such that users have maximum reachability to important contents at
each repair stage. Our model employs a simplified repair resource
constraint by assuming that at each stage, one network node with its
adjacent links and one DC can be repaired.

We then propose a more realistic resource-aware joint progressive
recovery approach which takes into account of both full recovery
and partial recovery of the components at each stage based on
the available repair resources. We present two resource allocation
strategies, called selective resource allocation and adaptive resource
allocation to efficiently utilize the available resources for network and
DC repair at each stage. We compare the proposed joint progres-
sive recovery with disjoint progressive recovery in which network
recovery and DC recovery are independent of each other. Our results
show that, for the typical US-wide networks studied in this work,
joint progressive recovery provides about 4 times higher reachability
compared to disjoint recovery. We also evaluate our resource-aware
joint progressive recovery approach by comparing the two resource
allocation strategies and demonstrate their effectiveness.

The rest of the paper is organized as follows: Section II presents
brief survey of related works on network survivability and recovery.
Section IIT presents the joint progressive network and DC recovery
problem, the optimization model, and our proposed heuristic to effi-
ciently solve the problem. In Section IV, we present resource-aware
joint progressive recovery approach with two resource allocation
strategies. Section V provides evaluation our approaches through
illustrative results. Finally, Section VI concludes the study.

II. RELATED WORK

It is imperative to ensure survivability in cloud networks to prevent
data loss and service disruptions. Traditionally, disaster survivability
in cloud networks focus on pre-disaster preparedness. Multiple works
(e. g., [8]-[11]) propose design of disaster-survivable networks and
pre-provision of backup resources. Other works focus on design
of disaster-survivable DC networks such as [12]-[17]. Disaster re-
siliency requirements and techniques through network virtualization
an VN mapping were studied in [18]-[21].

However, proactive measures may not guarantee comprehensive
survivability in cloud networks against large-scale diasters. In a
disaster-affected network, recovery of services through reactive mea-
sures can be done in stages. A few works looked into progressive
network recovery problem, which is first introduced by [7] for point-
to-point requests, and further investigated in [22]-[25]. Ref. [22]
and [23] propose multi-stage network recovery methods to meet
traffic demand using limited resources with [22] focusing on transport
networks. Ref. [24], [25] study efficient recovery methods for optical
core networks focusing on the role of different optical network
architectures. These recovery studies lack in consideration of recovery
time constraint. Ref. [6] model the traveling repairman problem for
network virtualization to find optimum travel path in scheduling
repairs considering travel time and repair time. However, these works
do not consider DC failures which is crucial in cloud networks.

Since then, other works have advanced towards cloud-oriented
recovery problems: [5], [26] study different progressive recovery
schemes for virtual network services in DC networks and [27] studies
the progressive DC recovery problem assuming a given network

recovery plan. But, none of these works considers a joint user network
and DC network. While network recovery and DC recovery are
separate dimensions, it is important to look into the problem of cloud
network recovery by jointly considering DCs and the underlying
network infrastructures (connecting DCs and serving customers) for
fast and efficient restoration of cloud services as we do in this paper.

IIT. JOINT PROGRESSIVE NETWORK AND DATACENTER
RECOVERY

In post-disaster recovery, the repair sequence of network elements
and DCs is crucial in maximizing users’ reachability to important
contents. At any given stage of the recovery process, only a subset
of network elements and DCs are operational to provide services
to users. Traditionally, network repair and DC repair management
teams may have different respective repair strategies, e.g., network
repair team may repair the node the with highest nodal degree first
to provide more connectivity in the network and DC repair team may
repair the largest/most important DC first to save more data. External
constraints, such as, availability and accessibility of repair resources
can also affect the repair strategy (e.g., repairing the closest failed
component can be more feasible than repairing others). In our study,
we propose a joint progressive recovery approach in which network
recovery and DC recovery are planned in a coordinated manner to
achieve a common objective of maximizing content reachability to
users at each stage.

Fig. 1: Sample network for joint progressive recovery.

TABLE I: Node and DC repair selections based on
gain in content reachability in the sample network
with latency constraint = 2 hop counts.

Node Additional content reachability within 2 hop counts

DC B to nodes 9

DC FE to nodes 5, 11

DC A tonodes 1, 2, 3, 6, 10

DC D to nodes 4, 8, 7, 11, 12 and DC E to node 8

DC FE to nodes 8 and DC C to node 4, 7, 8, 10, 11,
12, 13

DC B to nodes 9 and DC C' to node 4, 7, 9, 10, 11,
12, 13

DC FE to nodes 5, 11 and DC C to nodes 3, 4, 5, 7,
10, 11, 12, 13

DC A to nodes 1, 2, 3, 6, 10 and DC C to nodes 4, 7,
10, 11, 12, 13
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After a disaster, if a DC is operational but the underlying network
node/links are failed, it is important to repair the node/links providing
the connectivity so that the DC can resume its services immediately.
On the other hand, if a DC is failed but the underlying network



node/links are operational, the DC should be repaired because it
already has the network connectivity to resume its services. Core
network nodes supporting (providing connectivity to) DCs are crucial
because such nodes provide connectivity not only to other nodes in
the network but also to a DC. However, a core node which does not
support a DC but has high nodal degree in the network can also be
critical in terms of providing reachability to users.

We demonstrate the problem using a simple example of a 13-
node network with 5 DCs with uniform content distribution and user
requests. As shown in Fig. 1, DCs C and D, and network nodes
5, 6, 8, and 9 with the associated links are failed due to a disaster.
Since contents in DCs C' and D are not available, contents in DC
A are not reachable, and available contents are not accessible to
users at nodes 5, 6, 8, and 9, cumulative content reachability in the
network is reduced. We assume that only one network node with its
viable adjacent links (links with active end nodes) and one DC can
be repaired at each stage of the recovery process. We also assume
that a content should be reachable within two hop counts to satisfy
users’ latency constraint.

Suppose DC D hosts more important contents and hence its repair
can be of high priority for DC repair crew in the first repair stage. But
repairing DC D will not provide any additional content reachability
in the network since its supporting node 8 is failed. On the other
hand, network repair crew may chose to repair node 5 with links
5 3and 5 4 in the first repair stage since it has the highest nodal
degree in the original network. However, repair of node 5 will allow
additional reachability from only DC F to users at nodes 5 and 11
because: DC C' is still failed at this stage, DCs A and D (if repaired)
are still unreachable, and DC B does not satisty the two hop count
constraint. Hence, the overall content reachability in the network is
not greatly improved by the disjoint recovery.

To evaluate the impact of joint recovery, in Table I, we consider
all possible node/links and DC repair selections in the first stage in
terms of additional/recovered content reachability (or gain in overall
content reachability) in the network. We can see that repair of node 6
(with no link repairs since adjacent nodes 5 and 9 are failed) and DC
C' leads to highest gain in content reachability by allowing additional
content access from 2 DCs to 11 user nodes in total. However, content
distribution (how contents replicas are distributed in DCs), content
importance, user demands, repair resource availability, etc. also play
important roles in the selection decision. Hence, it is not trivial to
decide which node and/or which DC should be repaired at a stage
so that maximum number of users can access maximum amount
of contents. Considering all dimensions, it is intuitive that network
recovery and DC recovery are interdependent and complementary in
providing cloud services to users. A disjoint recovery scheme cannot
reflect this interdependency because network repair may not be aware
of the state of the DCs and the impact on users’ reachability to
important contents/services.

Our joint progressive recovery scheme determines the sequence
of network elements and DCs to be repaired by maximizing the
cumulative weighted content reachability, R at each repair stage. This
metric is a measure of reachability of all contents from a set of active
DCs hosting the contents to a set of active user nodes requesting
the contents within their latency constraint. It can be formulated as
R = ZSEV ZCeC}R@,S) <ac|, where R, = 1 if content c is
reachable to node s within latency constraint from any DC hosting
¢ through multi-source anycast routing. It is then multiplied with
importance of content ¢, c. to weigh in the priority of obtaining
content c. The higher the importance of a content, the higher the
priority to reach that content. By using this factor, we favor the
reachability of important contents first.

A disaster may cause failure of multiple network elements and

DCs and it may not be possible to repair all components at the same
time due to limited availability of repair crew and repair resources.
We assume, as a simplistic approach, that one network repair crew
and one DC repair crew are available for post-disaster recovery and
that, at each repair stage, one network node with its viable adjacent
links and one DC can be fully repaired with the available resources.
Hence, the number of repair stages is governed by the maximum
of the number of failed nodes and failed DCs. For link repair,
we consider that links are viable for repair only if the end-nodes
are active, because repairing links among failed end-nodes is not
resource efficient as it will not increase network connectivity (hence
reachability). We also assume that once a DC is fully repaired, all
contents hosted in the DC are available. We also assume that contents
can be served directly from a DC to a requesting node without using
any external network resources (links) if the serving DC is supported
by the requesting node. We consider uniform content distribution and
that all user nodes request access to all contents (a generalization of
content demands). The recovery process terminates when all network
elements and DCs in the network are repaired.

A. Problem Formulation

The joint progressive recovery problem can be summarized as
follows: given a physical network topology, a set of DCs, a set of
contents (with corresponding distribution, demands, and importance
factors), and a set of failed network nodes, links, and DCs, the joint
progressive network and DC recovery scheme selects one network
node with its viable adjacent links and one DC to be repaired at
each subsequent repair stage such that content reachability to users
is maximized based on importance of the contents. We formulate the
optimization problem as an integer linear program (ILP) with the
objective to maximize cumulative weighted content reachability, R
as follows:

o Given:

- G(V, E): Physical network topology with set of all nodes,
V' and set of all links, E.

— D: Set of all DCs.

- G(V, E): Post-disaster physical network topology with set
of failed nodes, V' / V and set of failed links, £ / E.

— D: Set of failed DCs, D / D.

— K: Number of repair stages (K = max}\V'\ \D\ ).

— C" Set of contents.

— «.: Importance factor of content ¢ / C.

— Xg: Binary indicator that is 1 if DC d / D hosts content
¢ / C and 0 otherwise.

- l,j: Latency on link (i,7) / E.

— lmas: Latency constraint for serving a content from a DC
to an user node.

o Binary Variables:

- Rﬁ:,s): 1 if content ¢ / C' is reachable to node s / V at
stage k and O otherwise.

- fff’;;)’;k: 1 if link (4,75) / E is used to serve content ¢ / C
tonode s / V from DC d / D at stage k and O otherwise.

- Q;’fz: 1 if ¢ / C is served to node s / V from DC d / D
at stage k£ and O otherwise.

— AR 1if DC d / D is available at stage k and 0 otherwise.

— L¥:1ifnodei / V is available at stage k and 0 otherwise.

- L’(‘iw: 1 if link (¢,7) / E is available at stage k and 0
otherwise.



o Objective: The objective is to maximize cumulative weighted
content reachability.

K
maxZZZacRﬁys) M

k=1 ceC seV

subject to
o Constraints:

— Initialization constraints:

< Initially at stage k = 0, node 7 is unavailable if affected
by disaster, and available otherwise.

LY=1,U,/V V (2a)
LY=0, U /V (2b)

< Initially at stage k = 0, DC d is unavailable if affected
by disaster, and available otherwise.

AS=1,u /D D (3a)
AY=0,ud /D (3b)

— Node availability constraint: Node s can request content
c from DC d at stage k if node s is available at stage k.

Qi > L, @
Ue /CyUs /V,ud /D k=1,2,..., K
— DC availability constraints:

< DC d is available at stage k if the supporting node is
also available at stage k.

AR>LE ud /D k=12 . K 5)

< DC d can serve content ¢ to node s at stage k if DC d
is available at stage k and if DC d hosts content c.

QyE > Aj #X3, (6)
Ue /C,Us /V,ud / D,k=1,2,..., K
— Link availability constraints:

< Link (4, 7) is available at stage & if the end nodes 7 and
j are available at stage k.

k k k
Ly =Li { Lj,' @)
Wi,j) / BEUi / VUi /Vik=1,2,.. K
< There can be a flow carrying content ¢ to node s from
DC d using link (7, j) at stage & if link (2, §) is available
at stage k.
(s,d),k k
f(:] > L jys (8
Ue /C,Us / V,d /D,U(Z,]) /B k=12, K
— Flow-conservation constraints:

< There is a flow carrying content ¢ to node s from DC d
using link (4, 7) at stage k if content c is served to node

s from DC d.
s,d),k s,d),k e
DoICE oSGt =Qut iti=d O
JeEV JEV
DR DGRl = Qi iti=s ob)
JeEV JEV

s,d),k s,d),k .
DUTEHE D IGRl =0 iisd O
JjeV JEV
W/ CU /V,Us / V,ud / D,UGj) / Ek =
1,2,....K
< Content ¢ can be served to node s directly from DC d at
stage k if the serving DC d is supported by the requesting
node s.
fogr=Qpt ifs=d (10)
Uc /C,Us /V,ud /D k=1,2,.... K
— Latency constraint: DC d can serve content ¢ to node s
at stage k if DC d is reachable from node s within latency
constraint.

5,d),k
D N Hls) 2 lmas, (1)
(i,J)€E

Uc /Cus /V,Ud /D k=1,2,..., K
— Recovery constraints:
< At each stage k, at most one node ¢ can be recovered.

ZL?“ ZL?ZLkzo,L...,K (12)
eV eV

< At each stage k, at most one DC d can be recovered.
ZA’;“ ZA’;zl,k:(),l,...,K (13)
deD deD

— Continuity constraints:

< After node i is recovered at stage k, it is available in the
consecutive stages.

LM Lk Gi/vik=01,....,K (14

< After DC d is recovered at stage k, it is available in the
consecutive stages.

AU AL W /D E=0,1,...,K (15

— Reachability constraints:

< Content c is served to node s from one of the available
DCs d at stage k if content c is available in DC d.

doQui=a (16a)
deD
ARk x¢
> Qi %7&@]\/ : (16b)

deD

Ue/C,s /Vk=1,2,..., K
< If content c is served to node s from any available DC
d at stage k, then Ré“c’s) = 1, otherwise it is 0.

deD
s,k
Rf..) Zdi@@d - (17b)

w/Cs/Vik=12... K

In our joint progressive recovery ILP model, both the number
of variables and the number of constraints are upper bounded by
Lk <Lk <rh LE > LEoa O(\C\W\D\F\\K). With network size and number of contents (in

(:3) = (‘ DI (.3) = J the range of hundreds and thousands), the problem size can grow

significantly leading to limited scalability.

1” AND” operation in Equation (7) can be linearly calculated as follows:



B. Heuristic for Joint Progressive Recovery

Following the same design considerations and assumptions used
in our optimization model, we propose a scalable Joint Progressive
network and DC Recovery (JPR) heuristic which selects a network
node, a set of links, and a DC to be repaired at each repair stage k
such that cumulative weighted content reachability at stage k, R” is
maximized.

Algorithm: The JPR algorithm is described in Algorithm 1 and
its two sub-algorithms, namely JPR Node Repair Selection and JPR
DC Repair Selection, are described in Algorithm 2 and Algorithm 3,
respectively. The following list defines the new notations used in the
algorithms.

. V,f“ep: Set of active and repaired nodes at stage k.

. Efep: Set of active and repaired links at stage k.

. foep: Set of active and repaired DCs at stage k.

o NE: Set of active neighboring nodes of node s, N, k / VT’ZP.

. F:N§: Set of links between node s and N* at stage k.

. ‘/,5’25;: Set of test nodes for reachability computation at stage k.

o EF..: Set of test links for reachability computation at stage k.

e DE,: Set of test DCs for reachability computation at stage k.

o D.: Set of DCs hosting content c.

o Ps.: Set of k-shortest paths for content ¢ delivered to node s.

e lp: Latency of path p / P.

o RF: Cumulative weighted content reachability obtained if node
s is active at stage k.

o RE: Cumulative weighted content reachability obtained if DC
d is active at stage k.

o SE . .:List of nodes s with R values at stage k.

o DF .. List of DCs d with RY values at stage k.

o RF: Cumulative weighted content reachability at stage k.

Algorithm 1 Joint Progressive network and DC Recovery (JPR)
Input: G(V,E), G(V,E), D, D, C, D, ac, lmaz.
Output: V%, EF.,, D, R*.
Initialization: k = 1. V¥ € Vi E* e E;D*e D.VE, e V V;
Ef,€ E E;Df,c D D.
o While }V* and E* and D*| ¥ empty
— Network Recovery Phase:
< Node Repair
* Invoke Algorithm 2 to select node s; / V* for repair.
< Link Repair
x Select set of links th NE, / E* for repair.

— DC Recovery Phase:
< DC Repair
* Invoke Algorithm 3 to select DC d; / D* for repair.

o Repair node s, set of links I” S’i NE DC d;.
NE
o Viep € Vip Absils Erep € Epop AT, i3 Drey € Doy A

Yl .
k __ k
° ]? - ZS_EVT;‘"'EP ZCE_C’ R(Cv5> ?Oéc. _ ~
o VMt e VR Ys| EF e EF IE s DM e DY Y.
»Ng,
° Vrlzzl S Vrkep; Efet)l € Efep; D'L:;} S D'f”cep-

Our proposed JPR approach consists of a network recovery phase
and a DC recovery phase. We consider the following cases in
network recovery phase: a) failed core nodes supporting no DCs,
b) failed core nodes supporting active DCs, ¢) failed core nodes
supporting failed DCs, and the following cases in DC recovery
phase: d) failed DCs with active supporting core nodes, e) failed

Algorithm 2 JPR Node Repair Selection

1) For each test node s; / vk,
Q) Vi€ Vi Adsil s Bl € BE,ATE o
b) If node s; does not support any DC or suppoits an active
DCd / foep’ Dfest S D'ﬁep-
c) Else,
i) Get the failed DC d; / D supported by s;.
ii) Diest € Dfey A Ydil .
d) Compute Rf, = Zse\/,’gq, >ece Rle.sy <o as:
« RE =0.
« For each node s / V%,
— For each content ¢ / C, get set of DCs D, / DF,
hosting content c.

i) If any DC d / D. is supported by node s,
R, o =1, RE, = RE, + R{, ) <ae.
ii) Else,
A) Compute set of k-shortest paths, Ps. between
s and any DC d / D. using multi-source
anycast routing with EE ..
B) If for any path p / P, latency I, < lmaaw,
R{. . =1, R}, = R{, + R(. ) <a..
e) Sfank € }ngt .
2) Sort S% . in descending order of R’;t value.
3) Select node s; with max th for repair.

a) If multiple nodes give max R’;t, select node s; which
supports an active DC.

i) If all nodes support active DCs, select node s; with
max nodal degree for repair.

ii) If no node supports an active DC, select node s; which
supports a failed DC d / D" for repair.

A) If all or no nodes support failed DCs, select node
s¢ with max nodal degree for repair.

DCs with failed supporting core nodes. Considering each of these
cases, content reachability metric 12 is used to determine if repair
of a failed component is feasible at stage k by assuming that the
failed component is active and connected to the operational part of
the network at stage k. The idea is to evaluate whether the failed
component, if repaired, contribute to the overall maximum content
reachability that can be achieved in the network at stage k.

As shown in Algorithm 1, at each repair stage k, a failed node
s¢ with its viable adjacent links Fskt NE is selected for repair in
network recovery phase and a failed DC tdt is selected for repair in
DC recovery phase. After the failed components are repaired, they
are added to V£, EF.,, and Df., and removed from V*, E*, and
D*. Final cumulative weighted content reachability at stage k, R* is
computed as R* = Zsev,’?ep Y eco R](Cc,s) <o using anycast routing
with VTIZP, Efep, and Dfep. Since each repair stage allows repair of
one node with its adjacent links and one DC, the algorithm moves
to the next stage and the process continues until all failed network
nodes, links, and DCs are repaired in the network. The two recovery
phases are discussed in details below.

1) Network Recovery Phase: The network recovery phase of JPR
algorithm includes node repair and link repair steps. In node
repair, a failed node s; is selected for repair through Node Repair
Selection algorithm. As shown in Algorithm 2 step (1), at stage k, for
each candidate/test node s; / V¥, a set of test nodes V¥, is formed
for reachability computation by assuming s; to be active with the set



Algorithm 3 JPR DC Repair Selection

1) For each test DC d; / Dk,
a) Dfest S D’II?EP A }dt‘ .
b) If DC d; has an active supporting node s / erp,
1) ‘/t{cest € Vrkep; Etkest € Efep'
c) Else,

i) Get the failed supporting node s; / V*.
“) ‘/tlZst € ‘/'r]fip A }St 5 Etkest € Eﬁep A Fk

st,,N;‘?t .
_ . .
B Zse‘é";ﬁs Zcec R(. s <ac as:

d) Compute R .

« Rj, =
o For each node s / V¥,
— For each content ¢ / C, obtain set of DCs D. /
DE ., hosting content c.

i) If any DC d / D. is supported by node s,
R(. ., =1 Rl =R +R(. ) <a.
ii) Else,
A) Compute set of k-shortest paths, Ps. between
s and any DC d / D. using multi-source
anycast routing with EE.,.
B) If for any path p / P, latency I, < lmaa,
R, o =1, Rf, = Rjj, + R(. ,) <a.
C) D]':ank € }th‘ .
2) Sort D}, in descending order of Rj, value.
3) Select DC d; with max R% , value for repair.

a) If multiple DCs give max st select DC d; which has
an active supporting node. hosts important contents.

t

i) If all or no DCs have active supporting nodes, select
DC d; which hosts most important contents.

of existing active nodes VT’ZP. As aresult, set of links between node s;

and its set of active neighboring nodes NV, Skt s Fskt Nk are also assumed
Vs

active with the set of existing active links E,’fep to form EE ... If node
s¢ does not support any DC or supports an active/operational DC
(cases a, b), then the set of test DCs for reachability computation,
DE ., is the set of existing active DCs Dfep. If node s; supports a
failed DC (case c), then the failed DC d; is also assumed to be active
with D,Ifep to form DY _,. Since such node is a DC supporting node,
to evaluate its actual repair potential, the failed DC is also assumed
operational in the reachability computation.

Content reachability at stage k£ with assumed active node s¢, R];t
is computed in step (1.d) with VE.., EF .. and DF_, using anycast
routing. For each node s / V;¥; and each content ¢ / C, we obtain
D. / DE ... set of DCs hosting content c. Request for content ¢
from node s can be served from any of the multiple source DCs in
D..If aDC d / D. is supported by the requesting node s, ¢ can be
served to the self supporting node s without any route computation.
Otherwise, we compute set of k-shortest paths, Ps. from any DC
d / D. to node s using multi-source anycast routing with Ef . If
any path p / Ps. satisfies the users’ latency constraint (I, < lmaz),
content ¢ is reachable to node s and hence Rfc@ = 1. It is then
multiplied with importance of content ¢, o to weigh in the priority
of obtaining the content (thus, we ensure that more important contents
are reachable to the users first). th gives the cumulative weighted
reachability of all contents to all active nodes in the network including
the assumed active node s.

The algorithm then ranks the nodes s; / V* based on the
respective reachability values, th in step (2), and selects the node
which leads to maximum reachability for repair in step (3). During

node selection in step (3), there can be multiple nodes that satisfy the
selection criteria. In such cases, priorities are given to nodes which: 1)
support an active DC since it can immediately provide connectivity
to an active DC - step (3.a), ii) have the highest nodal degree in
the original physical network as it will lead to increased network
connectivity and hence facilitate content reachability in later stages -
step (3.a.i) and (3.a.ii.A), iii) support a failed DC because repair of
such node can provide connectivity to a failed DC when it is repaired
- step (3.a.ii).

After selection of node s:, in link repair, set of failed links
between node s; and NV, Skt, r* Nk / E* are selected for repair.

St

St

2) DC Recovery Phase: The DC recovery phase of JPR algorithm
consists of DC repair step in which a failed DC d; is selected
for repair through DC Repair Selection algorithm. As shown in
Algorithm 3 step (1), at stage k, for each candidate/test DC d; D*,
a set of test DCs DL, is formed for reachability computation
by assuming DC d; to be active with Dfep. It DC d; has an
active/operational supporting core node (case d), then vk, for
reachability computation is Vrkep and EF _, is Efep. If DC d; has
a failed supporting core node (case e), then the failed node s; is
also assumed to be active (for DC d; to be assumed to be active it
also has to be connected to the network) with V,nkep to form V.

As a result, set of links I’ ft Nk are also assumed active with E'fep
NE

to form EL.,. Content reachability at stage k with assumed active
DC d;, R% , is computed in step (1.d) as described in node repair.
The DC which leads to maximum reachability at stage k is selected
for repair. During DC selection in step (3), priorities are given to
DCs which: i) has an active supporting core node so that the DC has
immediate connectivity - step (3.a), i) hosts more important contents
- step (3.a.i).

Complexity of heuristic: In JPR node and DC repair selection algo-
rithms, we computed k-shortest paths for each content ¢ / C' and each
node s / V for reachability computation, which is a dictating factor
in the complexity of our algorithm. Overall, the time complexity of

JPR is OCWN(WA+\DYVACVANEN+ WV Nog V)| )]).-

C. Disjoint Progressive Recovery

To evaluate our joint progressive network and DC recovery ap-
proach, we consider disjoint progressive network and DC recovery
in which network repair phase and DC repair phase are independent.
The disjoint recovery does not consider content reachability to users
as the common objective since the network and the DC repair teams
follow their individual repair strategies. We developed two disjoint
approaches, called greedy disjoint progressive recovery and random
disjoint progressive recovery. In greedy approach, at each stage,
network repair phase focuses on improving network connectivity
rather than content reachability since it is not aware of the content
distribution in DCs and hence selects nodes/links for repair based
on nodal degree in the physical network. On the other hand, DC
repair phase focuses on content availability (repairing a DC makes
the contents available) rather than content reachability since it is
not aware of the underlying core network connectivity. For each DC
d / D¥, we evaluate the total importance of contents hosted in DC
d by computing content weight metric, Wy as Wy = Zc co de <o
where d. indicates if content c is hosted in DC d. DC with the highest
W value is selected for repair and thus, at each stage, more important
contents are made available but they are not necessarily reachable to
users since DC recovery is disjoint from network recovery. In random
approach, nodes/links and DCs are selected for repair individually at
random in network repair phase and DC repair phase, respectively.



IV. RESOURCE-AWARE JOINT PROGRESSIVE RECOVERY

In our joint progressive recovery approach we had the simplistic
assumption that, at any stage, enough resources are available to
fully repair one node with its viable adjacent links and one DC.
However, in a more realistic scenario, full recovery of one node,
a set of links, and one DC may not be feasible in one stage as
such repairs require considerable amount of resources, manpower,
and time. External issues such as road and transportation access,
travel time of repair crew etc. also become more critical after a
disaster. In this section, we consider a more realistic approach for our
JPR algorithm which takes into account limited availability of repair
resources that may not guarantee full recovery of network elements
and DCs. We develop “resource-aware joint progressive network and
DC recovery approaches” in which, at any stage, network elements
and DCs are repaired partially or fully based on available resources
with the objective to maximize content reachability.

Recovery

New repair

) Select node and  Allocate
resources arrive

DC for repair — available
(full or partial) resources

I Stage k-1 Stage k | Stage k+1

Fig. 2: Progressive recovery with resource allocation.

In a post-disaster scenario, repair resources usually become avail-
able in batches and hence the repair process utilizes maximum
available resources at a given stage and waits for next batch of
resources to be available as shown in Fig. 2. In between stages,
elements can be fully recovered or partially recovered meaning that
some/partial services can be served to users even if the elements are
not fully operational. In our study, partial network recovery means
that network nodes and links can be operational with partial capacity
(e.g., degraded services with delay and packet loss), and partial DC
recovery means that DCs can serve partial services (e.g., limited
number of content requests) to users. Note that, for links, there is
no notion of partial repair; once enough link repair resources (e.g.,
fibers, amplifiers, etc) are available, a link is fully repaired in terms
of providing connectivity between working nodes. The capacity in
which links can serve (bandwidth) depends on the capacity of the end
nodes and hence node repair resources (switching units, transponders,
regenerators) control the potential serving capacity in the network.
Similarly, DC repair resources (servers, computing racks, storage
disks, etc.) control how many content requests can be served.

We consider that, with partial node and DC recovery, content
reachability to users is also “partial” or reduced (meaning that, not
all user requests for contents can be served) in proportion to the
partial capacities of the nodes and DCs. We compute cumulative
content reachability at stage k considering the partial capacities as
R* = ZSEVTkep ZceC}R?&S) SXfeV,’gp SYclkeD,{?ep <ac|, where X¢
and Y,} denote partial capacity of node s and DC d respectively. In
a disaster regions, providing even partial services can be crucial for
users, especially at the early stages. As resources become available
in subsequent stages, repairs of network elements and DCs continue
until they are operational with full capacity. Hence, it is possible that
a node or DC requires multiple stages to be fully recovered.

A. Heuristics for Resource Allocation

We propose two repair resource allocation strategies, namely,
selective resource allocation (SR) and adaptive resource allocation
(AR) which are employed in our JPR algorithm. We assume that,
at each stage k, AY units of node repair resources, A% units of

link repair resources, and A%, units of DC repair resources are
available, and that each node, link, and DC require F,, Fe, and
Fy units of repair resources, respectively, to be fully repaired. Since
network elements and DCs are selected sequentially for repair in
JPR algorithm, repair resources are also allocated sequentially to the
components at each stage and we consider one network repair crew
and one DC repair crew (working in a coordinated manner) for the
repair process. Here, we also consider repair crew travel time and
equipment repair time [6] during the selection of nodes and DCs for
repair. Depending on equipment type, repair time can be considered
to be insignificant compared to travel time and vice versa. So, we
consider a total recovery time 7 for repairing node s (and any
adjacent links) and 7y for repairing DC d. We assume that each repair
crew has respective work hour constraint as the maximum allowed
duration of a repair work. Hence, we enforce that 7 and Ty comply
with the repair duration constraint 7 for network repair crew and
Tp for DC repair crew, respectively.

Algorithm: The JPR-SR algorithm is described in Algorithm 4. The
JPR-SR algorithm with its two sub-algorithms, namely JPR-AR Node
Repair Selection and JPR-AR DC Repair Selection, are described
in Algorithm 5, Algorithm 6, and Algorithm 7, respectively. The
following list defines the new notations used in the algorithms.

e Vpena: A binary indicator if any node repair is pending.

e Dpenad: A binary indicator if any DC repair is pending.

o AY: Available node repair resources at stage k.

o Ak Available link repair resources at stage k.

o A%: Available DC repair resources at stage k.

. rfe‘—,: Pending resource requirement for node s at stage k.

. T];e p: Pending resource requirement for DC d at stage k.

o F, .y Repair resource requirement for full recovery of node s.
o F.cp: Repair resource requirement for full recovery of link e.
o F,cp: Repair resource requirement for full recovery of DC d.
. Xfe‘—/: Serving capacity of node s at stage k.

. dee p: Serving capacity of DC d at stage k.

o Ts / V: Recovery time of node s and viable adjacent links.

e Ty / D: Recovery time of DC d.

o T'n: Maximum repair duration for network repair crew.

o T'p: Maximum repair duration for DC repair crew.

1) JPR-SR Algorithm: At each stage k, JPR-SR heuristic selects
a failed network node and a failed DC which can lead to maximum
content reachability if fully recovered at stage k as in Algorithm
1. The SR strategy then allocates available resources to the selected
element and if resources are insufficient for full recovery, the strategy
marks the repair as “pending”. Resource allocation is continued in
subsequent stages until the element is fully repaired. Essentially, the
idea is to select the most critical node and DC (in terms of content
reachability) and allocate maximum available resources across the
stages until full recovery and then select a new critical node and DC.

As shown in Algorithm 4, the network recovery phase consists of
node repair resource allocation and link repair resource allocation
steps. Under node repair resource allocation, in step (a), if Vpena is
0, i.e., no prior node repair is pending, a failed node s; is selected for
repair using Algorithm 2 given that 7%, satisfies 1. After selection,
JPR-SR allocates the maximum available resources AY to node s;
and if the resources are sufficient, i.e., (Ai“/ +F,), then node s is
fully repaired in step (a.i). Any remaining resources (AY  Fl,) are
reserved for use at stage £ + 1 and node s; is added to Vr'ﬁzp and
removed from V*. Otherwise, node s; is partially repaired in step
(a.ii) and Vieng is set to 1. Resource requirement of node s; in stage
k+ 1, is updated as rfjl = F,, A% and node s, is added to VT’ZP
as a partially repaired node. Note that, node s; is not removed from
V¥ since it is still partially failed and requires further repair.



Algorithm 4 Joint Progressive network and DC Recovery with
Selective Resource Allocation (JPR-SR)

Input: G(V, E), G(V,E), D, D, C, De, ac, lmaz. AV, A, A,
Thevs "aeD: Focvs Fecps Facps Tscvs Taeps In, Ip.
Output: V%, EF.,, DF,,, R*

Initialization: k = 1. V¥ « V: E¥ « E; D* « D. vV,
EF., « E\ B D, « D\ D. Vyepa =0, Dpena = 0.

1) While {V* and E* and D*} # empty
o Network Recovery Phase:

—~V\V;

— Node Repair Resource Allocation

a) If Vpeng = 0, invoke Algorithm 2 to select node s €
V' which satisfies T .
i) If A’€ > FS,, fully repair node s¢.
B) A A (AV Fs,).
ii) Else, partially repair node st with Ak units.
A) pend =1 V'rkep rep U {St}
B) rift = F,, — A
b) Else, get node s; € V,ﬂep
i) If AY, > rk | fully repair node s;.
A) 'V, end =0. VFHL vk \ {st}
B) AVt = AP 4 (Ak — ok ).
ii) Else, partially repair node s; with A@
A) rbFt =k Ak
c) Xé?t = [(Fst - TSt )/Fsti
— Link Repair Resource Allocation
a) For each link e € {I'* [ EF}
St, Syt,

with rl_jt units required.

units.

i) If A’€ > F,, repair link e.
A) Efep, E!fep U {e}s EFFTL « EF\ {e}.
B) Ak = Ak —F..
b) Akl = Al;;l + Ak
o DC Recovery Phase:
— DC Repair Resource Allocation

a) If Dpepng = 0, invoke Algorithm 3 to select DC dy
D¥ which satisfies Tp.
i) If AR > Fy,, fully repair DC dj.
A) DI:ipl — Dgiplu {di}; DFFL « DR\ {d;}.
B) ANl = ARFh 4 (AR — Fy,).
ii) Else, partially repair node d; with A’B units.
A) Dpend =1 D'rep — Dfep U {dt}
B) rk+1 =Fy, — A%

b) Else, get DC dy € Drep with r{’}t units required.
1) If A’“ > rd , fully repair DC d;.
kpend _k:O leJrl «~ DF \ {dt}
B) ADTE = AT (Al k).

ii) Else, partially repair DC d; with A% D
k+1 — ok k
A) Ta, =Td, — AT
c) Y, dt :i(th 7T§t+1)/thi

units.

k k k
2) R _devk Y oeccRE ey * X v *YdeDkep*ac}.
3) Vrkf;ig;l <~ V'rkep’ E'll?jl <~ Efepﬂ D'Ilfcjl <~ Dﬁep
4 k=k+1

Algorithm 5 Joint Progressive Network and DC Recovery with

Adaptive Resource Allocation (JPR-AR)

Input: G(V, E), G(V,E), D, D, C, D¢, ac, lmaz, AY, A%, A%,
k

k _ _ _ _ _
Tsevs rdeD’ FseV» FeeE’ FdED, Tser TdeDv Tn, Tp.

Output: V%), Efep, Doy, R
Initialization: k = 1. V¥ «— V; E¥ « E; D* « D. V}}
Bk« E\E;DF,_ <+ D\D.

rep rep

1) While {V* and E* and D*} # empty
o Network Recovery Phase:

— V\V;

— Node Repair Resource Allocation

a) Invoke Algorithm 6 to select node s; with r?t units
required.
b) If A¥ > r’jt, fully repair node s¢.
1) rep rep U {St}; Vk+1 — Vk \ {St}‘
i) AYTh = AT 4 (A — k).
c) Else, partially repair node s; with AI‘“, units.
1) rep rep U {St}
ii) rk'H A’C
d Xf = [(FSf LR

— Link Repair Resource Allocation
a) For each link e € {I'* i 0 EF}
st NG,

i) If Ak > F., repair link e.
A) Effep — Efep U {e}; EFFL « EF\ {e}.
B) Ak = Ak —F..
b) Akl = A’;;l + Ak
o DC Recovery Phase:
— DC Repair Resource Allocation

a) Invoke Algorithm 7 to select DC d; € D* with r’;t
units required.

b) If Ax > rk
i Df,, « D’;ep U {d}; DFF <« DF\ {d;}.
i) Ak+1 Ak+1 + (Ak) _Tdt)

c) Else, partially repair node d; with A’B units.
i) D, < DF.,U{d:}.

fully repair DC d;.

ii) rk‘H — rs — Ak
&) VE  [(Fa, =5/ Fa,).
k_ k k
2) R" = ZSGVk ZCEC{R(C s) *X EVk * YdeDkep *ac}.
3) V’rlggl — V'rkep’ E’EEP - ETEP’ D"I?Ep = DTEP
4) k=k+1.

On the other hand, in step (b), if Vpenq is 1, i.e., repair of node s¢
is pending, available resources A are allocated to the partially active
node s;. In step (b.i), if the resources are sufficient for full recovery,
Vpena is set to 0 and A’{}, VT";P, and V* are updated accordingly.
Otherwise, node s; is still partially repaired in step (b.ii) and rk“ is
updated accordingly. In step (c), serving capacity of node s; at stage
k, X ft is obtained as fraction of the allocated resources out of total
required resources, ((Fs, rhM')/F.,); X% is 1 for fully repaired
nodes and any value 0 < n < 1 for partially repaired nodes.

Under link repair resource allocation, there are no partial re-
pairs and hence depending on resources availability, links are either
repaired or not repaired. In step (a), for each failed link e between
node s; and its set of neighboring nodes NN, Skf, if available resources
are sufficient, i.e., (A% « F., ) then link e is repaired and e is added
to ETEp and removed from E*. Any remaining resources (A B Fe)
are reserved for further repairs.

The DC repair resource allocation step in DC recovery phase
works in a similar manner as node repair resource allocation. A
failed DC d; is selected for repair using Algorithm 3 and available



Algorithm 6 JPR-AR Node Repair Selection

1) For each test node s; / V* with r?t required units,
k k k k k .k
a) If St / ‘/'rep and st Nk / Ereps ‘/test € VTeps Etest €
e NE,

Ejfep.
b) 'rkep s Bfy € ET‘Pp A Fs’i,N;“f'
c) If AV <—7’St, assumed node capac1ty X’“ =1
d) Else, X, = [(F, (r, AV))/Fs).

e) If s; supports an active DC d / Dfep (or no DC),
Dk, € D'fep. Get DC capacity, Y,¥ (if any).
f) Else, get failed DC d; / D supported by s; with 7% , units
required. Df.,, € Dmp A}yl .
i If A% <—rdt, assumed DC capacity Yd’j =1
ii) Else, Yy, = [(Fa, (r§, Ab))/Fa,).
9 Ri, = Yievr PeectRles Soe SXGpp <
deeD k. t| :
h) Sfank € JRE|
2) Sort S% .. in descending order of R'S“t value.
3) Select node s; with max th value.
a) If recovery time 7%, > T'v, select node s; for repair.
b) Else, select next best node s; within T constraint.

Algorithm 7 JPR-AR DC Repair Selection

1) For each test DC d; / D* with rfjt units required,
a) If di / D'repv Dtest € Drep
b) Else, Dtest € Drep A Yyl .
o) If A% <—rd , assumed DC capa01ty Yd =1.
d) Else, Vi = [(Fa,  (h,  Ab))/Fal.
e) If DC d; has an active supporting node s / V.
node capac1ty, X ‘/teet € Vrkep» Etest € Erep
f) Else, get failed supporting node s; / V* with Ts,, units

k
Etest € Ev‘ep /\I—'St’Nict-

eps et

k
rep

i) If AV <—r5t, assumed node capacity Xst = 1.
ii) Blse, X{, = [(Fs, (rf, AV))/Fs,].
g Rst = Zsevt’zst Zcec}Rl(cc,s <ae < X
YdeDk R |
h) Dmnk € JRg,| -
2) Sort DF, . in descending order of let value.
3) Select DC d; with max RZ , value.
a) If recovery time Ty, > T'p, select DC d; for repair.
b) Else, select next best DC d; within 1p constraint.
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DC resources A¥ are allocated following the SR strategy. After
full/partial repair of DC d;, A%, D m,p, and D* are updated accord-
ingly. Serving capacity of DC dy, Y,¥ , 18 obtained as fraction of the al-
located resources out of total required resources, ((Fy, rfj“) /Fa.);
det is 1 for fully repaired DCs and any value 0 < n < 1 for partially
repaired DCs.

In step (2), final cumulative weighted content reachability at stage
k, R* is computed using anycast routing with erp, D,]fep, Efep, nd
the partial capacities X and Y,}. The algorithm then moves to the
next stage and allocates resources for ongoing repairs if Vjeyq and/or
Dpena are 1. Otherwise, the algorithm selects new elements for repair
and the process continues until all failed components are repaired.

2) JPR-AR Algorithm: JPR-AR heuristic incorporates repair re-
source availability in the selection of network nodes and DCs to be
repaired. In contrast to SR strategy, where JPR-SR selects nodes and
DCs for repair with the assumption of full recovery (and hence full

capacity) irrespective of resources availability, JPR-AR selects nodes
and DCs based on actual recovery or serving capacity potential of the
elements with the available resources. Hence, the selection process
is resources-aware during reachability metric computation to reflect
the actual content reachability that can be achieved at a stage with
the given resources.

As shown in Algorithm 5, node selection is determined in the net-
work recovery phase using JPR-AR Node Repair Selection algorithm
and DC selection is determined in the DC recovery phase using JPR-
AR DC Repair Selection algorlthm In Algorithm 6, in steps (l.a,
1. b) for each test node s; in V*, test set of nodes, links, and DCs,
V.., EF .., and DF ., are formed for reachability computation as in
Algorithm 2 with the exception that if node s; is a partially repaired
node (i.e., s¢ / VT'ZP) and if its adjacent links are repaired (i.e.,
Fk NE / Efep), then VE,, is VT.kep and EF., is Efep. In steps

(l.c, 1. d), possible serving capacity of node s;, X ft is determined
by assuming allocation of available resources, A%. If resources are
sufficient for full recovery, Xk , is assumed to be 1, otherwise, x* i
assumed based on A and resource requirement Fi,. In steps ( ] e,
1.f)), if node s; supports a fully or partially repaired DC d; with
serving capacity dew then DL, is Dfep and if s; supports a failed
DC dy, D}., is formed by joining d; with Df., and Y} is assumed
based on Fj, and A% Content reachability with test node s, R';t
is computed in step (1.g) with VEo, EE.., and DE, considering
X ft and Yd’i. The algorithm then selects the node s; with highest
Rf , value such that T, satisfies T'x. Similarly a failed or a partially
repaired DC is selected for repair in Algorithm 7.

After the node and DC selection, the resource allocation procedure
is similar to JPR-SR except that there is no notion of pending repairs.
In Algorithm 5, at stage k, the selected node s; and DC d; are either
fully repaired or partially repaired depending on available resources
at that stage. In stage k& + 1, JPR-AR runs new selection process
through Algorithm 6 and 7 with the newly available repair resources.
As a result, an element currently under repair or a new element
can be selected for repair, whichever leads to maximum content
reachability at that stage. Hence, a partially repaired element may
be fully recovered at a much later stage and in the meantime, other
elements can be selected for repair. The process continues until all
failed nodes, links, and DCs are fully recovered.

The AR strategy allows the selection process to “adapt” to the
available repair resources at each stage. However, such strategy
requires flexible resources management, meaning that the repair crew
and resources have to be able to move to different repair sites
in between stages as the strategy may select different locations at
different stages even if recovery at one location is not complete. On
the other hand, SR strategy requires repair process at one location to
be fully complete before moving to other locations. Depending on
the flexibility of the repair crews, the two strategies can be chosen
accordingly.

V. ILLUSTRATIVE NUMERICAL EXAMPLES
A. Simulation Setup

To evaluate the performance of different progressive recovery
algorithms discussed in this study, we use gain in cumulative
weighted content reachability (R) in the network at each stage of the
repair process as the performance metric. It represents the amount
of additional reachability that is recovered in the network after
services are disrupted due to disaster. Hence, it excludes any existing
reachability in the network prior to the disaster. We simulated over
a number of network topologies with different settings as discussed
in the following sub-sections. For our simulation, we consider that
contents are uniformly distributed among the DCs and that all user



nodes request all contents. Each content is assigned «.. on a scale of
1-10 using a uniform distribution. We consider l,,q. as the number
of hops between the serving DCs and the requesting nodes.

B. Benchmark with ILP

We start our numerical analysis by evaluating our proposed JPR
heuristic and ILP model on 14-node NSFnet topology with a possible
EMP attack as shown in Fig. 3. There are 6 DCs located on 6
supporting nodes in the network and, for our simulation, we consider
that nodes, links, and DCs in the red disaster zone are failed with
probability 1. Number of contents = 30 (low numbers due to limited
scalability of ILP), number of replicas per content = 2 to 3, [, = 4.

DC1

Fig. 3: 14-node NSFnet topology with possible EMP attack span.

We compare the per-stage gain in content reachability R of JPR
algorithm and ILP model as shown in Fig. 4. Upon full recovery in
the network, all approaches attain the maximum content reachability
and hence the reachability values are normalized to the highest value
and other values are adjusted accordingly. Therefore, the lowest
value 0 represents start of disruption in content reachability due
to disaster and the highest value 1 represents maximum content
reachability due to full network recovery. The subsequent stages
show the recovered cumulative weighted content reachability in the
progressively recovering network after the disaster.
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Fig. 4: Comparison of recovered cumulative weighted content
reachability R at each stage from ILP model and heuristic.

As per our initial joint progressive recovery model assumption,
number of repair stages, K = max tnumber of failed nodes, number
of failed DCs| which is 7 in this case. We show that our JPR
algorithm follows closely the upper bound obtained from ILP. The
repair sequences of the failed nodes and the failed DCs obtained
from the ILP model are: }8, 6, 5, 7, 10, 9, 4] and }4, 3, 2, 5|,
respectively. The repair sequences of the failed nodes and the failed
DCs obtained from our heuristic are: }8, 6, 5, 7, 10, 4, 9] and }4,
3, 2, 5|, respectively. The first two selected nodes, nodes 8 and 6,

have two active end nodes each, hence after repair, the DCs on these
nodes (DCs 4 and 3) can serve most number of users in the network
leading to maximum content reachability at the initial stages.

C. Results on Larger Networks

1) Results with 24-node USnet topology: To demonstrate the
benefits of JPR algorithm over disjoint approaches, we simulated
over 24-node USnet topology with a possible EMP attack as shown
in Fig. 5. There are 10 DCs located on 10 supporting nodes in the
network and nodes, links, and DCs in the red disaster zone are failed
with probability 1. Number of contents = 100, number of replicas
per content = 2 t0 4, l;naz = 2. As per our model, depending on the
number of failed components in the network, total number of stages
required for full recovery is 8.

Fig. 5: 24-node USnet topology with possible EMP attack span.

TABLE II: Node and DC repair sequences for JPR, DJPR-Greedy,
and DJPR-Random algorithms for 24-node USnet topology.

Node repair sequence
12-17-16-15-22-23-24-20
16 - 17 -12-22-15-20-23-24
23-16-22-20-24-15-12-17

DC repair sequence

5-7-9-6-10
9-10-6-5-7
6-5-10-9-7

JPR
DJPR-Greedy
DJPR-Random

JPR
DJPR-Greedy
DJPR-Random

We compare our JPR algorithm with greedy and random DJPR
approaches and the sequences in which nodes and DCs are repaired
in the three approaches are shown in Table II. As described in Section
III-B, greedy disjoint approach selects nodes and DCs for repair
independently with individual objectives rather than a joint objective
and random disjoint approach selects nodes and DCs randomly.
Hence, in stage 1, DJPR-Greedy selects node 16 which has the
highest nodal degree in the physical network and DC 9 which
contains more important contents (and DJPR-Random selects node 23
and DC 6 randomly). However, these selections do not contribute to
content reachability as the selected DCs do not have active supporting
nodes and the selected nodes do not have many active neighboring
nodes at stage 1. Our JPR approach selects node 12 and DC 5 which
leads to maximum content reachability.

We also compare the per-stage gain in content reachability R of
the three approaches as shown in Fig. 6. The results for DJPR-
Random approach report an average over multiple simulation runs of
the random DJPR algorithm. The reachability values are normalized
to the highest value and other values are adjusted accordingly. We
show that our proposed JPR algorithm provides significantly higher
content reachability at the initial stages compared to the disjoint



(DJPR-Greedy and DJPR-Random) approaches. In the first repair
stage, only our JPR approach provides additional content reachability
in the network after the disaster, while the other approaches fail
to provide any content reachability to users. In stages 2 and 3,
JPR provides almost 4 times and 3 times more reachability than
the disjoint approaches, respectively. In post-disaster recovery, the
first few stages are more crucial due to immediate urgency and our
approach is most effective in the first four stages. As nodes and
DCs get repaired progressively in both joint and disjoint approaches,
network gets more connected and more contents become available
providing higher flexibility in routing and reachability. Hence, all the
approaches converge towards same reachability even though the node
and DC repair sequences are different.
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Fig. 6: Comparison of gain in cumulative weighted content reachability
R between joint and disjoint progressive recovery approaches.

In Fig. 7, we compare the total amount of recovered user requests
(denoted by R’Z,S) in the post-disaster network at each repair stage
by joint and disjoint approaches. Here, we also show the distribution
of content priority in the user requests based on «.. The contents are
classified as low-priority (1 < a. > 4), medium-priority (4 < e >
7), and high-priority (7 < a. > 10). All the values are normalized
to the highest value (total amount of contents); The bars represent
different approaches based on color map and the segments in each
bar represent the content priority.
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Fig. 7: Comparison of amount of recovered user requests R¥ . with
priority distribution between joint and disjoint approaches.

We show that in the first stage, only JPR approach allows users to
access all types of contents. In the next two stages, users can access
on average 3 and 4 times more high-priority contents compared to
disjoint recovery approaches, respectively. Our JPR algorithm favors

reachability to important contents since reachability computation
takes into account of content priority. Access to important contents
immediately after a disaster can be very crucial.

Next, we evaluate our resource-aware progressive recovery ap-
proaches by comparing our joint approach with greedy disjoint
approach. We employ the two resource allocation strategies called
selective resource allocation (SR) and adaptive resource allocation
(AR) in both JPR and DJPR-Greedy algorithms. The simulation
parameters used in resource allocation strategies (such as, per-stage
resource availability, per-element resource requirement, etc.) are
given in Table III.

TABLE III: Simulation parameters used in resource-aware recovery
approaches for 24-node USnet topology.
A"“/ JE/D = available network / DC repair resources in units at stage k
Fs/e/q = Total resource requirement in units of node s / link e / DC d
T,,q = Total recovery time of node s / DC d

TN = 24 hrs Node repair resources
A@, k=1..11 | 100, 80, 20, 70, 90, 100, 50, 60, 30, 100, 10
Nodes 12 15 16 17 20 22 23 24

Fs 110, 80, 50, 130, 60, 100, 90, 70

Ts 16, 12, 8, 20, 15, 10, 14, 10
Tn = 24 hrs Link repair resources
A’]f:, k=1.11 50, 50, 50, 30, 40, 50, 10, 20, 40, 60, 20

Links All failed links
Fe 30 for all links

Tp = 60 hrs DC repair resources

AkD, k=1..11 | 100, 50, 20, 70, 80, 50, 100, 20, 40, 80, 100
DCs 56 7 9 10
Fy 120, 70, 50, 100, 90
Ty 30, 15, 23, 30, 28

We can see that with the simplistic resource constraint (full repair
of one node and one DC per stage), the recovery approaches required
8 stages in total for full recovery of the network as shown in Fig.
6. Whereas with realistic resource allocation strategies, the same
network with same setup requires 3 additional stages for full recovery
as shown in Fig. 8 because, based on available resources, some
components require multiple stages to be fully repaired. The sequence
of node repair and DC repair of JPR and DJPR-Greedy approach with
SR and AR strategy are shown in Table IV. Here, (p) and (f) denotes
partial repair and full repair, respectively.

TABLE IV: Resource-aware node and DC repair sequences for
JPR-SR, JPR-AR, DJPR-Greedy-SR, and DJPR-Greedy-AR algorithms
for 24-node USnet topology (based on Table III).

Node repair sequence
12p - 12f - 17p - 17f - 16f -
15f - 22f - 23f - 24p - 24f - 20f
12p - 17p - 16p - 15p - 22f -
23f - 24f - 20f - 16f - 17f - 15f - 12f
16f - 17f - 12p - 12p -
12f - 22f - 15f - 20p - 23pf - 23f - 24f
16f - 17f - 12p - 12p -
12f - 22f - 15f - 20p - 23pf - 23f - 24f
DC repair sequence
S5p-5f-7t-9p-9f-6f - 10f

JPR-SR

JPR-AR

DJPR-Greedy-SR

DJPR-Greedy-AR

JPR-SR

JPR-AR

S5p-7f-9p- 6f-9f-10p - 10f - 5f

DJPR-Greedy-SR

9f - 10p - 10p - 10f - 6f - 5p - 5f - 7f

DJPR-Greedy-AR

9f - 10p - 10p - 10f - 6f - 5p - 5f - 7f

We compare the per-stage gain in cumulative weighted content
reachability R of JPR-SR and JPR-AR approaches with DJPR-
Greedy-SR and DJPR-Greedy-AR approaches as shown in Fig. 8.
The reachability values are normalized to the highest value and



other values are adjusted accordingly. We show that with both
resource allocation strategies SR and AR, our joint approach performs
significantly better than the disjoint approach. In the first stage, only
JPR provides content reachability to users. In the initial stages 2 -
5, compared to DJPR-Greedy approach, our JPR approach provides
about 2 to 2.5 times higher content reachability with SR strategy, and
about 3 times higher content reachability with AR strategy.
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Fig. 8: Comparison of joint and greedy disjoint approaches with
selective (SR) and adaptive (AR) resource allocation strategies.

The performance of the two strategies is similar at the later stages
but at the initial stages, AR strategy performs better (significantly in
stage 5) since it “adapts” the resource availability at each stage in
the node and DC repair selection algorithms and hence resources are
better utilized towards providing higher content reachability. We also
show that the different strategies do not affect DJPR-Greedy approach
since there is no intelligent resource-aware joint selection of repair
elements in disjoint recovery approach.

Fig. 9: 36-node USnet topology with 24 DCs and possible EMP attack
span.

2) Results with 36-node topology: Post-disaster recovery ap-
proaches can be highly dependent on topological attributes (such as,
network connectivity, DC placements), content and demand distribu-
tion, resource availabilities, etc. In order to get a better understanding
of our proposed recovery schemes, we simulated over a more realistic
layout of US-wide 36-node network topology with 24 DCs (loosely
based on a major operator’s DC location map [28], [29]) as shown
in Fig. 9. Note that there are higher number of DCs in the US west
coast and east coast regions due to higher strategic importance and
population density. Similar to our previous simulation, we consider
a possible EMP attack and nodes, links, and DCs in the red disaster
zone are failed with probability 1. Number of contents = 100, number
of replicas per content = 2 t0 6, lynmee = 2.
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Fig. 10: Comparison of gain in cumulative weighted content
reachability R between joint and disjoint progressive recovery
approaches.

We first evaluate our JPR approach and the greedy and random
DJPR approaches without any resource allocation. The total number
of stages required for full recovery is 10. We compare the per-
stage gain in cumulative weighted content reachability R of the three
approaches as shown in Fig. 10. We show that JPR algorithm provides
significantly higher content reachability at the initial stages compared
to the disjoint (DJPR-Greedy and DJPR-Random) approaches. In the
first three stages, our JPR approach provides about 1.5 to 3 times
higher recovered content reachability in the network after the disaster
compared to the disjoint approaches.
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Fig. 11: Comparison of joint and greedy disjoint approaches with
selective (SR) and adaptive (AR) resource allocation strategies.

To analyze our resource allocation strategies in this network,
we compare the per-stage gain in cumulative weighted content
reachability R of our joint and greedy disjoint approaches with
SR and AR strategies as shown in Fig. 11. We can see that with
resource allocation, the recovery approaches require 15 stages in
total for full recovery. We show that with both resource allocation
strategies, our joint approach performs significantly better than the
greedy disjoint approach. In the initial stages 1 to 6, compared to
DJPR-Greedy approach, JPR approach provides about 1.5 to 1.9
times higher content reachability with SR strategy, and about 1.8 to
3 times higher content reachability with AR strategy. The AR strategy
is more effective (significantly in stages 2 and 4) due better resource
utilization.



VI. CONCLUSION

In today’s world, any disruption in cloud networks can mean severe
impact on businesses and individual users. Enterprises providing
cloud services through owned or leased DCs can lose millions in
terms of customer data if their infrastructures fail. That is why,
disaster recovery is a huge part DC and network management and
providers are exploring new ways to secure their infrastructures
against failures. However, failures due to large-scale disasters can
be unavoidable at times. After a disaster in cloud network affecting
both DCs and the underlying network, it is very important to plan
a recovery strategy which can resume maximum amount of services
possible with post-disaster limited resources. We proposed a joint
progressive network and DC recovery (JPR) scheme which selects
the sequence in which failed network elements and DCs should
be repaired in a coordinated plan such that cumulative weighted
content reachability to users is maximized at each repair stage. We
solved an optimization model as a benchmark of our heuristic and
showed that our algorithm performs closely. Compared to disjoint
progressive recovery approach in which network repair and DC repair
are independent with separate objectives, our joint approach provides
significant improvement in users’s reachability to important contents
especially at the initial repair stages which can be crucial. Our
joint progressive recovery model initially assumed a simplistic repair
resource constraint which allows full recovery of one network node
and one DC at each repair stage. We then employed more realistic
resource-aware approach in our joint recovery scheme and proposed
selective and adaptive resource allocation strategies. These strategies
consider both full and partial recovery of network nodes and DCs
and allocate repairs based on resource availability at each stage.
Our results show that adaptive resource allocation strategy lead to
better resource utilization in providing higher content reachability to
users. In post-disaster cloud recovery, our methods can benefit fast
service restoration and efficient resource allocation through a joint
and coordinated network and DC repair scheme.
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