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Oxidation and corrosion have a significant economic footprint. Mo-based alloys are a strong candidate for
structural materials with oxidation resistance at high temperatures. However, understanding of the mecha-
nisms remains limited as experimental techniques do not reach atomic-scale resolution. We examined the
mechanism of oxidation of MosSi (A15 phase) in Mo—Si—B alloys, the emergence of a superficial silica scale,
and explain available experimental data up to the large nanometer scale using chemically detailed reactive
simulations. We introduce new simulation protocols for layer-by-layer oxidation and simple force fields for
the reactants, intermediates, and products. Growth of thin superficial silica layers as a function of tempera-
ture and oxidation rate on the (001) surface involves the formation of silica clusters, rings, and chains with
pore sizes of 0 to 2 nm. An increase in temperature from 800 to 1000 °C slightly decreased the pore size and
lead to less accumulation of Mo oxides at the interface, consistent with observations by electron tomography
and energy dispersive X-ray spectroscopy (EDS). The elimination of gaseous MoO, is essential to form open
channels and much larger pores up to 100 nm size as observed by 3D tomography, in-situ transmission elec-
tron microscopy (TEM) and scanning electron microscopy (SEM) as the oxide phase grows. According to the
simulation, these large pores would otherwise be closed. The rate of oxidation, represented by successive
oxidation of layers of variable thickness per unit time, influences the structure and cohesion of silica layers.
High rates of oxidation can destabilize and break apart the silica layer, supported by a very wide pore size
distribution in electron tomography. Limitations of the simulations in time scale currently restrict the analy-
sis to few-layer oxidation. Within these bounds, the proposed simulation protocols can provide insight into
the oxidation of (hkl) surfaces, grain boundaries, and various alloys compositions up to the 100 nm scale in
atomic-level detail.

© 2020 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Alternative candidate alloys require a high melting temperature
(Twm), high tensile strength, sufficient ductility, fatigue resistance, and

Oxidation and corrosion are a challenge that consumes about 3.4%
of the global gross domestic product [1]. Much of this cost distributes
across industry sectors such as transportation and building infra-
structure, defense, and aerospace, consuming valuable natural
resources. For example, jet engines and power turbines are exposed
to some of the hottest environments that materials have to bear [2].
The operational demands of such devices expound the physical limits
of present-day Ni-based super alloys and limit the feasible lifetimes
[3]. Customized cooling systems allow for increased temperature
operation of the engines at the expense of reduced efficiency, how-
ever, they also pose a heavy burden on the energy requirements and
increase environmental pollution [4].

* Corresponding author.
E-mail address: hendrik.heinz@colorado.edu (H. Heinz).

https://doi.org/10.1016/j.actamat.2020.01.048
1359-6454/© 2020 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

above all oxidation resistance. Example metal components are Mo
and Nb, and Mo-Si—B alloys have become a prime candidate for
meeting these goals as reported in several studies [2,4,5]. One of the
primary advantages of Mo—Si—B alloys over competing Nb-based
alloys is a higher melting temperature and expected superior oxida-
tion resistance. Compared to Nb-oxides, a protective borosilicate
layer formed on Mo—Si—B alloys is believed to be the main reason for
this higher, yet not adequately studied oxidation resistance. Never-
theless, studies on oxidation resistance have been mainly conducted
at the microscale [G]. A broader adoption of Mo—Si—B alloys for high
temperature applications hinges on understanding the oxidation
characteristics.

Therefore, it is essential to understand the mechanism of silicate
formation across the various stages of oxidation from the atomic
scale to the microscale. Among various molybdenum silicides, MosSi
(an A15 phase) is the most Mo-rich phase and expected to oxidize
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faster [5]. In this study, we employ to-date unused molecular dynam-
ics (MD) methods with a novel reactive force field to analyze the sur-
face oxidation mechanisms of MosSi from the atomic scale to the
large nanometer scale at realistic temperatures. No prior simulations
have been reported at this scale due to lack of methods and suitable
potentials, and current experimental techniques do not reach a reso-
lution higher than few nanometers. The reactive force field is based
on the Interface force field (IFF) [7], which was augmented to
describe the alloy, silica, and MoOs by nonbonded-only interactions
that allow unbiased changes in silica morphology upon oxidation of
the alloy phase [8—10].

A high percentage of the Mo phase in Mo—Si—B alloys is impor-
tant to provide ductility in targeted mechanical applications, how-
ever, the Mo phase also reduces the oxidation resistance due to
volatile MoOs; formation at high temperature. Therefore, all aspects
of oxidation must be carefully studied in order to reach a balance
between good mechanical properties and minimal corrosion.
Mo-Si—B alloys begin to oxidize at a temperature of ~500 °C with a
rapid weight gain due to the formation of oxide. Between 500 and
650 °C, the alloy experiences a linear weight loss due to initial MoO3
sublimation and borosilica formation [6,11]. The next stage of
650—750 °C involves most rapid oxidation accompanied by sublima-
tion of volatile MoOs gas and migration of initially formed MoO, solid
across the surface. Interestingly, pure MoOs melts at 795 °C and boils
at 1155 °C [12] while Floquet et al. observed in an x-ray study that
pure Mo forms MoOs and evaporates rapidly above ~500 °C leaving
small voids [13]. Likely, the exothermic heat of formation leads to a
higher local temperature at the surface than the average tempera-
ture, inducing sublimation of MoOs. Violent MoOs evaporation in this
intermediate temperature range initiates what has been called the
“pesting process” [14]. The pesting process in molybdenum silicides
is the accelerated oxidation that results in disintegration of the com-
pound to a lump of powder [4,15]. It is then likely that the viscous
oxides of silicon and molybdenum do not form a continuous layer,
which would slow down the oxidation. Above 800 °C, however, a
continuous and less viscous oxide layer forms that slows down the
oxidation process and the mass loss due to forced evaporation of
MoOs [6,16,17]. Pure silica versus borosilica hereby affects the retar-
dation of oxidation differently. Some studies with Al impurities intro-
duced into the A15 phase (MosSi) also reported a reduced mass loss
[18,19]. These complex oxidation processes are not yet well under-
stood and more in-depth knowledge of the mechanisms, especially at
high temperature, is important. The silica morphology, and especially
porosity, are important factors that control and inhibit further oxida-
tion of the A15 phase as the accessibility of the alloy surface by oxy-
gen is reduced.

While it is not feasible to answer all open questions in a single
study, simulations can effectively complement experimental imaging
and dynamic in-situ monitoring of the oxidation reactions. However,
to-date, modeling of an oxidation or corrosion process at a practical
scale has been difficult even for simplest materials. Ab initio techni-
ques are prohibitively expensive for large scale simulations at realis-
tic temperatures such as the present study, even with the simplest
energy functionals and basis sets [20,21]. Surface energies of metals
also deviate up to 50% from experimental values even with advanced
density functionals [22,23]. In contrast, recent force fields such as IFF
reproduce surface and interfacial properties with less than 10% devia-
tion from experiment [7,10] and have shown quantitative predictions
in modeling crystal growth [24,25], surface catalysis [26], and
induced charges [27]. Therefore, we choose molecular dynamics
techniques with force fields tailored for reactive surface simulations,
and a new method to probe layer-by-layer oxidation of the alloy.
Using new models for the alloy and the key oxide phases, this study
provides new insight into the dynamics and mechanisms of the oxi-
dation reaction (Fig. 1a), the role of MoO3 evaporation, and resulting
silica morphologies for different temperatures and reaction rates. We
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Fig. 1. The oxidation reaction of MosSi, the structure of the unit cell, and a schematic of
the reaction in an atomistic model. (a) The reaction on the surface of MosSi above 800 °
Cleads to an amorphous layer of silica and forced evaporation of MoOj3 gas. (b) A model
of the unit cell of MosSi, shown for an ideal geometry of the A15 intermetallic phase
(B-W). Si atoms form a bcc superlattice and the Mo atoms occupy positions on the
faces. X-ray data for MosSi show some deviations from the ideal A15 structure (ref.
[32]). (c) The oxidation reaction leads to formation of a superficial porous silica layer.
Incoming oxygen molecules diffuse through this layer and react with the alloy surface,
generating MoOs gas and growing the porous silicon dioxide layer. The preferred
structure of gaseous MoOjs is a trimeric cluster (see inset and ref. [33]). (For interpreta-
tion of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

employ models of the common (001) surface of MosSi (Fig. 1b) and
simulate the oxidation reaction on the 10—100 nm scale (Fig. 1c) in
comparison to TEM data [28], electron tomography [29,30] and EDX
measurements [31].

2. Methods

In the following, model building, the simulation protocol for the
oxidation reaction, the analysis of mechanisms and product structure
including pore size, and the force field parameterization are
described.

2.1. Model building

Models of Mo5Si were built using the cubic MosSi crystal structure
according to data from X-ray diffraction [32]. The unit cell contains
eight atoms (six Mo and two Si atoms) (Fig. 1b). Si atoms are located
at the corners and at the center of a BCC superlattice while two Mo
atoms reside on each face representing mutually orthogonal planes.
We employed 10 x 10 x 10 nm?> supercells for most simulations as
well as 100 x 100 x 100 nm? supercells for large-scale simulations,
containing approximately 64 million atoms, to explore the size-
dependence of silica morphology.

2.2. Protocol for reactive simulations

We employed a new protocol of layer-by-layer oxidation of the
intermetallic compound and relaxation of the products after every
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reaction cycle by molecular dynamics simulation (Fig. 2a). The simu-
lation of the reaction started with a model of crystalline MosSi. Upon
identification of the topmost atomic layer on the (001) surface of
MosSi, adjustments in the composition from reactants to products
were made, including the correct stoichiometry of the reaction and
relaxation of the oxide products by molecular dynamics simulation.
Details of the reaction mechanism on the scale of individual bonds,
including O, dissociation and elementary steps of forming SiO, and
MoO, were disregarded in this first study because current under-
standing is rather limited and the computational implementation
would be difficult. The (001) surface was chosen since it has the low-
est surface energy of ~2.5 J/m? in comparison to (110) and (111) fac-
ets according to DFT calculations (Table S1 and Section S1 in the
Supplementary Information). The (001) surface likely covers a domi-
nant portion of the MosSi surface, and the computed surface energy
is close to a stoichiometric average of experimental surface energies
for Mo and Si (~2.5 J/m?) [34].

In more detail, (1) first an atomic layer on the (001) surface of a
given thickness was converted from the metallic state to the oxide
state by addition of O atoms above the surface (Fig. 2a) to match the
SiO, stoichiometry, and Mo atoms were replaced with MoO3; mole-
cules (one Mo replaced with a monomer unit of MoOs). A typical
layer thickness per reaction cycle was 0.25 nm, and the layer thick-
ness was varied to model different reaction rates (Fig. 2b). (2) Atomic
charges and atom types (force field types) for Si and Mo in the reac-
tion layer were changed from those used in the alloy to those used in
the oxides to represent the new chemical environment. The new
atom types and charges describe Si and O in silica (SiO;) with an
approximate nonbonded potential that allows structural changes.
We also employed one potential type for MoOs, which was repre-
sented as a single coarse grain bead for simplicity and to enable
experimental-scale simulations (Table 1). (3) After the reaction of the
chosen atomic layer, molecular dynamics simulation in the NVT
ensemble was carried out for 200 ps to relax the updated silica
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Fig. 2. Simulation protocol for the oxidation reaction of MosSi and formation of a
superficial silica layer. (a) Sequential oxidation of the MosSi alloy phase one
monolayer at a time on the thermodynamically stable (001) facet. (b) The relative
rate of oxidation was varied using various increments per reaction cycle of
Az =0.1,0.25, 0.5 and 1.0 nm.

Table 1
Force field parameters for silica, bulk MosSi alloy, and MoOs3 gas.

12-6 1J (CVFF, CHARMM, AMBER)

atom/unit charge (e) oii (A) &i (kcal/mol )
Si (silica) +2.4° 1.80 0.300

0 (silica) -12 347 0.027

Mo (metal) 0.0 2.99 5.0

Si (metal) 0.0 455 3.0

MoO; (gas)© 0.0 4.49 0.3¢

2 The unit kcal/mol is routinely used in many simulation programs and
therefore given here (LAMMPS, NAMD, Forcite). Equivalent values in kJ/mol
are 1.26,0.113, 20.9, 12.6, and 1.26 from top to bottom, respectively.

b Partially oxidized Si atoms at the alloy-SiO, interface with SiO stoichiom-
etry were assigned a + 1.2e charge.

¢ Represented as a coarse-grain bead.

4" Higher epsilon values up to 1.0 kcal/mol were tested at T < 900 °C, then
leading to larger pore size.

morphology and allow the MoOs; gas to evaporate at the selected
temperature (800, 900 or 1000 °C). The time step was 1 fs and the
pairwise summation of van-der-Waals interactions employed a cutoff
of 10 A (shorter than typical 12 A to increase speed). Coulomb inter-
actions were computed using the PPPM method with a high accuracy
of 107, (4) Then, the next atomic layer was oxidized and the system
relaxed by molecular dynamics simulation again. The reaction
sequence was repeated until a certain portion of the model slab of
MosSi was oxidized. After the reaction cycles were completed, the
model system was cooled down from the reaction temperature to
room temperature over a period of 1 ns by further MD simulation to
stabilize the silica layer formed on top of the MosSi phase and carry
out the analysis.

All atoms and beads of the oxide phases had full 3D mobility,
however, the positions of the atoms in the MosSi phase were fixed to
help preserve the crystal structure of the alloy and decrease the
computational cost. The high melting point of the bulk alloy phase of
2025 °C [35] supports the neglect of the dynamics at 800 to 1000 °C
via fixed atomic positions of the alloy. The temperatures in the simu-
lation were chosen as 800, 900 and 1000 °C to represent typical labo-
ratory conditions and facilitate comparisons with measurements
[31]. Thermal expansion of MosSi was taken into account by increas-
ing the lattice parameter according to the thermal expansion coeffi-
cient from experiment [36].

2.3. Inclusion versus neglect of MoOs evaporation

In the first set of simulations, MoOs evaporation was disregarded
by simply deleting Mo atoms from the intermetallic phase during the
reaction and restricting oxidation to Si atoms only. This setup helped
explore the limit of infinitely slow molybdenum trioxide evaporation
and development of a silica scale of the highest possible density,
which is challenging to explore in experiment. All other simulations
incorporated the formation of silica, MoOs, and evaporation of MoO3
gas, which exits from the surface and changes the silica morphology
depending on temperature and oxidation rate.

2.4. Broader utility of the simulation method

The stepwise (layer-by-layer) oxidation protocol can be used to
simulate the oxidation reaction of any alloys using molecular dynam-
ics simulation (Fig. 2). The method mimics the typically slow oxida-
tion process one atomic layer at a time. The use of simple potential
functions can keep the computational cost comparatively low and
enable the analysis of sample models up to micrometer-size in one,
two, or possibly all three dimensions. The oxidation rates in the simu-
lation still remain faster than in experiment (several cm per second).
However, slower oxidation rates could be investigated in follow-on
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Fig. 3. Silica morphology after MosSi oxidation according to TEM and reactive molecular dynamics simulation, neglecting MoO3 evaporation. (a) In-situ TEM image of an oxidized
MosSi sample with 2 to 3 nm thickness of the silica layer (24 mins, 800 °C, from ref. [28]). (b) Top view onto the morphology of a 3 nm thick silica layer from reactive simulations at
800 °C (10 x 10 nm? model in the x-y plane). A 1 nm wide slab is highlighted (pink), and silica tetrahedra are shown in yellow. (c) Side view of the highlighted slab in (b) in the y-z
plane. A ~1 nm wide channel and the pore structure can be seen. (d) Top view onto the morphology of a 10 nm thick silica layer from reactive simulations using a larger model of
100 x 100 nm? size with 64 million atoms in the x-y plane. Simple removal of Mo atoms without MoO; evaporation was assumed. A small area (blue) and 1 nm wide slab (green)
are highlighted. (e) Magnified top view onto the 10 x 10 nm? highlighted area in blue in (d). A similar pore structure as in the 2—3 nm thick layer in (b) can be seen, including small
continuous regions and pores between 0 and 2 nm in size. (f) Side view of the 10 nm thick highlighted silica slab (green) in (d) in the y-z plane. The porosity is retained, however,
open channels are rare to find. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

work, for example, by oxidizing only a fraction of an atomic layer per
nanosecond, starting with islands and progression in patterns across
the surface.

2.5. Specific simulation settings

The MosSi model slabs of 10 x 10 x 10 nm® and
100 x 100 x 100 nm? size had 3D periodicity, including a thick added
vacuum slab atop the (001) surface in z direction. This setup effectively
leads to periodicity in x and y directions and an exposed (001) surface
(Figs. 2 and 3). For each layer oxidized, Mo atoms were reassigned coarse-
grained, non-bonded parameters and zero net charge to represent MoOs.
The oxidized Si atoms were reassigned the potential type and charge of
silica, and an appropriate number of O atoms was added above the silica

layer (Fig. 2a). The O atoms then migrated through the silica layer to react
with the newly released Si atoms at the interface and integrated into the
existing silica layer (see Movie S1). The topmost layer of Si atoms at the
alloy/silica interface was partially oxidized (Fig. 2a) with a charge of +1.2e,
and O atoms were added in a 1:1 ratio with a charge of —1.2e on top of
the partially oxidized silica layer to compensate the charge. The partially
oxidized Si atoms also remained part of the bulk alloy with fixed atomic
positions and ensured cohesion at the alloy-silica interface. The silica layer
was thus affected by the influx of O atoms from above and by the MoOs
beads flowing outwards from the interface (Fig. 2b). The two fluxes of O
atoms and MoOs are directly dependent upon the thickness (Az) of the
oxidized layer in each simulation cycle. The conversion of Mo to MoOs
also imposes some restraints on the reactive simulation. Assuming layer-
by-layer oxidation cycles, the layer thickness (Az) considered for each
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cycle of the reaction needs to be a multiple of the number of atomic layers
to allow adhesion of the silica layer to the alloy surface at all temperatures
(Fig. 2b). Therefore, we tested oxidation rates that correspond to intervals
of Az =0.1,0.25, 0.5 and 1 nm for each oxidation step. A larger interval
(higher Az) hereby represents a higher relative oxidation rate. The rela-
tion of these assumptions to experimental conditions and analysis of their
effects help in understanding the oxidation process (see Section 3.3).

2.6. Analysis of silica porous structure by stochastic ray tracing

The silica layer formed upon MosSi oxidation is a network of pores
of irregular shape [37]. Characterization of a porous network is a diffi-
cult task, especially for irregular shapes and sizes of the pores in the
distribution [31]. Several methods are available to characterize the
porosity of the sample when the atomic coordinates are known, and
most of these methods work specifically for 3D periodic systems
[38—40]. One method that has been successfully used to analyze
porous zeolitic crystalline phases [38,41] was extended here to char-
acterize the porosity of surface silica for the first time. The estimation
of the pore distribution is based on a Monte Carlo ray tracing algo-
rithm introduced by Willems et al. [38] and implemented in the Zeo+
+ program. The algorithm places a random spherical probe of pre-
defined diameter (0.1 A) within the porous silica layer. The probe is
then moved until it intersects with silica units which define a “ray” of
certain length. The statistics of ray lengths are representative of the
pore size distribution [42]. We utilized this method to quantify the
porosity of the silica layers.

2.7. Force field parameters for reactive simulations

We chose a widely used harmonic energy expression compatible
with multiple force fields such as the Interface force field (IFF),
CHARMM, CVFF, AMBER, and OPLS-AA to allow reliable simulations
of inorganic compounds and interfaces with water and organic com-
pounds [7,43]. The simulation of mixed oxides, phase transitions, and
morphological changes can be easier accomplished by using only
non-bonded energy terms since a bonded network with terms for
bond stretching and angle bending would constrain the morphology
and phase composition [44,45]. The simplified expression for the
potential energy E,q consisted of a term for Coulomb interactions
and a term for a 12—6 Lennard-Jones potential:

12
1 4qiqj aijj
1] y

L =allD DIk D DI 11 - B
04, nonbonded ' U ij, nonbonded y

Bonded terms such as bond, angle, torsion, out-of-plane, or
Urey—Bradley potentials were zero without loss of generality [43].

We utilized six different atom types, including Mo and Si in solid
MosSi, Si and O in SiO,, and coarse-grain beads of MoOs, as well as a
type of partially oxidized Si atoms on the alloy surface with half the
atomic charge of Si in SiO,. The metal atoms Mo and Si in the A15
phase were of zero atomic charge and the Lennard-Jones parameters
approximately reproduce the density and the surface energy [10]. No
dedicated validation of the L] parameters for Mo and Si was carried
out as the atoms in the MosSi lattice remained fixed.

A set of nonbonded parameters for silica was derived from bonded
parameters in IFF [9]. The nonbonded parameters consist of atomic
charges g; and Lennard-Jones parameters o and ¢ for Si and O atoms
(Table 1). The polarity of Si-O bonds in silica corresponds to atomic
charges of +1.0e to +1.1e for Si and —0.5e to —0.55e for O [9,46]. In com-
parison to a formal charge of +4e, ionic bonding contributes approxi-
mately 25% and covalent bonding 75%. In the nonbonded model,
atomic charges were increased to account for the total cohesion due to
internal dipoles and due to localized chemical bonding. Since ionic con-
tributions to bonding scale with the square of the atomic charge, an
increase of the Si charge near +2.0e approximately increases the ionic

contribution to the cohesive energy from 25% to 100%, whereas a for-
mal charge of +4e would strongly overestimate the total bonding and is
not suitable [46]. An estimate near +2.0e also correlates with empiri-
cally assigned Si charges in earlier nonbonded models of +2.1e (CLAYFF)
[47] and +2.4e (BKS) [48], of which only the BKS model is stable for sil-
ica and uses a more specialized Buckingham potential. We chose a Si
charge at the higher end of +2.4 + 0.2e, which enhances the structural
stability of SiO, in the simulation (Table 1). The nonbond diameter o
for Si of 1.80 A was chosen to reproduce the Si-O bond length of 1.60 A.
This o value for Si is less than half of o for the bonded model due to the
loss of electrons (higher positive charge of +2.4e), as well as due to the
loss of bonded terms and of associated exclusion rules between bonded
atoms [9]. The nonbond diameter o for O remains approximately the
same as in the bonded model [9]. The gain in negatively charge (higher
negative charge of —1.2e) causes expansion, which is approximately
compensated by contraction due to the loss of bonded terms and of
associated exclusion rules between bonded atoms. The combination of
o values and ¢ values represents the effective ratio of ionic radii of the
Si cation to the O anion, and this ratio is essential to reproduce the cor-
responding crystal lattice [49]. The relatively high ¢ value for Si of
0.3 kcal/mol (1.26 kJ/mol) supports repulsion in the L potential to
counterbalance strong electrostatic attraction (Table 1). A much smaller
¢ value for O supports deformations of the comparatively large non-
bond diameter (o) and a Si—-0 bond length of 1.60 A. However, we
caution that, while useful for the simulation of melts and glasses, the
use of nonbonded silica parameters is a rather strong simplification.

Using these parameters (Table 1), the crystal structures of
a-quartz [50] and a-cristobalite [51] from X-ray data are reproduced
with relatively small deviations from the original positions and lattice
parameters. The computed densities differ by 1.1% and 3.9% from
experimental data, respectively. The ionic model can be subsequently
applied to amorphous silica to capture changes in coordination, flow,
and buildup of porous structures using nonbond-only forces. Silicon
atoms at the top atomic layer of MosSi were also partially oxidized
(+1.2e) before full conversion to SiO,.

MoO; produced in the reaction (Fig. 1a) was represented by
coarse-grain beads using the 12—6 L] potential with parameters o
and ¢ (Table 1). We neglected the inclusion of all atoms as MoOs is
relatively isotropic and has a small dipole moment. The interaction
with silica was thus not significantly affected. The main function of
gaseous MoO3 was the creation of excluded volume in the silica mor-
phology depending on the area density of Mo and Si on the surface
and on the release rate. As details of the oxidation mechanism of Mo
and MosSi at the electronic structure level remain largely unknown,
[4,6,52] using a simple model of MoOs (and similar to MoO,) also
involves less assumptions. The parameter o represents the approxi-
mate size of MoOs in the vapor phase [33,53], and ¢ the approximate
polarizability. The increase in volume from Mo to MoOs during the
reaction creates outward pressure and exerts stress on the silica layer
that affects the stability and morphology. The MoO5 parameters were
fine-tuned by test simulations at different temperatures to maintain
adhesion of the silica layer throughout molecular dynamics simula-
tions. This rationale can also be applied to other systems where
porous oxides are shaped by evaporation of a gas.

2.8. Experimental data

Experimental data for comparison to the simulation results are
reproduced from prior publications with the exception of the 3D
reconstruction of an oxidized MosSi sample from STEM images
(Fig. 4g), which was obtained following the procedure in ref. [31].

3. Results and discussion

First, we analyzed the development of silica scale in the absence of
volatile oxide evaporation. Then, we included MoOs evaporation in
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Fig. 4. The morphology of 3 nm thick silica layers on oxidized MosSi surfaces from reactive molecular dynamics simulation and from experimental data including 3D electron
tomography and SEM images. (a-c) Snapshots from the simulation at 800 °C, 900 °C, and 1000 °C with a 10 x 10 nm? area in top view. Evaporation of MoOj3 leads to the formation
of pores and open channels. The average pore size decreases from 1.2 nm to 1.0 nm at higher temperature. The rate of layer-by-layer oxidation was 0.25 nm per cycle. (d—f) Temper-
ature effect on average pore size and pore size distribution in the models at 800 °C, 900 °C, and 1000 °C. The pore analysis is based on a ray tracing algorithm using a spherical probe
of 0.1 A diameter (see methods). (g) 3D morphology of a fully oxidized MosSi sample of approximately micrometer size obtained from a tilt series of STEM images (see ref. [31] for
the protocol). Regions of widely variable pore sizes are seen. (h) Silica morphology upon oxidation of MosSi for 10 min at 1100 °C in air obtained by SEM measurements (from ref.
[11]). The micrometer-size sample and long time scale lead to very large and structured pores, beyond feasibility of current simulations. (For interpretation of the references to col-

our in this figure legend, the reader is referred to the web version of this article.)

the simulation and explain the difference in silica structure, the effect
of temperature, and oxidation rate on the morphology in comparison
with experimental measurements. The protocol of layer-by-layer
reactive simulation of oxidation is promising to study oxidation reac-
tions at a practical scale and can be applied to other chemistries.

3.1. Silica morphology in the absence of MoO3 evaporation

In experiments, oxidation of pure MosSi at 800 °C leads to the for-
mation of a stable superficial silica layer as seen by in-situ TEM
(Fig. 3a) [28]. After 24 min exposure to oxygen at 800 °C, the sample
shows complete silica coverage on the MosSi surface with a layer
thickness of 1 to 2 nm, including nanometer-size pores. While differ-
ent (h k 1) crystallographic surfaces are oxidized at different rates, it
is apparent that the silica layer is porous enough to allow oxygen
penetration to the bulk. Grain re-orientation and movement was also
observed.

In the simulation using a (10 nm)* supercell of MosSi, we obtained
the structure of the porous silica glass in all-atomic detail (Fig. 3b).
Here, we delete Mo atoms as the oxidation progresses to exclude the
influence of volatile MoOs gas. The models show the emergence of
local silica ring and chain structures that create the porous superficial

silica phase. The porosity originates from the 3:1 stoichiometry of
MosSi in which silicon is the minor component and, upon oxidation
to SiO,, silica cannot continuously (densely) cover the alloy surface
(Fig. 3¢). Accordingly, the silica tetrahedra assume a spatial arrange-
ment with variable size distribution of clusters, rings, and chains. The
inspection of the pore structure of a 3 nm thick silica layer shows
irregularly shaped pores with sizes of less than 1 nm. The side view
of the silica layer also shows nanometer-size channels that allow
direct transport of oxygen molecules from the gas phase through the
silica layer to the MosSi surface (green highlight in Fig. 3c).

We further studied the effect model size on the results by increas-
ing the dimensions to 100 x 100 x 100 nm?>, corresponding to 64 mil-
lion atoms (Figs. 3d—f). At this very large scale of all-atom simulations,
the morphology looks comparable to the TEM images from experi-
ments (Fig. 3a). The pore size distribution is very similar to the 10 nm-
scale simulation, including local openings up to about 2 nm and con-
tinuous regions (Fig. 3d and e). The analysis of a much thicker silica
layer of 10 nm depth formed on the alloy surface, in side view, shows
that there are no remaining nanometer-sized channels that directly
connect the gas phase and the MosSi surface (Fig. 3f).

We conclude from the small and large simulations that the aver-
age pore size is less than 1 nm without MoO3 evaporation. Further
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Less MoO, trapped

Fig. 5. Trapping of MoOs in the silica layer at the nanometer scale according to reactive molecular dynamics and measurements by EDS. (a—c) The morphology of 3 nm thick silica
layers in side view at 800 °C, 900 °C, and 1000 °C shows different levels of MoOs3 inclusion (box length 10 nm). Some oxide molecules cannot exit due to the limited size of pores
and channels. More MoOy, is trapped at lower temperature and less at higher temperature in the simulation. (d) EDS mapping shows trapping of Mo oxides in the silica sample pro-

duced after complete A15 oxidation (several 100> nm?) (from ref. [31]).

tests at different temperatures (900 and 1000 °C) also showed no
noteworthy differences in silica morphology. The violent evaporation
of MoOs, if present, would break open such small pores and establish
channels in the superficial silica scale in the nascent stages as
observed in experiment [28]. For near atomically thin silica layers up
to 1 nm, the evaporation of MosSi has only limited impact on the
structure of the silica layer. For thicker layers formed upon continu-
ous oxidation in experiment, it has been shown that, after a certain
thickness in Mo—Si—B alloys, borosilicate has the potential to form a
closed layer to offer strong oxidation protection [54].

3.2. Silica morphology as function of temperature and the role of MoO3

Qualitative changes in the morphology of the silica film are seen
upon inclusion of MoO3 evaporation in the simulation of MosSi oxi-
dation (Fig. 4a—c). The silica scale (yellow) on the MosSi surface
(blue) shows larger pores as well as a larger number of direct nano-
channels from the alloy surface through the 3 nm thick silica layer.
The largest pore size is approximately 1.7 nm versus 1.1 nm in the
absence of MoOj3 evaporation (Fig. 3b and c). The distribution of pore
sizes is nevertheless broad (Fig. 4f). The average pore size decreases
slightly at higher temperature from approximately 1.2 nm at 800 and
900 °C to 1.0 nm at 1000 °C (Fig. 4a—f). The occurrence of larger pores
is diminished from 800 °C to 900 °C (Fig. 4d and e), and further shifts
to smaller pores and narrower pore size distribution with a smaller
standard deviation at 1000 °C (Fig. 4f). The smaller pore size and nar-
rower distribution at higher temperature are related to a decrease in
viscosity of silica and more rapid evaporation of MoOs. At the same
time, coarsening may act to increase the pore size, or contain the
reduction in pore size.

The data from molecular dynamics simulation are in qualitative
agreement with a reduction of pore size with increased temperature
by mapping data from elemental dispersive spectroscopy (EDS) [31].
The experiments also show that long enough exposure times will
entirely oxidize the A15 sample (Fig. 4g). 3D electron tomography of
the resulting structures shows different regions in the sample that
contain different pore size distributions, often on the order of
20-30 nm [31]. Overall, a large variation in pore size from few nano-
meters to nearly 100 nm is found and the resolution is about one
nanometer (Fig. 4g). SEM images of oxidized MosSi samples of several
micrometer size have also shown more regular silica pores of large
nanometer size (Fig. 4h) [11]. These pores can be mostly classified as
mesopores (2—50 nm) and macropores (>50 nm), consistent with
electron tomography results. Overall, silica scale formed upon oxida-
tion of the A15 phase is porous and unlikely to form a fully protective
oxide layer.

The simulations are a first step toward understanding the mecha-
nism of oxidation at the atomic scale, at a resolution that remains dif-
ficult to reach by electron tomography and microscopy methods, and
provide more detailed information about the dynamics. A major

limitation, however, is that the reaction rates in the simulation are
about 10° to 10° times faster than in experiment. Therefore, the
model systems initially develop small pores, similar as seen in experi-
ments in the initial stages (Fig. 3a). The model systems subsequently
oxidize more rapidly than in laboratory conditions, without enough
time to grow and rearrange into larger pores from 0 to ~100 nm size,
or larger near the oxide/gas interface [31].

The MoOs3 generated at the MosSi-silica interface exerts forces on
the silica and changes the morphology. The simulations show some
trapped molybdenum oxide in the porous silica (Fig. 5a—c). Trapping
of MoO, is also observed by imaging of samples with EDS (Fig. 5d)
[31]. The inclusion of MoOy is higher at 800 °C and decreases toward
1000 °C in the simulation, which is the same trend as in measure-
ments. The composition of trapped MoOy, which is solid or a viscous
liquid in this temperature range [12], maybe of variable stoichiome-
try with 2 < x < 3, and be trapped in the pores until eventual conver-
sion to the MoOs and evaporation into the gas phase [13,31]. The
model here does not further distinguish these details, assuming one
coarse-grain bead per MoOs; formula unit, and shows potential
kinetic pathways in relation to the silica morphology. It is likely that
for very long simulation times the trapped MoOs beads would even-
tually escape as a gas. Experiments have shown that for longer oxida-
tion times all trapped metal oxide vaporizes [31].

3.3. Silica morphology for different rates of oxidation

The oxidation of MosSi was studied as a function of different rela-
tive reaction rates by molecular dynamics simulation (Fig. 6). The rel-
ative rate of reaction, equivalent to oxygen partial pressure, was
represented by the magnitude of Az per reaction cycle. A thicker
layer Az oxidized per reaction cycle, i.e., per unit time, corresponds
to higher oxygen partial pressure and a higher rate. The oxidation at
a smaller rate between 0.1 nm and 0.25 nm per cycle leads to well-
defined porous silica layers, evaporation of MoOs, as well as detach-
ment of small silica particles (Fig. 6a and b). Intermediate rates of oxi-
dation of 0.25 nm per cycle increased the release of molybdenum
oxide and changed the amount of detached silica clusters (Fig. 6c).
Higher rates of oxidation of 0.5—1.0 nm per cycle, equal to the oxida-
tion of multiple atomic layers per reaction cycle, exerted excessive
pressure by the MoOs gas so that parts of or entire silica layers were
broken off (Fig. 6d, e). For these different reaction rates, two forces
oppose each other. Electrostatic interactions bind the superficial silica
scale to the partially oxidized Si atoms at the alloy/oxide interface. On
the other hand, the pressure of the evaporating MoO3 beads destabil-
izes the silica layer. Therefore, different patterns of silica morphology
and cohesion evolve, and silica pieces can break off if the mechanical
force of gas evaporation exceeds the bonding forces within emergent
silica clusters and the porous structure. In experiment, pulsed oxida-
tion is often used to set a certain reaction rate. It can be difficult to
measure the oxidation rate experimentally, however, and the
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Fig. 6. Effect of oxidation rate on silica morphology at T = 900 °C according to molecular dynamics simulation (10 nm side length). The reaction rate is represented by a variation in
sample thickness oxidized per reaction cycle Az. (a) Az = 0.1 nm represents a low oxidation rate. (b) The oxidation rate was Az = 0.25 nm for the first 0.5 nm layer thickness and
Az = 0.1 nm for subsequent layers. (c) Az = 0.25 nm represents an intermediate reaction rate. (d) Az = 0.5 nm and (e) Az = 1 nm represent a high oxidation rate, whereby the pres-
sure of released MoOs gas ruptures the superficial silica layer. The exit of MoO5 gas and, in some cases, small silica clusters can be seen.

simulations provide insight into the mechanics of the processes and
possible outcomes for MosSi oxidation.

The stability and pore size of the silica layer are further affected by
the temperature and rate of MoOs generation. Thereby, growth of a
stable silica layer also limits access of O, to the surface. Diffusion limi-
tations can slow down the reaction rate and support the formation of
large pores (Fig. 4h). In future work, the simulation protocol can be
modified to account for oxygen accessibility and to explore the
impacts of limited diffusion over longer time scales.

In addition, several aspects at the atomic and electronic scale are
still unkown. O, molecules initially undergo physisorption and exten-
sive adsorption-desorption cycles. This period continues for millisec-
onds to seconds [11] and meanwhile individual molecules develop
covalent bonds with superficial Mo and Si atoms via electron transfer
from the metal to O, molecules. Then, a series of intermediates con-
taining bound molecular O,, atomic oxygen, M-O-M bridges, MO-O-
(MO) and other motifs (M = metal) likely appears, accompanied by
multi-stage electron transfer and an increase in oxidation state. Oxy-
gen is available in excess and the reaction proceeds from the inter-
mediates to the final products such as MoO,, MoOs, other MoOy
species, and SiO,. [14] Thereby, the oxidation reaction develops
added heat and more rapidly oxidizes Mo to MoOj3 gas than Si to SiO,
(pesting), which can change the composition of the MosSi alloy near
the surface to MosSi; and other Mo—Si ratios [4,11,15,31]. The eluci-
dation of more specific details from quantum mechanical simulations
and molecular dynamics simulations would be beneficial, although it
is also challenging due to the multiscale and dynamic nature of the
process. Our method utilizes confirmed knowledge from experiment
and chemical theory to construct atomistic models of defined reac-
tants and follows the reactions to defined end products. The approach
essentially simulates pulse oxidation and does not require the inclu-
sion of all transient species, thereby avoiding speculative assump-
tions. The layer-by-layer simulation protocol with appropriate force
fields can guide in possible reaction paths and morphology develop-
ment of the oxidized material as a function of the elemental composi-
tion, surface structure, and initial morphology.

4. Conclusions

We examined the oxidation of the MosSi A15 alloy using reactive
molecular dynamics simulations at 800 to 1000 °C in comparison to
in-situ TEM, electron tomography, and EDS experiments. We intro-
duced a new protocol for the reactive simulation of layer-by-layer
oxidation cycles and used simple force field parameters for reactants,

products, and modeling the transition. In the absence of MoOs evapo-
ration, a porous silica layer with small average pore sizes near 0.8
nanometers was formed. It corresponds to an “equilibrium” morphol-
ogy and no open channels for gas evaporation were found at a thick-
ness of the silica scale of 3 nm or more. Upon inclusion of MoO3
evaporation, the morphology changed to porous silica layers with
open channels and somewhat increased average pore size to 1.2 nm.
Increased temperature leads to a reduction of the average pore size
and a narrower pore size distribution, qualitatively consistent with
experimental measurements. The porosity and stability of the silica
layer is also determined by the rate, which was tested in a range
from 0.1 to 1 nm layer thickness per reaction cycle. Very fast oxida-
tion may exert a pressure that is sufficient to break down the cohe-
sion of nascent silica nanostructures to the alloy surface. A moderate
oxidation rate equal to or less than one atomic layer per cycle
(~0.25 nm) was found to be needed to form a stable silica layer. As a
limitation in comparison to experimental data, the simulation times
are orders of magnitude shorter. The simulations can thus only follow
the early oxidation stages, and the pore structures of initial thin films
is consistent with TEM data of nascent silica layers. Reactive simula-
tions cannot currently describe the formation of larger pores up to
100 nm size after exposure for minutes. A key role for morphology
development is played by the evaporation of MoOx which is trapped
in the nascent silica layer both in the simulation and according to
EDS data.

The experimental data show a very wide distribution of pore sizes
and shapes of oxidation products. Simulations and laboratory data
indicate that the pore structure is large enough for oxygen penetra-
tion to the bulk, supporting continuous oxidation even at higher tem-
perature. The reactive methods have been applied to millions of
atoms, up to the large nanometer scale, and can be used for different
(hkl) facets, grain boundaries, alloy compositions, temperatures, and
reaction rates. The protocols and force fields, based on IFF, may also
be applied to study the progression of oxidation reactions via islands
rather than via entire atomic layers. The oxidation Mo—Si—B and
other alloys is a complex process that benefits from further investiga-
tions including the refinement and validation of computational pro-
tocols at realistic length and time scales.
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