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Abstract

There are multiple protocols for determining total nitrogen (TN) in water, but most can be grouped into direct
approaches (TN-d) that convert N forms to nitrogen-oxides (NOy) and combined approaches (TN-c) that combine
Kjeldahl N (organic N +NH3) and nitrite+nitrate (NO,+NO3-N). TN concentrations from these two approaches are rou-
tinely treated as equal in studies that use data derived from multiple sources (i.e., integrated data sets) despite the dis-
tinct chemistries of the two methods. We used two integrated data sets to determine if TN-c and TN-d results were
interchangeable. Accuracy, determined as the difference between reported concentrations and the most probable
value (MPV) of reference samples, was high and similar in magnitude (within 3.5-4.5% of the MPV) for both methods,
although the bias was significantly smaller at low concentrations for TN-d. Detection limits and data flagged as below
detection suggested greater sensitivity for TN-d for one data set, while patterns from the other data set were ambiguous.
TN-c results were more variable (less precise) by many measures, although TN-d data included a small fraction of nota-
bly inaccurate results. Precision of TN-c was further compromised by propagated error, which may not be acknowl-
edged or detectable in integrated data sets unless complete metadata are available and inspected. Finally, concurrent
measures of TN-c and TN-d in lake samples were extremely similar. Overall, TN-d tended to be slightly more accurate
and precise, but similarities in accuracy and the near 1 : 1 relationship for concurrent TN-d and TN-c measurements
support careful use of data interchangeably in analyses of heterogeneous, integrated data sets.

Total nitrogen (TN) determination is a standard activity among
diverse aquatic research and monitoring programs because nitro-
gen influences several processes and reflects prevailing conditions
in aquatic ecosystems. A variety of methods are used to measure
TN concentrations in water samples, but most commonly used
protocols are variations on two basic analytical approaches:
(1) quantification of TN as a nitrogen oxide (NO,) form (most
commonly as NO,+NO3-N) after sample oxidation, and (2) total
Kjeldahl nitrogen (TKN) methods that convert N in the trivalent
state (broadly interpreted as organic N + NH3-N) to NHy-N for
analysis, combined with a separate determination of NO,+NOs-
N. There are strengths and weaknesses associated with each of
these approaches that favor one method over another depending
on prevailing environmental conditions or sample type (e.g., see
D’Elia et al. 1977; Saéz-Plaza et al. 2013). For example, high
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NO»+NO3-N concentrations that may be common in settings
such as agriculturally dominated landscapes (Stanley and Maxted
2008) can interfere with the accuracy of TN measurements by the
Kjeldahl method (Schluter 1977). Alternatively, methods based
on sample oxidation may not be effective in converting some clas-
ses of organic N compounds to NOy, especially in the presence of
high sediment concentrations (Bronk et al. 2000; Maher et al.
2002; Rus et al. 2012). Such issues would reasonably lead to an
expectation that the use of different methods would reflect preva-
iling limnological conditions across broach geographic regions.
Yet for larger portions of the U.S.A., method choices correspond
to state boundaries rather than obvious environmental pat-
terns (Fig. 1).

With increasing access to open data and water quality data sets
derived from multiple sources (integrated data sets; e.g., Read et al.
2017; Soranno et al. 2017), results based on these two general
approaches are likely to be used interchangeably in secondary
data analyses. This led us to ask: are results from these two strate-
gies for determining TN in fact interchangeable? Or, more
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Fig. 1. Distribution of TN data analyzed using oxidation to NO,+NO3-N (TN-d; blue) and calculated from Kjeldahl and NO,+NO3-N determination

(TN-c; gray) from the LAGOS-NE database.

specifically, are there meaningful differences in the accuracy
and/or precision between these two approaches present within
heterogeneous, integrated data sets? We addressed these ques-
tions using data derived from two open-access water quality data
sets to evaluate accuracy, precision, and agreement between
approaches. Our intent was to compare methodologies not as lab-
oratory analysts, but from the perspective of secondary data users
who might ignore or have limited access to information about
analytical methods, and thus may unknowingly be introducing
error into statistical analyses.

Methods

We used a variety of strategies to identify potential differences
in results generated from combined (TKN + NO,+NO3-N; hereaf-
ter TN-c) vs. direct (NOx-N after oxidation or TN-d) approaches
within data sets derived from multiple sources. Data from the
U.S. Geological Survey’s Standard Reference Sample Project
(USGS-SRS) were used to examine patterns in biases (accuracy)
and variability (precision) for each of the two TN methodologies.
Agreement between approaches in the analysis of surface water
samples was evaluated using data from LAGOS-NE, a lake and res-
ervoir database covering 17 northeastern and north-central
U.S. states (Soranno et al. 2015, 2017). Finally, we compiled infor-
mation on analytical difficulties for the two approaches from both
the USGS-SRS and LAGOS-NE data sets, including reported detec-
tion limits (DLs) and cases in which the sum of the N fractions
that compose TKN or TN exceeded reported concentrations of
either TKN or TN. All analyses and graphics were conducted in R
(R Core Team 2018); specific R packages are listed with the
corresponding statistical analysis. Data and code used to generate
results are available at: https://doi.org/10.5281/zenodo.3252078

640

Bias and variance analysis

The USGS-SRS project provides investigators and monitor-
ing organizations with an opportunity to evaluate their lab’s
performance for a variety of different analytes and compare
this performance to other labs. Each participating lab mea-
sures and reports the concentration of a given water chemistry
variable in an unknown standard reference sample (SRS), and
these reports are used to compute the “most probable value”
(MPV): the median concentration across all reported values.
SRS “round robins” occur twice a year, with USGS providing
high- and low-concentration reference samples to interested
parties. Further details about this program, data, and prepara-
tion of the SRS are available via the USGS-SRS project web
page (https://bgs.usgs.gov/srs/).

We acquired results for TKN (listed as “Ammonia + Organic
Nitrogen as N” by USGS), TN, and NO,+NO3-N for high and
low nutrient reference sample evaluations between 2012 and
2018. Analyses were restricted to entries that reported the use
of colorimetric methods for TKN and TN-d, and cases in which
NO,+NO3-N (not NO3-N alone) data were available for labs
using the TN-c approach. We also calculated our own TN-c
values for all laboratories reporting TKN and NO,+NO3-N
regardless of whether they also reported TN. A series of logical
decisions (Fig. S1) were then used to remove data that could
not be analyzed then infer the approach used for TN determi-
nation by individual labs: measured in a single analysis (TN-d)
or calculated from TKN + NO;+NO3-N (TN-c). This workflow
was applied to each unique lab-round robin combination. We
subsequently examined these assignments and removed sev-
eral entries prior to statistical assessments based on four
criteria: (1) uncertainty regarding the identification of the
approach for determining TN (e.g., the inferred approach
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seemed to switch between TN-c and TN-d among dates for a
given lab); (2) apparent data entry errors (e.g., submitted
results were ~ 10x greater than the MPV and were consistent
with a misplaced decimal point); (3) using TKN concentration
as the reported TN value when NO,+NO3-N was not reported
or vice versa; and (4) data entered as less than some value—
that is, the reported result was below the lab’s DL.

After the analytical approaches were determined, we followed
the example of the USGS Inorganic Blind Sample Project (https://
gsb.usgs.gov/ibsp/) and treated the MPV as the “true” concentra-
tion to quantify biases for the two approaches. Bias values were
determined as the average of deviations from the MPV of TN
(i.e., lab TN result—MPVy). We also generated a second trimmed
data set using the DescTools R package in which the top and bot-
tom 10% of the deviations were removed for each method in
order to reduce (and thus determine) the leveraging effects of a
small number of outliers on our statistical assessments. To evalu-
ate possible differences between the two TN approaches, we com-
pared the bias and variances of deviations for TN-d and TN-c
using t-tests and F-tests, respectively. These comparisons were
done for all concentrations combined, and then separately for
low- and high-concentration SRS results. Significance was deter-
mined based on the Bonferroni correction for multiple compari-
sons. Finally, deviations from MPVy for both approaches were
regressed against the MPV for NO,+NO3-N (MPVxo,+n0,) tO
determine if there were biases associated with concentrations
of this inorganic N fraction for either TN approach, as has pre-
viously been reported for both TN-d (Lee and Westerhoff
2005) and TN-c (Schluter 1977; Patton and Kryskalla 2003).

Since each SRS was assigned an MPV for TN based on the
results from all labs that analyzed the same unknown reference
sample, biases in TN estimates from each round robin were exam-
ined further using a non-parametric approach. Specifically, the
median of the absolute deviation (MAD) between the reported TN
and MPVpy was computed for each unique SRS. We then com-
pared MADs for TN-d vs. TN-c. MADs for TKN and NO,+NO3-N
for TN-c analyses were also computed, and we graphically com-
pared the sum of MADyxn + MADNo, +N0; 10 MADN . to assess
error propagation.

Concurrent measurements of TN-c and TN-d

To expand the scope of the analysis to include a wider range of
natural waters and concentrations, we compared results from
individual programs that concurrently analyzed TN via both TN-c
and TN-d approaches. These data were extracted from LAGOS-
NEimvmo (Soranno et al. 2017) v1.087.2. The data set included
1711 concurrent measurements of TN-c and TN-d from 261 differ-
ent lakes by 10 different agencies or research groups. Results
flagged as below DLs were excluded from the comparison to avoid
introducing new error associated with differential handling of
data at/below DLs (Stow et al. 2018). This resulted in 838 cases in
which TN-c and TN-d were measured concurrently from samples
collected on the same date and at the same within-lake location
and depth for 191 different lakes. To further limit possible biases
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due to unequal sampling effort across lakes (there were between
1 and 85 observations/lake), we randomly selected a single obser-
vation from each lake that had more than 1 observation. The rela-
tionship between TN-d and TN-c was quantified using robust
errors-in-variables regression that accounts for measurement
errors in both variables (Passing and Bablok 1983; Manuilova
et al. 2014) using the mcr package in R. Confidence intervals of
the regression coefficients were quantified by bootstrapping.
Slopes and intercepts that contain 1 and 0, respectively, indicate
no significant differences between the two methods.

Next, we considered the occurrence of “impossible outcomes”
as a means of assessing within-method consistency. “Impossible”
results are cases in which the reported concentration of a TN con-
stituent (TKN, NH,4-N, or NO,+NO3-N) exceeded that of TN itself,
or similarly, in which NH4-N exceeded TKN. All observations of
the associated nitrogen constituents in LAGOS-NE; o v1.087.2
were used to check for occurrence of such cases. The nitrogen data
were extracted from this data set instead of the published data set
because impossible outcomes had been filtered from the final
(published) version of LAGOS-NE 1.087.1 during database assem-
bly and QA/QC checks (Soranno et al. 2015). Impossible out-
comes were identified as values > 1 for ratios of NO,+NO3-N : TN,
NH4-N: TN, NH4-N: TKN, and TKN : TN.

Detection limits

We determined the frequency of reports of DLs and the con-
centrations of those DLs for both USGS-SRS and LAGOS-NE; nmo
v1.087.2 data sets to identify possible differences between
methods. For the USGS-SRS data set, we recorded the number of
occurrences of values reported as O or qualified as “<” a value for
TKN, NO,+NO3-N, and TN to determine if DL issues were more
frequent for one of the two TN methods (these data were removed
from the bias analysis as described above). We also collated the
corresponding values for these putative DLs as a qualitative means
of examining differences in reported sensitivity between the two
approaches. For LAGOS-NE 1.087.2, we determined the percent-
age of programs that reported a DL for any observation for each N
variable in our analysis and documented the ranges of DLs
reported by LAGOS-NE data contributors.

Results

Bias and variance analysis

Across the 28 SRSs used in this analysis, TNypy concentrations
ranged from 0.199-3.5 mgN L™! derived from 22 to 36 indepen-
dent analyses per reference standard (Table S1). The magnitude of
the deviations was generally small relative to the MPV for both
analytical approaches (median = 3.5% and 4.5% for TN-d and TN-
¢, respectively for the full data set) and on average, reported con-
centrations were higher than their respective MPV (positive bias)
for both methods (Table 1). The overall bias was 0.017 mgN L™
(SD = 0.222) for TN-d and 0.024 mgN L™ (SD = 0.098) for TN-c.
Biases were not significantly different between the two methods
(p =0.56). However, for the trimmed (top and bottom 10% of
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Table 1. Summary statistics for deviations in TN (value reported by participating labs—MPV in mgN L™') using calculated (TN-c) and
direct (TN-d) approaches, and reference sample concentration categories (low or high) for the full and trimmed data sets.

Full data set Trimmed data set

Method and concentration category Sample size Mean SD Sample size Mean SD

Calculated 514 0.024 0.098 412 0.016 0.041
Direct 423 0.017 0.222 339 0.008 0.031
Calculated - low 239 0.026 0.068 213 0.013 0.037
Direct - low 237 0.019 0.127 211 0.003 0.026
Calculated - high 275 0.023 0.119 199 0.019 0.045
Direct - high 186 0.015 0.303 128 0.016 0.036

Table 2. Variance comparison for deviations in TN among
methods and reference sample concentration categories for the
full and trimmed data sets. Significance was assessed using
a = 0.0031, which allowed for multiple testing and resulted in a
family error rate of 0.05.

F-test p-value

Variance comparison Full data Trimmed data
Calculated - direct < 0.001 < 0.001
Calc. low - direct low < 0.001 < 0.001
Calc. high - direct high <0.001 0.007
Calc. low - calc. High <0.001 0.004
Direct. low - direct high <0.001 < 0.001

values removed) data set, the bias for TN-d (0.008) was signifi-
cantly lower (p =0.0013, o = 0.0031 following adjustment for
multiple testing) than for TN-c (0.016). This significant difference
in bias was also present for the subset of low TN reference
sample results in the trimmed data set (p = 0.0005), but not for
the high concentration group (p = 0.53). Plots of deviations vs.

significant, although weak relationship for TN-d (Fig. S2). A
negative bias at high concentrations of NO,+NO3-N translated
to a predicted underestimation of TN-d of 0.096 mgNL™! at
3 mg NO,+NO3-N L~1. However, this bias was notably dimin-
ished (but not completely eliminated) in similar analyses
using the trimmed data set (Fig. S2).

Variance in the deviations of the reported concentrations
from the MPVs for the full data set was significantly larger for
TN-d (collectively, and when divided into the low and high
SRS categories), and for high-concentration SRS results relative
to low-concentration results within each method (Table 2).
However, trimming the full data set reversed these patterns:
variance in deviations for trimmed TN-d was significantly
lower than for trimmed TN-c collectively and for the low con-
centration subset, but not for the high concentration results.
These results reflect the presence of a small number of samples
with large deviations for TN-d that led to high variance in the
full data set (and subsequently, low variance following their
removal via trimming). Finally, significant differences in the
variance of deviations for low vs. high comparisons persisted
for the direct approach but not for the combined approach.

Consistent with the variance analysis of the trimmed data set,

MPVno,+No; indicated no relationship for TN-c, but a  MADs from the 28 unique SRS trials were lower for TN-d than for
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Fig. 2. (A) Boxplots of median absolute deviation of TN across all values of MPVry for each inferred method. (B) Median absolute deviation of TN for

both methods (direct and calculated) for each MPVqy.
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Fig. 3. Comparison of MADs for TN-c vs. the summed MADs for the
components TKN and NO,+NOs-N for each of the 28 USGS-SRS round-
robins, with the 1 : 1 line for reference.

TN-c for the full data set (Fig. 2A). A plot of MAD vs. TNypy indi-
cated that lower deviations for TN-d compared to TN-c held for
low to moderate TNypy concentrations (~ 0.20-2.0 mgN L‘l),
but became much noisier for high TNypy concentrations where
data availability was limited (Fig. 2B). The comparison of MADs
for TN-c alone vs. summed MADs for the two component N frac-
tions (MADrxny + MADno, +n0;) from the USGS-SRS round
robins revealed consistently higher values for the summed
MADs (Fig. 3).

Detection limits

Among the 606 TKN and 447 TN-d measurements available
from the USGS-SRS project, 11.9% of the TKN entries and
1.1% of the TN-d entries were reported as O or “<” the lab’s
reporting limit (Table 3). Four of the 47 labs reporting TN-d
had such qualified results, compared to 11 of the 47 labs
reporting TKN. Less than 0.5% of all NO,+NO3-N data were
qualified as “<” the lab’s reporting limit. These apparent DLs
varied from 0.1 to 0.2 mgN L™! for NO,+NO5-N, 0.078 to 1.0
mgN L~! for TKN, and 0.036 to 1.0 mgN L™" for TN-d.

Direct vs. Kjeldahl TN in integrated data sets

O
,’I_\ ()
| =

> O =
£ 2
T 001 c
E

- e
£ 0.001

(6]

o

(&)
0 0.0001

(o)
0.00001
NO NO -N ™ TKN

Fig. 4. Detection limits for NO,+NOs-N, TN, and TKN data reported in
the LAGOS-NE database. Each unique detection limit value in the data-
base is represented by an individual bubble (n = 44 different DLs reported
for NO2+NOs-N, 23 for TN, and 28 for TKN), and detection limits span
several orders of magnitude.

DL information in the LAGOS-NE database is incomplete,
both in terms of reporting DLs and consistent flagging of data
points at or below these limits. For example, there were no
reported DLs for TN for 35% of programs, no TKN DLs for
44% of programs, and a maximum of 62% of the programs
did not provide DLs for NO,+NO3-N. For programs that did
report DLs, TN, and TKN limits were comparable, though
slightly narrower for the former: TN DLs ranged from 0.002 to
0.50 mgN L~! with a median of 0.05 mgN L~! while TKN DLs
varied from 0.002 to 0.98 mgN L™! with a median of 0.10
mgN L™ (Fig. 4). NO,+NO3-N DLs were lower, ranging from
0.00002 to 0.50 mg NO,+NO;3-N L' with a median of
0.015 mg NO,+NO3-N L.

Comparison of simultaneous TN-c and TN-d results among
lakes

Concurrent measurements of TN-c and TN-d were highly
correlated across a range of concentrations that varied by
almost 3 orders of magnitude (r = 0.877; Fig. 5A). The esti-
mates of the intercept and slope were —0.030 and 1.025,
respectively. The 95% confidence intervals of the estimated
slope (0.994, 1.108) included 1 but the interval for the

Table 3. Number of TKN, TN-calculated (TN-c), and TN-direct (TN-d) results included in the USGS-SRS program between 2012 and
2018, and number of entries below apparent DLs for different N analyses.

TKN NO,+NO3-N* TN-c' TN-d
Number of laboratories 47 77 18 47
Total number of analyses 606 938 177 447
Entries of O or with “<” 74 4 1 6
Range of reported DLs (“<” values; mgN L™") 0.078-1.0 0.1-0.2 2.0 0.036-1.0

*Results are for all reported NO,+NOs3-N results, regardless of approach used to determine TN.
TResults are for labs that reported a TN value (does not include TN-c results calculated for this study).



Stanley et al.

Direct vs. Kjeldahl TN in integrated data sets

A B C
4 2 9] ° g 94 °
4 © ©
4 > >
310- L (—g 6 S 6
()] ° o, o e g °
g ° o ° e p g ° 2 3 0.
&) ° ® m 3- ° ° g e °
z 97 D) w ©
- ° ° ° g @]
°® o 04 8:
® _8 <
0 1 5_3_ ° O -3+, ° , :
0 5 10 00 25 50 7.5 100 125 0 5 10
TN-d (mg L") TN-d (mg L) NO,NO,-N(mg L")

Fig. 5. (A) Comparison 191 concurrent measures of TN-d and TN-c taken for discrete lakes located in Connecticut, lowa, Michigan, Minnesota,
New York, and Wisconsin. Dashed line is 1 : 1 and solid line is the best orthogonal fit. Bootstrapped confidence intervals of the intercept excluded 0, but
the slope included 1. (B) Orthogonal residuals for the regression (represented by the solid reference line at 0) as a function of the measured TN concen-
tration. (€) Orthogonal residuals for the regression (represented by the solid reference line at 0) as a function of the measured NO,+NO3-N

concentration.

intercept (—0.085, —0.005) did not include 0. Examination of
the residuals across the TN concentration gradient did not
show a consistent pattern, although the largest residuals were
associated with very high TN-c values at low TN-d concentra-
tions (Fig. 5B). Similarly, no pattern was apparent in the resid-
uals across the gradient of sample NO,+NO3-N concentration,
although the highest residuals were associated with TN-c
(Fig. 5C).

Calculating TN from TKN and NO,+NOj3-N increased the
opportunity for errors in component N species to be incorporated
into the results. The percentage of data with impossible outcomes
(ratios of component : total > 1) were low for inorganic fractions
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compared to TN (0.7% for NHy-N : TN, 1.1% for NO»+NOs-
N : TN) and slightly higher but still low (2.9%) for NH4-N : TKN.
However, cases in which TKN exceeded TN reached 30%,
although there were fewer concurrent measurements of these
variables than for the other variable pairs (Fig. 6).

Discussion

Our analyses of USGS-SRS and LAGOS-NE data sets were
intended to provide a variety of perspectives on biases and poten-
tial interchangeability of TN results derived from direct and com-
bined approaches. Several prior studies have compared TN
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Fig. 6. Impossible outcomes: Ratios histograms of N variable pairs. Histograms exclude 25 observations that have an infinite value (i.e., denominator
was zero). Red line is a ratio of 1. Values beyond 1 made up 2.94% for NH4 : TKN, 0.69% for NH4 : TN, 1.12% for NO,NOs3 : TN, and 30.39% for

TKN : TN. Note both axes are log10 transformed to visualize the data.
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methodologies both within direct (e.g., Bronk et al. 2000; Van-
denbruwane et al. 2007) and combined (reviewed by Saéz-Plaza
et al. 2013) approaches, as well as between TN-d and TN-c
methods (e.g., Smart et al. 1981; Maher et al. 2002; Patton and
Kryskalla 2003; Rus et al. 2012). However, these comparisons
have all been laboratory investigations that considered a small
number of protocols (usually 2 or 3) that were well known and
well controlled by the authors. Our intent differed in that we
were interested in possible biases or uncertainties that persist
in integrated data sets in which protocols, sample sources, and
conditions may be neither well known nor well controlled. As
integrated data resources become increasingly common in lim-
nological research, checking for these sorts of biases should be
a regular part of their use; otherwise, unrecognized sources of
error can lead to reduced analytical power or inaccurate conclu-
sions (Stanley et al. 2019). Below, we consider our results in the
context of accuracy, precision, and agreement between these two
approaches and their implications for data interchangeability.

Accuracy

The USGS SRS inter-laboratory comparison provided a real-
istic, albeit indirect means of assessing accuracy of the two TN
approaches that was well-suited for our consideration of inter-
changeability of TN-c and TN-d results. This data set is com-
posed of several years of results from several laboratories that
inevitably use a variety of protocols for measuring TN-c or TN-
d, consistent with the realities of integrated data sets. How-
ever, the analysis is indirect in that the true concentration of

Direct vs. Kjeldahl TN in integrated data sets

TN in a reference sample is not known with 100% certainty;
instead, the MPV of the true concentration is estimated from
the collection of reported results.

Comparison of TN reported by individual labs to MPVy
indicated relatively small overall biases (high accuracy) that
were similar in magnitude between methods. However,
reanalysis of results after removing observations that deviated
the most from the MPV (trimmed data set) indicated a larger
bias for TN-c than TN-d, particularly for low-concentration ref-
erence samples. Trimming the data set also reduced a signifi-
cant but small influence of NO,+NO3-N on TN-d accuracy in
the full data set, in which TN had been overestimated at low
NO,+NO3-N concentrations and underestimated at higher
concentrations. Taken together, these results suggest that the
direct approach can generate a small percent of notably inac-
curate outcomes, but on average, it is more accurate than the
combined approach (Table 4).

Accuracy at low concentrations of an analyte (i.e., sensitivity)
has been a persistent motivation for development and modifica-
tion of TN methods (e.g.,, Walsh 1989; Frankovich and Jones
1998; Vandenbruwane et al. 2007). In addition to examining
accuracy as a function of TN concentration, we used reported
DLs as an indicator of potential differences in sensitivity between
approaches. For the USGS-SRS data, the greater frequency of con-
centrations listed as less than some value for TKN highlight a pat-
tern of reduced sensitivity for the TN-c approach. Although
Kjeldahl methods are often cited as having higher DLs than direct
approaches (e.g., see Patton and Kryskalla 2003), this result does

Table 4. Summary of conclusions drawn from comparisons between TN-d and TN-c data sets, and the strength of support for the

conclusion.
Comparison Conclusion Strength
Accuracy
Bias analysis
General Both have low bias (high accuracy), but accuracy is more Moderate
consistent for TN-d
Effect of TN concentration TN-d is more accurate at low TN concentrations Moderate
Effect of NO,+NO3-N TN-d accuracy is affected by NO,+NOs-N concentrations Weak
concentration
Detection limits DLs indicate lower sensitivity for TN-c in USGS-SRS data Strong
Higher average and maximum DLs for TN-c in LAGOS-NE Weak
DLs often unreported for NO,+NO3-N, leading to more Strong
unknown DL relationships for TN-c
Precision
Variance TN-d is more precise on average but has a small fraction Moderate
of extreme outcomes
Median absolute deviation TN-d is more precise than TN-c. Error propagation in Strong
TN-c amplifies this difference
Impossible outcomes TN-c is susceptible to TKN>TN Strong
Agreement Good agreement between concurrent TN-d and TN-c Moderate

analyses of surface water samples
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not necessarily mean that TN-c is inherently less sensitive than
TN-d, but that use of TN-c protocols with low sensitivities is more
common. Examination of LAGOS-NE provided weak support for
lower sensitivity of TN-c: reported DLs for TN and TKN had sub-
stantial overlap, but median and maximum DLs were higher for
TKN than for TN. Perhaps the most notable outcomes from this
exercise were the often remarkably high DLs and the widespread
absence of DL information. There were several cases of DLs in
excess of 0.5 mgN L™}, and such a coarse level of sensitivity
strongly limits the value of monitoring or research efforts. For
example, this threshold is greater than mean TN concentrations
typical of oligotrophic and mesotrophic lake states (Wetzel
2001). With respect to missing DLs, the progressive loss of DL
information from TN to TKN to NO,+NOj3-N highlights a larger
problem for TN-c than for TN-d with respect to trying to assess
method sensitivity or recognizing biases that can occur when DL
information is unavailable (Stow et al. 2018).

Precision

The variance in deviations from MPVyy was significantly
greater for TN-d than for TN-c. However, trimming the data by
removing a subset of observations with the most extreme devia-
tions (both positive and negative) resulted in greater accuracy in
estimating TN. The improvement in precision as a result of trim-
ming was larger for TN-d than TN-c, leading to a conclusion of
better precision for the former approach. Thus, as with accuracy,
greater precision for TN-d was counterbalanced by the occurrence
of a fraction of values that were particularly extreme. Although
we cannot determine the cause of these outlier results, one possi-
ble source of this variability could be the larger diversity of
methods used to oxidize TN (e.g., multiple permutation on
persulfate, UV, and high temperature methods) compared to
Kjeldahl digestions (Saéz-Plaza et al. 2013). The greater precision
of TN-d suggested by the trimmed data set agreed with the non-
parametric comparison of variability in deviations for TN up to
2 mgN L~! for the entire data set (Table 4). Beyond this concen-
tration, it was difficult to draw any conclusion given the small
number of data points available.

Considering the precision of TN-c in terms of its variance and
MAD is a conservative strategy, as some of the variability inher-
ent to TN-c may be masked. If errors for TKN and NO,+NOj3-N are
in opposite (offsetting) directions, little to no error would be
apparent for a reported TN-c value. Assuming independence, the
true variance for TN-c is the sum of the absolute values of vari-
ance for each component fraction. Availability of concentration
data for both the sum (i.e., TN-c) and the parts (TKN and
NO,+NO3-N) allowed us to compare the variance of TN-c by itself
to the combined variance of its constituents. We elected to con-
sider this issue of error propagation using a robust non-
parametric approach because the true concentration of the SRS
was not known with 100% certainty and instead was estimated
as the MPV. But even with this cautious approach, biases for TN-c
alone were notably lower than for TKN and NO,+NO3-N in com-
bination (Table 4). Thus, when TN-c alone is reported, its
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apparent precision is falsely inflated. Diminished precision due
to summing components of TN is well known, and error propaga-
tion has been identified as a key limitation of the combined
approach (e.g., D’Elia et al. 1977; Patton and Kryskalla 2003).
Given that the MADs for TN-c alone were greater than for TN-d,
the larger actual propagated error is particularly concerning. It is
easy to overlook this error when using publicly available data, or
it may not even be possible to see the error if TN methods are not
known or if the components of TN-c are not included in an inte-
grated data set.

Differences in precision were also considered via impossible
outcomes; that is, sample analyses in which component N frac-
tions exceed TN or TKN. The frequency of cases in which TKN
concentration exceeded TN was surprisingly high both in general
and relative to the other ratios considered, as almost one third of
all records had TKN concentrations that exceeded TN. The dis-
tinctly high frequency of impossible outcomes for TN-c is similar
to problems reported for dissolved organic N (DON). Imprecision
in the determination of TN and inorganic N (needed to calculate
DON) have led to frequent reports of negative DON concentra-
tions (Hansell 1993, Chen et al. 2015) and again highlight the
disadvantage of approaches that require multiple analyses to
arrive at the result. Multiple analyses are unavoidable for deter-
mining DON; the same is not the case for TN however.

Agreement

If results from the USGS-SRS exercise are used to predict the
relationship between concurrent measurements of TN-c and
TN-d, the lack of a significant difference in bias between the two
analyses for the full data set suggests close adherence to a line
with a slope of 1 and an intercept of 0. However, the trimmed
data set would shift this prediction slightly to expecting the
y-axis (representing TN-c) to have an intercept greater than 0 due
to the significantly higher bias for the combined approach.
Because this bias was present for low-concentration SRS results
only, we would expect the line to approach 1 : 1 and thus have a
slope slightly less than 1. In contrast, the actual regression for
TN-d vs. TN-c using LAGOS-NE data had a slope that did not dif-
fer from 1 and a negative y-intercept, indicating lower TN-c
results relative to its paired TN-d value—at least at low concentra-
tions. However, the estimated average y-intercept departure from
0 was relatively small compared to the range of concentrations
included in the analysis.

Examples of similar comparisons of simultaneous determina-
tion of TN across a range of limnological conditions are limited.
However, a rigorous study by Patton and Kryskalla (2003) pro-
vides some context for our regression results. These investigators
compared Kjeldahl digestion (KN) to alkaline persulfate oxida-
tion minus NO3-N (N, p) for over 2000 surface and groundwater
samples across the United States. Their regression of KN vs. Npyp
produced a nearly identical slope (1.023 for their regular linear
regression vs. 1.025 for our Passing-Bablok regression), and a
y-intercept that was similar in magnitude, though opposite in
direction (0.038 for KN vs. —0.030 for TN-c). This difference,
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along with a larger sample size translated to a statistically signifi-
cant difference between the two methods in their study. The dif-
ference between methods also increased in magnitude as sample
NOs-N concentrations increased, which was attributed to over-
estimation by the KN method—a tendency we did not observe in
the LAGOS-NE data. Comparing between these two studies
should be done cautiously given their obvious differences; none-
theless, the similarity in the magnitude of the y-intercepts and
slopes is striking, and in the current comparison, the slope did
not differ from 1. Thus, we suggest that the comparison of paired
results indicates reasonable, though not definitive support for
interchangeability of results within integrated data sets (Table 4).

Context and conclusion

Monitoring analytical accuracy and precision is a regular activ-
ity for most water quality laboratories and is typically done by
comparing measurements of one or more standards and/or
spiked samples to their known concentrations. We did not use
this approach here, but instead took a step back and considered
tendencies in composite data sets derived from multiple labs,
multiple sites, and multiple dates, as well as using protocols that
inevitably differed within each of the two analytical approaches.
As such, it is essential to recognize some of the advantages and
disadvantages of our study.

Labs participating in the USGS-SRS comparison study
include a variety of metropolitan, regional, state, and federal
agencies, private analytical labs, and university research
groups. Many of these organizations are required to engage in
regular proficiency testing such as involvement in the USGS-
SRS (e.g., municipal and state facilities) and labs that voluntar-
ily engage in these exercises may be particularly concerned
with their performance. Thus, it is reasonable to assume that
participants are experienced and reliable analysts. If so, then
USGS-SRS results provide a conservative view on biases and
other pitfalls associated with TN analysis regardless of the
method.

We assume that the two approaches to TN determination
considered here contain a variety of specific methods within
each category. For example, conversion of TN to NOy in the
direct approach can be done using various different persulfate
digestion protocols (e.g., D’Elia et al. 1977; Valderrama 1981;
Crumpton et al. 1992), photo-oxidation (e.g., Armstrong et al.
1966), or high-temperature combustion/oxidation (Suzuki and
Sugimura 1985; Walsh 1989) to convert organic N and NH4 to
NOy. Similarly, this latter N fraction can also be quantified
using several different instruments and protocols (APHA
2017). Kjeldahl methods include macro- and micro-digestions,
and again with multiple protocols for analyzing the NH; pro-
duced by these digestions (Saéz-Plaza et al. 2013). Thus, biases
and variability described here inevitably include uncertainty
attributable to this finer-scale methodological diversity. Unfor-
tunately, such analytical information is often not available in
integrated data sets. For example, methods were reported in
terms of general categories (e.g., colorimetric, elecrometric,
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AA, or other for TN) in the USGS-SRS data, eliminating the
opportunity to evaluate this potential source of error. This
problem is by no means unique to TN; most water quality
parameters have more than one standard method. Using data
collated from multiple sources thus comes with the assump-
tion of data equality—that is, that all methods and all data
sources are equally reliable and thus are interchangeable. Or
perhaps more accurately that meaningful environmental sig-
nals are larger than any noise that results from different ana-
lytical practices.

To answer our original question: are TN-d and TN-c data inter-
changeable? Our answer based on three lines of evidence is:
mostly. First, the accuracy of both methods was high and similar
to prior laboratory studies using a limited number of well-
controlled procedures (Rus et al. 2012). Second, evidence for one
method or another consistently over- or underestimating TN was
inconsistent; and finally, regressions of samples simultaneously
analyzed by both approaches were difficult to distinguish from a
1 : 1 relationship. On this basis, it is hard to argue against using
combined and direct data interchangeably. However, we recog-
nize that on balance, most of our comparisons suggested better or
more consistent accuracy and precision for the direct approach
(Table 4), but these results were not clear cut and we would argue,
not sufficiently distinct to warrant the separation of data or dis-
missal of existing TN-c results. As with our analyses, laboratory
studies comparing various Kjeldahl and direct methods provide a
similarly ambiguous perspective on this issue, with reports of sim-
ilar (Smart et al. 1981; Bachmann and Canfield 1996; Doval et al.
1997) as well as greater (Patton and Kryskalla 2003) accuracy of
TN-d relative to TN-c. Hence, this ambiguity coupled with reason-
able evidence of similar accuracy and good agreement between
approaches has led to our endorsement of interchangeability.

Despite this recommendation, we offer two caveats when
using results from these two approaches interchangeably in data
analyses. First, interchangeability may be precarious at low TN
concentrations, as indicated by greater biases and higher DLs for
TN-c. Indeed, limited accuracy and sensitivity of Kjeldahl diges-
tions has led the marine community to effectively abandon this
approach for DON and TN determinations (see Sharp et al. 2002)
due to often low concentrations in ocean waters. Second, TN-c
data were less precise by many (though not all) measures, a result
consistent with most laboratory comparisons (e.g., D’Elia et al.
1977, Smart et al. 1981, Bachmann and Canfield 1996). The com-
bination of lower precision, much of which may not be apparent
when viewing TN data by itself, and pervasive absence of infor-
mation about DLs for the combined approach may be problem-
atic and could lead to reduced statistical power or susceptibility
to type I errors. Under most circumstances, TN-d approaches are
vastly preferable because they avoid this error propagation issue
as well as being less hazardous and less labor-intensive, among
other criticisms (Frankovich and Jones 1998; Patton and
Kryskalla 2003). Indeed, if a laboratory has the opportunity to
select an analytical approach, these caveats lead to a clear recom-
mendation for the use of direct approaches to determine
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TN. However, given the reality that data generated from TN-c
approaches are widespread among studies of inland waters
(Fig. 1), we urge careful examination of the data, recognizing the
reduced sensitivity and higher variance of TN-c results. But these
issues should not preclude the use of data from both approaches
for data synthesis studies.
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