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Abstract

We study a semi-linear version of the Skyrme system due to Adkins and Nappi. The
objects in this system are maps from (1 4 3)-dimensional Minkowski space into the
3-sphere and 1-forms on R'*3, coupled via a Lagrangian action. Under a co-rotational
symmetry reduction we establish the existence, uniqueness, and unconditional asymp-
totic stability of a family of stationary solutions Q,,, indexed by the topological degree
n € NU {0} of the underlying map. We also prove that an arbitrarily large equivariant
perturbation of Q, leads to a globally defined solution that scatters to Q,, in infinite
time as long as the critical norm for the solution remains bounded on the maximal
interval of existence given by the local Cauchy theory. We remark that the evolution
equations are super-critical with respect to the conserved energy.

1 Introduction

The goal of this paper is twofold. First, we will establish the existence, uniqueness, and
asymptotic stability of topologically nontrivial stationary solutions for a semi-linear
(and co-rotational) version of the Skyrme model introduced in the physics community
by Adkins and Nappi [1,48]. Then we will establish stable soliton resolution for this
equation, conditional on a certain non-conserved norm remaining bounded over the
course of the evolution. We remark that this paper is a natural continuation of [33],
which established the same results in the class of topologically trivial maps for the same
equation. Before stating our main results we first briefly motivate and then introduce
the model under consideration.

B Casey Rodriguez
caseyrod @mit.edu

Andrew Lawrie
alawrie @mit.edu

1 Department of Mathematics, MIT, 77 Massachusetts Ave., 2-246B, Cambridge, MA 02139, USA

Department of Mathematics, University of Chicago, 5734 South University Avenue, Chicago,
IL 60637, USA

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s40818-019-0072-5&domain=pdf

15 Page2of59 A. Lawrie, C. Rodriguez

The Skyrme system and the simplified Adkins—Nappi system considered here are
modifications of the O (3) nonlinear o -model from particle physics. In the mathematics
community, the O(3) nonlinear o-model is called the wave maps equation for maps
U: R"Y3, p) — (S?, g), where 5 is the Minkowski metric on R!*3 and g is the round
metric on the 3-sphere, S>. A wave map is a formal critical point of the Lagrangian
action

1
LWU) == @B (3,U, 05U\ dx dt.
) 2/Rl+3" (U 8U), dx

The Euler-Lagrange equations for £ are
n""'D,0,U =0, (1.1)

where D is the pull-back covariant derivative on the pull-back bundle U*T'S3. Wave
maps conserve the energy,

1
EW, 3 U)(0) = 5 /R}(IatUlé + VU dx = EWU, 3,U)(0) (1.2)

and also exhibit the following scaling invariance: for any A > 0
ﬁ(t9 x) = (U(ts -x)s alU(tv -x)) = ﬁ},(ta -x) = (U(t/)‘*v x/)“)v AilaTU(t/)"v -x/)‘))

The O (3) wave maps equation is energy super-critical since one can reduce the energy
by concentrating the solution to a point via a rescaling, i.e., sending A — 0 above, we
have _

EWU;) =1EW) — 0 as . — 0

making it energetically favorable for the solution to concentrate. One thus expects
smooth finite energy initial data to lead to finite-time blow up. This is evident in the
co-rotational formulation of the wave maps equation, where the system of equations
for U reduces to an equation for v, the azimuth angle measured from the north pole
(in spherical coordinates on S3). That is, (1.1) reduces to

sin 21&

2
Vi = Yrr — Y =0, ¥(0)= o, Y1)

and the conserved energy (1.2) becomes

5(&):%/ (w, +y? +Zsm w) r2dr.
0

Shatah [47] proved that such wave maps can form a singularity in finite time. This
was made explicit by Turok and Spergel [S0] who found a closed form example of
self-similar blow-up namely,

Y (t,r) = 2arctan(r/t),
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which exhibits derivative blow-up att = 0. This singularity formation makes the O (3)
wave maps equation unappealing as a physical model. Another significant deficiency
is the absence of finite energy, nontrivial, stationary solutions, harmonic maps in this
case, which are often referred to in the physics literature as fopological solitons [39].

The physics community has come up with several alternatives to the wave maps
equation designed to remedy these deficiencies, i.e., to remove the possibility of
finite-time blow up and to introduce topological solitons. Perhaps the most famous
modification is due to Skyrme [48]. The Skyrme Lagrangian includes higher order
terms to the wave maps Lagrangian that break the scaling symmetry of the resulting
system but also give rise to a quasilinear system of equations, which are difficult to
analyze from a dynamical perspective. While it’s still unknown if blow up is possible
in the full Skyrme equations, the system is known to possess finite energy station-
ary solutions, called Skyrmions. Indeed, the existence of co-rotational Skyrmions was
established rigorously first by Kapitanski and Ladyzhenskaya [22] using variational
techniques and later by McLeod and Troy [40] using ODE methods.

There have been several advances in understanding the dynamical properties of the
Skyme system in recent years. For example, the asymptotic stability of Skyrmions
was addressed numerically in [4], and their linear stability was established rigorously

in [7]. Global existence and scattering for initial data that is small in the space (B% X

B%) N (H' x L?) was proved in [17], and global existence for large smooth initial
data was established in [21,37].

Much stronger results are conjectured in the literature. For example, [4] conjectures
that any smooth finite energy, topological degree n initial data leads to a global solution
which relaxes (by radiating off its excess energy) to a degree n Skyrmion as t —
Fo00. In other words, Skyrmions are believed to be globally asymptotically stable
in the energy space, i.e., stable soliton resolution holds. The full conjecture presents
many significant challenges starting with the fact that the equations, while not scaling
invariant, should still be viewed as super-critical with respect to the conserved energy.

The difficulties presented by the Skyrme model lead one to consider even simpler
modifications of the wave maps model that retain some of the interesting features of
Skyrme, i.e., modifications that remove the scaling instability and that have topological
solitons. In [30], the first author, Kenig and Schlag, considered a model introduced
in [3], namely (1 + 3)-dimensional wave maps exterior to the unit ball taking values
in S3. There, it was shown that any finite energy co-rotational data leads to a global
and smooth solution which scatters to the unique harmonic map in its degree class as
t — +oo, giving the first example of stable soliton resolution for a non-integrable
equation. This extended [36], which established the result in the case of topologically
trivial initial data and was later followed by [28,29] which extended [30] to data in
all higher equivariance classes. Recently the second author expanded on the methods
introduced in [30] to prove stable soliton resolution for equivariant wave maps posed
on a curved wormhole geometry [43,44]. These latter results also used crucially a
variant of the linear theory introduced in [45,46]. The crucial common element in
these works is that singularity formation is prevented by removing the only place in
the domain where a radially symmetric map can form one, i.e, r = 0. We also remark
that the results described in this paragraph were all inspired by the concentration
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compactness ideology stemming from the work of Bahouri and Gérard [2] and Kenig
and Merle [23,24] and the channels of energy technique introduced in Duyckaerts,
Kenig, and Merle [10-14].

In this paper we consider a different semi-linear modification of the Skyrme system
introduced by Adkins and Nappi [1] in the mid 1980’s. Before stating the main results,
we provide a brief introduction to the Adkins—Nappi formulation. We refer the reader
to the works [17-19] and the monograph [20] for excellent introductions including
physical motivation.

1.1 Adkins Nappi Maps

The objects we consider here are maps U : (R]+3, n) — (S3, g), where 5 is the
Minkowski metric on R!*3 and g is the usual metric on S3, and 1-forms (or gauge
potentials) A = Aydx® over R!T3. Adkins—Nappi wave maps are a coupled system
for the pair (U, A) defined by the requirement that (U, A) are formal critical points
for the Lagrangian

LU, A) = %/

RI+3

- fm Ag j dt dx,
R

where Fyg := 04 Ag — dg Ay is the curvature (or Faraday tensor) associated to A, and
J (called the baryonic current) is given by

1
Y]aﬂ <8aU, 83U>g dxdt + Z AIH FaﬁFaﬂ dt dx

(1.3)

J* = ce®Prim)aguia, Ul dsU%e;ji(g).
Here ¢ > 0 is a normalizing constant and € is the Levi-Civita symbol,

1
Vil

We remark that (1.3) generalizes the Lagrangian for wave maps from R'*3 taking
values in S3 (the case ¢ = 0). Following [17-19,33], we consider a restricted class
of maps U and 1-forms A by making an equivariance assumption. Let (¢, r, w) be
polar coordinates on R!*3 with metric n= —dt? + dr? + r?dw?, where dw? is the
standard metric on S?. And let (¥, ©2) denote spherical coordinates on S3 with metric
g = d? + sin® ¥ dQ* where d2? is the standard metric on S?. We consider only co-
rotational, or 1-equivariant maps, with ¢y = ¥ (¢,7)and Q2 = wsothatU = U(¢t, r, w)
is given by

(@ = lglli, j, kI, o) = [, B, v, 8.

Ut,r,o) =W, r), o).
We also require that the 1-form A takes the simple form

A(t,r,w) = (V(t,1),0,0,0).
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for some real-valued function V = V (z, r). It follows that
1°Pgi (U)o, U 0pU7 = —y2 + 92 + 2r 2sin® ¢, Foup F*¥ = —2V2,

1
Agj® = V% =6cVsin® Yyr=2 =3cr Vo, (¢ — 5 sin2y).

Under these restrictions on (U, A) the Lagrangian action reduces to

lﬁ(l//,V)Zl//OO< Y24 y? 42t '/’> r2dr dt
T 2 JrJo

1 [o)e]
——// Vrzrzdrdt—3c// V(Y — siny cos ¥) dr dt,
2 JrJo R Jo

which can be conveniently rewritten as

00 o 2
lc(w, V)=l// ( v+ +2$m AN 354 sm‘fcosw )rzdrdt
7 2 JrJo

r

) o 2
_l// (rVr—i—a(l// smI/fcosllf)) dr dr,
2 R JO r

where the constant « is defined as o = 3c¢. If (¢, V) is a critical point for £ then

=—|5 oL, V +eW) = —c// r 2y, +a(w—s1nwcosw)>Wdrdt.

From this we can deduce that
P2V, +a(y —sinycosy) =0 (1.4)

for any critical point (1, V). This leads to a decoupling of the Euler-Lagrange equa-
tions for ¢ and V. After rescaling the coordinates (¢, r) — (at, ar), we use (1.4) to
obtain the equation for v, which we formulate with Cauchy data,

Vir — Yo — %wr " Sin’(j,llf) + W — sintpcosrlp)(l — cos2Yr) _o.

¥ (0) := (¥ (0), ¥:(0)) = (Yo, ¥1).

(1.5)

The system has a coercive conserved energy, or Hamiltonian, given by

0 2 G 2
e = | (wf pypy 2V oo ) ) 2ar.

Note that finite energy and continuity of the flow ensure that for each ¢ € I, where
I > 0 is a time interval on which the solution exists, one has

¥(t,0) =0, rl;n;o v(t,r) =nn
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for some fixed n € Z. We’ll refer to n as the degree of the map and denote by &, the
set of all finite energy data of degree n,

En = 1o, Y1) | EG) < 00, Yo(0) =0, V(00) = n}.

We remark that (1.5) is locally well-posed for smooth initial data in &,.

In Section 2 we’ll prove that for each n, there exists a unique stationary solution
Qn = (Qn,0) € &, to (1.5); see Theorem 2.1. The point of this paper is to illustrate
the important role that the Q,, play in the dynamics of solutions to (1.5). In particular,
the soliton resolution conjecture for this equation is as follows.

Conjecture 1 (Soliton Resolution) Denote by é,, = (Qp, 0) the unique finite enegy
stationary solution to (1.5) in &, and let (g, V1) € &, be any smooth compactly
supported initial data for (1.5). Then, the unique solution 1}([) to (1.5) with initial
data 17/(0) = (Yo, Y1) is defined globally in time. Moreover; there exists a solution
@1 (t) to the linear equation

2 2
Pir — Prr — ;¢r+r—2€0=0 (1.6)

so that
V(1) = Qn+@rt) +0p1,,2(1) as t — oo.

In this paper we prove two partial versions of the conjecture. First, we’ll prove
that the conjecture is true as long as the initial data in &, is close enough to Q, in
a suitable sense. Then, we’ll verify the conjecture under the additional assumption
that the difference between the nonlinear evolution 1/ (¢) and Q, remains uniformly
bounded in a sense to be described below. In order to formulate these results precisely,
we first introduce a norm in which to measure proximity to Q,, that reflects the energy
super-critical nature of the Cauchy problem (1.5). Indeed, given 1} = (Yo, Y1) € &
we define the notation

19134, = 10 = Cus D122 i st 12y
and for n = 0 we have the norm:
2 — 2
||1/f||7-[0 = ||(W07 wl)”(HZXHI)m(Hl xL2)(R3)"

We define H,, C &, as the set

Hy == {Wo, Y1) € E | 1Yo, Y1) llm, < oo}
The inclusion of the H% x H'-norm in these definitions is required to formulate the
small data well-posedness and scattering theory for (1.5) for topologically trivial initial
data, see e.g., [17,33], and will also arise in our proof of the asymptotic stability of

the non-trivial Q,. It reflects the critical regularity of the underlying scale invariant
system and we refer to [17,33] and Section 4 for more on this point.
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Before stating the main theorem we refer briefly to Proposition 4.3 below which
}iields the following: g,iiven initial data (v, Y1) € H, there exists a uniqueﬁsolution
Y (t) € 'H, with data ¥ (0) defined on a maximal interval of existence Iax (¥ (0)). In
particular, for each 1 € Inax (1}(0)) we can define ¢ (1) € Hg by

G(t) 1=y (1) = (Qn, 0).
Theorem 1.1 (Main Theorem) Let (Yo, Y1) € H,, for some n € N and denote by @(t)

the solution to (1.5) wizh data ¥ (0) = (Yo, Y1) defined on its maximal interval of
existence Imax = Imax (¥ (0)). The following hold true:

(a) Foralln € N, én = (Qy, 0) is asymptotically ftable in Hy. To be precise: there
exists €9 > 0 small enough so that for all data  (0) € H,, with

19 (0)ll24, < €0
we have ImaX(IZ(O)) =R, i.f., the corresporgding solution Y (t) € H, is defined

globally in time. Moreover,  (t) scatters to Q. That is, there exists linear waves
@zc solving (1.6) so that

1Z(Z) = én -HBf(I) + o1, (1) as t — oo,
or in other words,
1% () — On — 3 (D3, — 0 as t — o0,

(b) Foralln € N, large data soliton resolution holds in H,, in the following conditional
sense. Let IZ(t) be as above and for eacht € Imax(lz} 0)) := (=T, Ty) set

¢(0) == V(D) = On
Suppose that there exists a constant C < oo for which

sup  [|@(D)ll3, < C < 00
1€[0,T4) 0 (1.7)

Then Ty = 400, ie., 1/7(t) is defined globally in forward time. Moreover, IZI(I)

scatters to Qy in forward time. That is, there exists a linear wave (ZZ“ solving (1.6)
so that

V(1) = On+ @ (1) + 03, (1) as t — o0,

or, in other words,

1y () — On — ¢ Oy — 0 as t — oo.

A similar statement holds in the negative time direction as well.
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A few remarks are in order:

Remark 1 We emphasize that Theorem 1.1(b) is a conditional result because it is not
known if (1.7) holds for every solution. Indeed, it is not clear that higher Sobolev
norms such as the H2 x H' norm of 1/; — Q,, should remain uniformly bounded over
the course of the evolution.

Remark2 We also note that Theorem 1.1 in the case n = 0 was proved in [33].
The work [33] falls into a category of conditional large data scattering results for
energy sub-critical and super-critical wave equations in recent years; see e.g., [8,9,14—
16,25-27,31-33,42] and reference therein. In all of these works, one begins with the
assumption that the scaling critical Sobolev norm of the solution stays uniformly
bounded over the maximal interval of existence for the solution. Indeed, this informa-
tion is a crucial ingredient in the implementation of the Kenig—Merle concentration
compactness/ridigity method, which is used in each of the works cited above. We sin-
gle out the recent works [15] and [16] from the list given above, as they do not assume
a uniform bound on the critical norm, but rather only that a critical norm remains
bounded on a single sequence of times tending to the maximal time of existence.

Remark 3 What distinguishes Theorem 1.1 from the references listed in Remark 2 is
that here we prove that solutions (conditionally) asymptotically relax to a nontrivial
stationary solution Q,, as opposed to relaxing to the vacuum solution 0, i.e., scattering
to zero. To the authors knowledge the present work is the first result in a super-critical
setting that establishes conditional large data scattering to a truly nonlinear object, Q.

1.2 Outline of the Paper

In Section 2, we establish the existence and uniqueness of the stationary solution Q,,.
The existence of Q, follows easily by a variational argument applied to the static
energy functional. However, proving Q, is the unique stationary solution with finite
energy is much more subtle. We use a comparison argument to reduce the proof of
uniqueness to showing the following monotonicity property of stationary solutions to
(1.5): every finite energy stationary solution ¢(r) to (1.5) satisfies ¢’(r) > 0 Vr > 0.
This monotonicity property is proved via a series of simple calculus lemmas along
with a comparison argument applied on intervals where ¢’ () # 0.

In Section 3, we reformulate our main result in terms of the variable # which
is related to the original azimuth angle ¥ via ¥ (¢t,r) = Q, () + ru(t,r) (see the
statement of Theorem 3.1). This substitution implies that u satisfies a semi-linear
equation on R+ of the form

5
4
Uyp — Upy — —uUy + V()u + E Z,(r, ruyu? =0,
r
p=2

where the potential V and functions Z, are smooth and bounded (with V having fast
decay). The energy super-critical nature of the problem is reflected in the fact that the
top order nonlinearity in the equation is quintic. We then prove Strichartz estimates
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for radial solutions to the linear equation w;; — Aw + Vw = F on R!*> which are
essential in studying the nonlinear evolution for u. To do this, we first prove linear
stability of the radial Schrodinger operator —A + V on R’ using Sturm—Liouville
theory (see Theorem 3.2 for the precise statement of linear stability and Strichartz
estimates). The monotonicity property Q) > 0 proved in Section 2 is also essential
in this argument. Strichartz estimates then follow from linear stability by using (now
standard) arguments which are sketched in Appendix A.

The proof of our main result begins in earnest in Section 4. We use the Strichartz
estimates developed in Section 3 and standard contraction mapping arguments to prove
local well-posedness and small data scattering for (1.5) in the equivalent u-formulation
(see Proposition 4.3). The latter result is equivalent to the asymptotic stability of O,
in the original azimuth angle ¥ (Theorem 1.1(a)). We then prove a long-time stability
result which is a technical tool used in the proof of Theorem 1.1(b) in the final section.

In Section 5, we prove our conditional stable soliton resolution result, Theorem
1.1(b), via the Kenig—Merle concentration compactness/rigidity method. This method
has three main steps which we now briefly describe in the azimuth angle v (our
implementation, however, is in the u variable). F9r the first step we show that solutions
to (1.5) that evolve from small peﬂurbatiorls of Q,, satisfy the conclusions of Theorem
1.1(b): global existence and scattering to Q. This is precisely Theorem 1.1(a) which
was proved in Section 4. In the second step we show that if the conclusions of Theorem
1.1(b) are false, then there exists a critical element: a minimal solutlon 'ﬂoo (1) to (1.5)
that fails to scatter to Qn in both time directions. Moreover woo (#) has the property
that the trajectory

K = {(Yoo(t) |1 € R} C H,

is precompact in H, (see Proposition 5.1 for the statement of this step in terms of
u). This step follows from the results proved in Section 4 and general concentration
compactness arguments which are completely analogous to the degree n = 0 argument
in [33]. Section 5 begins with a brief sketch of this step. The final step of the Kenig—
Merle method (which occupies the bulk of Section 5) is to prove the following rigidity
theorem: if w(t) is a solution to (1.5) with the property that K= {w(t) [t e R} C H,
is precompact, then w Q,, This rigidity property contradicts the second step, thus
proving that the conclusions of Theorem 1.1(b) must be true. The proof of the rigidity
result follows the techniques used in [33] which were introduced in [30]. This type
of argument, based on the “channels of energy” method introduced in the seminal
works [10-12] and especially in [13,14], avoids using any dynamical identities or
inequalities, such as virial or Morawetz, which are in general poorly suited to the
complicated nonlinearities in geometric equations. The method used here relies on
exterior energy estimates for the underlying free radial wave equation proved in [30]
(see Proposition 5.4) and the uniqueness of O, as the only finite energy stationary
solution to (1.5) proved in Section 2.
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2 Stationary Adkins—Nappi Maps

For the remainder of the paper, we fix a topological degree n € N. In this section,
we will establish the existence, uniqueness, and properties of a stationary solution
to (1.5), that is, a solution to the elliptic equation

2 sin2¢ (¢ —sing@cos)(l — cos2¢p)
Qrr + ;wr = 2 + 4 , r>0,

2.1)
() =0, ¢(c0)=nm.

More precisely, we prove the following.

Theorem 2.1 (Existence and Uniqueness of Stationary Solutions to (1.5)) There exists
a unique solution Q, to (2.1) which we will refer to as the stationary Adkins—Nappi
map of degree n. Moreover, Q),(r) > 0 forallr > 0 and there exist unique o, B, > 0
such that

0,(r)=nm — anr72 + O(r76) asr — 00,

0n(r) = Bur + O(r) asr — 0
where the O (-) terms satisfy the natural derivative bounds.

2.1 Existence of Stationary Adkins-Nappi Maps

We first establish existence by minimizing the static energy functional. In what follows,
we denote the static Adkins—Nappi energy by

1 [ 2 sin? — sin ¢ cos ¢)?
g0 =3 [ [<<p’>2 A e }rzdr,
2 0 r

r

and the local Adkins—Nappi energy by

sptr=4 [ [ior 2 gl oy,
We define
X = H<p : 9 e C([0,00), @€ AC(J) VJ E (0, 00),
9(0) =0, p(c0) = nm, J(p) < oo}
and

Im = (},g J (@)
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which exists since J (-) is nonnegative.
The main goal of this subsection is to prove that 7, is attained in X.

Proposition 2.2 There exists ¢ € X such that J, = J ().

Since (2.1) is the Euler-Lagrange equation associated to the functional J(-), an
immediate corollary of Proposition 2.2 is the existence statement made in Theorem
2.1.

Corollary 2.3 There exists a smooth stationary Adkins—Nappi map Q.
Proof of Proposition 2.2 Let (¢;) be a minimizing sequence for 7,,. Since

Jekl) = T (ex)

we may assume that ¢ > 0 on [0, co) for all k. We first show that the sequence is
pointwise bounded uniformly in k. O

Claim 2.4 There exists C > 0 independent of k such that
loe(r)| < C, Vr > 0.

Proof of Claim 2.4 We introduce
r . L .2
G(p) = (0 —sinf cosH)do = E(p — sin” p).
0

Note that G(0) = 0, G is even and increasing on [0, c0), and G(p) — o0 as p — o0.
Then, for each k, by the fundamental theorem of calculus

G(pr(r)) = G(pr(r)) — G(er(0))
rd

= / d—G(wk(p))dp

o dp
=/0 @1 (9 — sin g cos gr)d p

r 12 r 1/2

< <[O (¢L)2p2dp> (/0 (¢r — cos gy sin wk)zpzdp>
<2J(gx) =M.

This proves the claim. O

From Claim 2.4, we deduce that for each fixed 0 < pg < p; < 00, (¢) is a
bounded sequence in H'(pg, p1). By Arzela—Ascoli, passing to subsequences, and
relabeling, there exists ¢ € C(0, 0o) such that for all 0 < pg < p1 < o0,

@r—kp weakly in H' (po, p1),
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15 Page 12 of 59 A. Lawrie, C. Rodriguez

or — ¢ strongly in C([pg, p1]).
Hence, we have that
J (@) = lim 7% (¢)
e—0
< lim sup lim inf T (on) 2.2)

e—0
S ne-
The proof of Proposition 2.2 then follows from showing

Claim2.5 ¢ isin X.

Proof of Claim 2.5 Let k > 1 and r > 0. By the fundamental theorem of calculus and

Cauchy—Schwarz
(0.¢]
/ P (p)d p‘

%0 12
<2 ([T wionoan)

2T (@n'?

<r
< 12

Inmw — @i (r)| =

where the implied constant is uniform in k. We let k — oo and deduce

I — ()] < 12

which proves lim,_, 5 ¢(r) = nm.
We now prove ¢(0) = 0. Let 0 < rg < r1. Then as in Lemma 2.4, we have

|G (p(r1)) = G(p(ro)| = 27 (¢).

Thus, lim, .o G(¢(r)) = L exists. Since G is continuously invertible on [0, co) and
¢ > 0 (because ¢ > 0, Vk), it follows that ¢ has a limit £ as r — 0. If this limit is
nonzero, then ¢ — sing cos ¢ > £/2 > 0 for r near 0 which implies that 7 (¢) = oo,
a contradiction. Thus, £ = 0, and we conclude that ¢ € X. |

By our definition of 7, (2.2) and Claim 2.5, we have proven Proposition 2.2. O

2.2 Uniqueness of Stationary Adkins-Nappi Maps

We will now prove the uniqueness of the solution obtained in the previous subsection
and establish the properties stated in Theorem 2.1. We will first prove a few facts about
solutions to (2.1). The first two were proven in similar settings and the proofs follow
in almost identical fashion.
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Lemma 2.6 Let ¢ be a solution to (2.1). Then there exist a, § € R such that

o(r) =nm — ar 2+ O(r_ﬁ) asr — 00,

o(r) = Br+0@>) asr — 0,

where the O (-) terms satisfy the natural derivative bounds.

Proof The proof follows in almost exactly the same way as the proof of Theorem 2.3
in [40] in the setting of co-rotational Skyrmions. For the asymptotics at 0o, one first
shows that ¢’ (r) = o(r~1). The idea now is to make the change of variables x = logr
and use the fact that do/dx = rde/dr = o(1) to write (2.1) as

d*e dy -
m—ka—sm&p—l—O(e ) =0. 2.3)

The ODE (2.3) is asymptotically the autonomous ODE ¢” + ¢’ — sin2¢ = 0 (the
damped pendulum) for which the desired expansion at oo in the statement of Lemma
2.6 holds (in the x variable). A similar argument also applies for the asymptotics at

r = 0. We omit the details and refer the reader to the proof of Theorem 2.3 in [40] for
the full details of the argument. O

Lemma 2.7 Let « € R. Then there exists a unique solution ¢, to the ODE

2 sin 2¢ n (p —sing cos @) (1 — cos2¢)

(prr+;§0r= 2 4 . r>0,

r

with the property that
0o (r) =nmw — ar™? + O(r_6) asr — 0o,

where the O (-) term satisfies the natural derivative bounds.

Proof See Proposition 2.2 in [33] for the n = 0 case. The case n > 0 is nearly identical
and we omit the proof. O

Lemma 2.8 Let ¢ be a solution to (2.1). Then 0 < ¢(r) < nm forall r > 0.

Proof Define
W) = r* (r)? — 2r%sin ¢ — (¢ — sin g cos ¢)?.
Then using (2.1), we have that
W'(r) = —4r sin’ ¢,
i.e. W(r) is decreasing on [0, 0o). Moreover, by Lemma 2.6, we have

W(@O) =0, W(oco)=—n’n>. (2.4)
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Suppose thatrg > 0and ¢ (r9) = 0. Then W (rg) > 0 since ¢ is nonconstant. However,
this is impossible since W(0) = 0 and W (r) is decreasing. Suppose now that there
exists rg > 0 such that ¢(rg) = nm and ¢(r) < nx for all » < ry. Then since ¢ is
nonconstant and ¢ (c0) = n, there exists r{ > rg such that

@o(r)) >nm and ¢'(r)) =0.

Since ¢ — ¢ — sin @ cos ¢ is an increasing function on [0, 00), by our definition of
r1 we see that

W(r1) = —2rf sin® p(r1) — (9(r1) — sin(r1) cos p(r1))*

< —(nm — sinnw cos ny'r)2

= —n’n?
But since W (r) is decreasing, this implies that we cannot have W(oo) = —n’n?, a
contradiction to (2.4). Thus, 0 < ¢(r) < nx forall r > 0. ]

We will now show that two solutions to (2.1) are equal if they both have positive
derivatives. The proof is in similar spirit to the argument used to prove uniqueness of
corotational Skyrmions in [40]. We will later use ideas from the proof to show that
any solution to (2.1) must have positive derivative and conclude the uniqueness of the
degree n Adkins—Nappi harmonic map.

Lemma 2.9 Let ¢1, ¢ be solutions to (2.1) such that (p} (r) > O0forallr > 0,j =1,2.
Then @1 = 3.

Proof We will assume that n > 0 since uniqueness in the case n = 0 was proved in
[33]. We first make some preliminary observations. If ¢ satisfies (2.1), then by the
change of variables x = logr, we see that ¢ satisfies

¢+ ¢ =sin2¢ + e > (¢ — singcos @) (1 — cos 2¢),
2.5)
@(—00) =0, ¢(00) =nm.

Here we now denote ¢’ = 3—f = r‘;—‘f. If ¢’ > 0, we may make a change of variables

1

and consider ¢ as the independent variable and x = ¢~ and p = j—f as the dependent

variables. Thus, by (2.5) the equation solved by p is

dp — o —2x :
pd—+p—s1n2<p+e (p —singcos@)(1 — cos2¢p).
@
Here x = x(¢). Suppose, towards a contradiction, that we have two different solutions
@1, 2. Weletx; = (pj_l and p; = %. Then we have

dp;

pj% + pj =sin2gp +e_2xf'(<p —singcos@)(l —cos2¢p), j=1,2.
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Subtracting the equation satisfied by p; from the equation satisfied by p, and rear-
ranging, we have

d dpi
= (py — 1+ == —
Pzd(p (p2 — p1) + ( + g )(Pz 1)

= (72?2 — 71 (¢ — sing cos ) (1 — cos 2¢)

Let @9 € (0, nmr) be arbitrary and define

_ dp1

1

— 1+—=—1,
Q(‘P) )2) ( / )

%0
Q(<.0)=/ q(p)do,
¢
f(p) = pz_l(efzx‘ — e 2)(p — sing cos @) (1 — cos 2¢).
Then
d d -0 —0
d—(Pz —p)tqpp—p)=—f = —(p2—p1e *)=—e =f.
@ do

Hence, we see that

(24}
(P2 — p() = €29 (pr — p1)(wo) + f QW00 p(pydp.  (2.6)
@

We now make a key observation based on (2.6). In particular, if p» > 0 on (0, nx)
and there exists ¢g € (0, nr) such that pa(¢o) > p1(po) and x2(¢o) > x1(¢p), then

p2(9) > p1(e) and x2(p) > x1(@), Yo < @p. 2.7

Indeed, suppose @1 < @o and p2(p) > pi(e) for all 91 < @ < ¢o. Then since
pj= (%)_1, we have forall 1 < ¢ < ¢

p2(g) > pilp) = %(m(w) —x1(¢)) < 0.
This implies upon integrating that
x2(p) — x1(@) > x2(¢0) — x1(p0) > 0, Vor < ¢ < ¢o.
Since p> > 0, the previous implies that

x2(p) > x1(9), g1 <@ <gyp = e MW _ 720 5 0 ¢ < < g,
= f(p) >0, ¢1 <9 =<g.
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Hence by (2.6)

p2(@) — p1(@) >0, @1 <¢ < go.

Thus, if x2(¢) > x1(¢) and p2(p) > pi1(e) forall p; < ¢ < @y, we have x2(p) >
x1(¢) and pa(¢) > p1(p) for all 1 < ¢ < ¢@o. By a continuity argument it follows
that p>(¢) > p1(¢) and x2(¢) > x1(¢p) for all ¢ < @g.

By Lemma 2.6 and Lemma 2.8, if ¢ is a solution to (2.1) then there exist unique
o, B > 0 such that

1 /2
o(x) =nw —ae ¥ + ﬁ(§a3 + nnaz)e_f’x + 0@ %), asx — oo,

o(x) = Be* + % (,35 - ,33) e+ 0™, asx —» —oo,

where the O (-) terms are determined by « and S respectively. It follows that p satisfies

3/(2
p=2ae > — 7 <§oz3 + nmxz) e 4 0@ '™
2 /(2
=2(nr — @) — - (§a3 + nna2> e % 4 0710 (2.8)

2 (2 nmw 3 5
=2(nﬂ—<p)—7<§+7)(nﬂ—<p) + O((nw — ¢)7)

as ¢ — nm . Similarly, we have
_ 4 0 3 5
p=20+ 15(/‘3 De” + 0(¢”) (2.9

as ¢ — 0. Suppose ¢, has coefficients ap, B> > 0and ¢ has coefficients a1, 81 > 0
appearing in their respective asymptotics where (without loss of generality)

oy > af.
Then clearly x2(¢) > x1(¢) for all ¢ sufficiently close to nm since for x large
_ —2x —6x —2x —6x\ __
¢ (x) =nmw — e + O(e™™) <nm —aje + O0(e™™) = p1(x).

Moreover, we see that p2(¢) > pi1(@) for ¢ sufficiently close to nw since by (2.8) we
have

2 (2 nm 3 5
pz(so)=2(nn—<p)—3 §+a—2 (nr —@)° + O((nr — ¢)°)

2 (2 nm 3 5
>2(nn—<p)—5(§+a—l> (nr — )" + O((nr — 9)°) = p1(p).
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Thus, by our observation (2.7), we have p2(¢) > p1(¢) and x2(¢) > x1(¢) for all
¢ € (0, nm). In particular, the constraint x;(¢) > x1(p) for all ¢ € (0, nmr) implies
that 81 > B> > 0. But then for ¢ near 0, we have by (2.9)

_ 4 0 3 5
p1(p) =2¢ + 15(/81 De” + 0(¢”)
_ 9 4 0 3 5\ _
@+ 15(/32 De” + 0(¢”) = pa(o),

which contradicts pa(¢) > p1(p) forall ¢ € (0, nmr). Thus, no two distinct solutions
©1, @2 exist. This completes the proof. O

Before showing that every solution ¢(r) to (2.1) satisfies ¢'(r) > 0 for all r > 0,
we will first need to establish a few simple facts.

Lemma 2.10 Let ¢ be a solution to (2.1), and suppose that ¢’ (rg) = ¢" (rg) = 0. Then
there exists 8 > 0 such that ¢’ (r) < 0 for all r with 0 < |r — rg| < 8.

Proof Let ¢y = ¢(rp). By (2.1) and our assumptions, we have

sin 2¢q n (o — sin ¢g cos ¢o) (1 — cos 2¢p)

2 4
o o

0=

(2.10)

From (2.10), we conclude that

rO_2 = —sin 2¢g(po — sin ¢g cos <po)_1(1 — cos Z(po)_l.

If we differentiate (2.1) and evaluate at g, we conclude that

,,, 1 (2sin2¢g  4(po — sin ¢p cos @p) (1 — cos 2¢p)
% (ro) = —— 2 + 4
o Ty "o
1
=—— (—2(sin 2¢0)*(¢o — sin go cos ¢o) ' (1 — cos 2¢9) ™!
ro

+ 4(sin 2¢0)* (g0 — sin gg cos gg) ' (1 — cos 2<ﬂ0)_1)

= —2r0_1(sin 2(p0)2(<p0 — sin ¢q cos (po)_l(l — cos 2g00)_1
< 0.

The final inequality above follows from the fact that ¢ is nonconstant. Since ¢” (rg) =
0, we conclude that ¢”(r) > 0 for r < ry, close to rg, and ¢”(r) < 0 for r > rg,
close to ro. This implies that there exists § > 0 such that ¢’(r) < 0 for all r with
0<|r—rog| <§6. |

Corollary 2.11 Let ¢ be a solution to (2.1), and suppose that ¢'(rg) = 0. Then ¢
cannot be nondecreasing in a neighborhood of ry.
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Proof If our conclusion was false, then the assumed monotonicity of ¢ and ¢’(rg) = 0
imply that ¢” (rg) = 0. By Lemma 2.10, we conclude that ¢’(r) < 0 for all r > rg
close to rq, a contradiction. O

Lemma 2.12 Let ¢ be a solution to (2.1). Then the set of critical points of ¢ is finite.

Proof We denote the set of critical points of ¢ by C = {r > 0 : ¢/(r) = 0}. By
Lemma 2.6 and Lemma 2.8 there exists R > 0 large so that

@' (r) >0, Vrel0, RT'JU[R, c0).
Hence C is a compact set. If C is infinite, then there exists a monotonic increasing or

decreasing sequence (r,) € C and ro € C such that r, —, ro. By the mean value
theorem and continuity this implies that at rq

@' (ro) = ¢"(ro) = 0.

By Lemma 2.10 there exists § > 0 such that CN(r9—38, ro+38) = {ro}, a contradiction
to the definition of ry. Thus, C is finite. O

We will now show that every solution ¢ to (2.1) has positive derivative on [0, 00).
Lemma 2.13 Let ¢ be a solution to (2.1). Then ¢'(r) > 0 for all r > 0.

Proof As in the proof of Lemma 2.9 we first make the change of variables x = logr,
so that ¢ satisfies

¢" 4+ ¢ =sin2¢ + e (¢ — sing cos p)(1 — cos 2¢),
@(—00) =0, ¢(c0) =nm,

where ¢’ = Z—)‘f. Suppose that our conclusion is false and that there exists xo € R such
that ¢’ (xg) = 0. By Lemma 2.12, the set of critical points C = {x € R : ¢/(x) = 0}
is finite and nonempty by assumption. We label these points by
XN <00 <X < X].
We denote the value of ¢ at these points by ¢; = ¢(x;). Note that by Lemma 2.8, we
have ¢; € (0,nm) foralll < j < N.
We claim that
Vx € [xy,x1], @(x) = ¢1. 2.11)

In fact, we will prove that forall 1 < j < N — 1

Vx € (xjt1,x)), @) > ¢1. (2.12)
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The proof is by induction on j. By Lemma 2.8 and our definition of x1, we see that
@ is increasing on (xp, 00).

By Lemma 2.11, we must have that ¢’(x) < 0 for all x € (x3, x1). Hence ¢(x) > ¢
for all x € (x2,x1) which proves the base case. Suppose that (2.11) holds for all
1 < j < N — 2. We wish to show that (2.12) holds for j + 1. There are two cases to
consider: ¢’ (x) < 0 on (xj42, xj41), or ¢’ (x) > 0on (xj42, Xj41).

Case 1: ¢'(x) < 0on (xj42, xj4+1). By our induction hypothesis and the fact that
¢ is strictly decreasing on [x42, x;11) we conclude that

Vx € [xj+2, xj+1), @(x) > @jt1 > @1. (2.13)

This concludes the argument for this case.

Case 2: ¢'(x) > 0 on (xj42, xj4+1). For this case we use arguments from Lemma
2.9. We first note that by Lemma 2.11, we must have that ¢'(x) < 0 on (x4, x;). In
particular, by our induction hypothesis and (2.13), we have that

Pj+1 > @1-

Suppose, towards a contradiction, that 9,2 < ¢1. Leta € (xj12, xj41) be such that
@(a) = @1, and denote b = x;41. Let d € (x1, 00) be such that ¢(d) = ¢;41, and
denote ¢ = x;. By the previous definitions, we have that

Vx €[a,b)U(c,d), ¢'(x)>0,
0=¢'(b) < ¢ (@), (2.14)

a<b<c<d.

We now consider ¢ € (¢1, ¢;j+1) as the dependent variable and define two functions

-1
x = (¢lre@n) (@1, 9j+1) — (@, b),
-1
y = (¢lyee.ay)” : (@1, 9j41) = (¢, d).
Let

-1
(&) =2

xE(a,b)’

i yele,d)

Then (2.14) implies that

Yo € (¢1,9j+1), p,q >0,
Vo < @jyiclosetogjry, ple) <q(e),
Yo € (o1, 0j11), x(@) < y(@).
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By the argument used to obtain (2.7), we conclude that p(¢) < g(¢) for all ¢ €
(91, @j+1). Taking the limit as ¢ — ¢; and translating back to the old variables yield

¢'(a) < ¢'(c) =0,

which contradicts (2.14). Thus, ¢; 12 > ¢1. This concludes the proof for this case. By
induction, we have proved (2.12) and also (2.11).

By definition, ¢’(x) > 0 on (—o0, x1) and satisfies ¢’(—00) = 0. By Lemma
2.11, we must have ¢’(x) < 0 on (xy, xy—_1). In particular, by (2.11), we must have
oN = @(xn) > ¢1.Leta < xy be so that ¢(a) = ¢1,and denote b = xy.Letd > x;
be so that ¢(d) = ¢y, and denote ¢ = x;. Then by definition, we have that

Vx € (a,b)U (c,d), ¢'(x)>0,
0=0¢'(b) <¢'d),
a<b<c<d.

We can repeat the proof of Case 2 in the previous induction argument to conclude that
¢'(a) =¢'(c) =0,

a contradiction to the fact that a < x and xy is the least critical point. Thus, the set
of critical points must by empty. O

An immediate corollary of Lemma 2.13 and Lemma 2.9 is the uniqueness of the
stationary Adkins—Nappi map of degree n.

Corollary 2.14 The solution obtained in Proposition 2.2, which we denote by Q,, is
the unique solution to (2.1).

3 Strichartz Estimates

The main goal in this section is to establish Strichartz estimates for the linear inho-
mogeneous wave equation obtained from (1.5) by linearization about the stationary
Adkins—Nappi map Q = Q,. These linear estimates will be the foundation of our
proof in Section 4 that each Q,, is unconditionally asymptotically stable in the critical
space Hj,.

We first make use of the additional dispersion present in the equivariant setting by
reformulating (1.5) as a semilinear wave equation in R!*>.

3.1 5d Reduction: A Reformulation of Theorem 1.1

It is convenient to write solutions IZ(Z) € &, to (1.5) as perturbations of Q = Q,, and
then pass to a 5d re-formulation of (1.5) via the ansatz ¢ = Q + ru. This reduction
is motivated by the presence of a strong repulsive term in the potential which arises
when linearizing about Q:
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2cos20Q n 1—2cos2Q +20sin2Q + cos4Q _ 2

> = —r—2+0((r)_6).

r

The above asymptotics follow in a simple fashion from Theorem 2.1. The strong
repulsive term r% indicates that the linearized operator about Q has the same dispersion

as the free wave equation on R!*_ Indeed, with u(t, r) defined by ¥ (¢, r) = Q(r) +
ru(t, r) we see that u satisfies the 5d semilinear wave equation

4
Ugp — Upp — ;u, +Vr)u+ Z(r,u) =0,

3.1
u(0) = (uo, u1) € H,
where ] ) )
H:=(H>x HYn H' x L*>)(R?).
The potential V is given by
2(cos2Q — 1 1 —2cos2Q +20sin2Q + cos4
Yy 2 205201 0 +20sin20+c0s40

2 ! ,
and the nonlinearity is given by

Z(r,u) = u*Zo(r) + ud Z3(r, ru) + u* Zy(r, ru) 4+ u’ Zs(ru) (3.3)
where

Zy(r) =r~'sin20 +2r 3(9sin2Q + Qcos2Q — 30 — 4sin4Q), (3.4

sin2¢ — 2¢ cos2Q —1 (1 —cos2¢
Z3(r,<p)=COSZQ( 3 )—i— > 3
@ 2r @

n 20sin2Q + 1 —cos2Q (sin2(p —2(p>
3

2r2 @
cosdQ — 1 [sindp — 4¢p
) 3.5
B ( ¢’ ) )
20 — 1 +2¢?
Zi(r. ) = rsin20 (¢—4+¢>
4
+sin4Q—25in2Q cosdp — 1 + 8¢?
4r g04
0(cos2Q — 1) [ 1 —cos2¢ — 2¢>
+ 4
r @
sin2Q — 20 [(sin2¢ —2¢
+ 3
r @
1 —cos2¢ + 2¢ sin2¢ + cos 4
e 5! (36)
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@ — sm22<p _ (pCOSZ(p + s1n44ga

(,05

3.7

Zs(p) =

Using Theorem 2.1, we see that we have the following elementary estimates on the
potential and nonlinearity:

V() < )7, (3.8)
as well as

[u?Zo(r)| S () lul?,
[P Zs(r, ruw)| < Jul?,
lut Za(r, rw)| < (r)"Hul,

[’ Zs(ru)| < Jul’.

(3.9)

We claim that studying solutions @(t) € H, to (1.5) is equivalent to studying the
Cauchy problem (3.1) with i (Q € 'H where the relationship between the two is given
by ¥ = Q + ru. Indeed, if ¥ € H,, we define ¢(¢t,r) = ¥ (t,r) — Q(r) so that
@(t,r) = ru(t, r). Then using Hardy’s inequality and the relations

¢r =rur +u,

@rr = ripr + 2ur,
once can show that for s = 1, 2, the map
H (R 3 urs ¢ :=rue H, (R
is an isomorphism. Thus, we conclude that

114, = 161l (g2x iyna < 22y®3) = Nl g2 anyn <22 ®s)

which shows the two Cauchy problems are equivalent.
In the remainder of the paper we will work exclusively in the 5d u-formulation. We
will first reformulate our main result, Theorem 1.1(b).

Theorem 3.1 Let (ug, u1) € H = (H> x H') N (H' x L?)(R5). Then there exists a
unique solution 1(t) € C(Iypax; H) to (3.1) with initial data u(0) = (ug, uy), defined
on a maximal interval of existence Imax = (T—(u), T+ (u)) > 0. If in addition, we
assume that

sup a0l < oo, (3.10)
t€[0,T (u))
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then T = oo. Moreover; ii(t) scatters to a free wave in H as t — 00, i.e. there exists
a radial solution v(t) € H to the free wave equation on R

4
Vi — U — =0 =0, (3.11)
r
such that

lii(t) — 5(t)|l3y — O ast — oo.

A similar statement holds for negative times as well.

3.2 Strichartz Estimates

The key element in our proof of the asymptotic stability of the O, in Section 4 are
Strichartz estimates for the underlying linear wave equation. From (3.1) we see that
the relevant inhomogeneous linear equation in this paper is the following (1 + 5)-
dimensional wave equation,

wy —Aw+Vw=F,

! (3.12)
w(0) = (wo, wy).

for radial initial data w(0), radial F, and where V = V(r) is given by the explicit

formula,

2(cos2Q — 1) n 1—2cos2Q +2Qsin2Q + cos4Q

V() = - ;

(3.13)

r r

and satisfies the decay estimates
VIS n)™° (3.14)

The goal is to show that despite the presence of the potential V, the same family of
Strichartz estimates that hold for the linear wave equation in R je., Ori+sw = F,
hold for (3.12) as well. Using a standard argument, the problem can be reduced to
establishing localized energy estimates for the free evolution operator Sy (¢) generated
by the left-hand side of (3.12), which in turn hinge on proving spectral properties of
the Schrodinger operator

Hy := —Aps + V. (3.15)

Recall that a triple (p, g, ) is called admissible for the wave equation in R+ if

1 5 5 1 2
p>2q9z2 —+-=5-y, —+-=1
p q 2 P q

We prove the following results.
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Theorem 3.2 The following hold true.

(a) The operator Hy defined in (3.15) for V.= V(r) as in (3.13), (3.14) is self-
adjoint on D := H*(R?). Its spectrum is given by [0, 00) and is purely absolutely
continuous. In particular, Hy has no negative spectrum and the threshold energy
0 is neither an eigenvalue or a resonance.

(b) [Strichartz Estimates] Let w(t) be a solution to (3.12) defined on a time interval
I > 0 with radial intial data w(0) = (wg, w). Then for any admissible triples
(p,q,y)and (a, b, o) we have

” |V|7V Vl,xw”Lf,Lz([) S ”(wOs wl)'l[:llez(RS) + ” |V|J F”L?’LE’(I)

A general (and by now standard) argument that we outline in Appendix A shows that
Theorem 3.2(b) holds for any smooth bounded potential V (r) decaying like (3.14) and
corresponding Schrodinger operator Hy satisfying the conclusions of Theorem 3.2(a).
Here we prove part (a) for the operator Hy .

Proof of Theorem 3.2(a) It is convenient to conjugate to a half-line operator via the L?
isometry
LLiRY) > f > r2f = ¢ e L*((0, 00), dr)

rad

We then define Ly by
Hyf =1Ly f)

which yields,
2
Ly ==+ S+ V).
r

From the decay properties of V we see that it suffices to show that Ly has no negative
spectrum and that 0 is neither an eigenvalue or a resonance. In fact, we can quickly rule
out a resonance at 0. Indeed {r?, !} is a fundamental system for Ly := —8,2 + r%
Since V(r) < (ry=s, any bounded solution ¢ to Ly ¢ = 0 satisfies |¢po(r)| < r~ ! as
r — oo and |¢o(r)| < r% as r — 0. This means that ¢o € L2%(0, 00) and is thus an
eigenvalue.

We now show that Ly has no negative spectrum and no eigenvalue at 0. The
proof will follow by a Sturm comparison argument where we find a positive threshold
eigenvector for a half-line operator with a deeper potential well. To motivate our
guess for this eigenvector and operator we note that the last term on the right-hand-
side of (1.5) is always nonnegative and is thus de-focusing in nature and that this term
is the only difference between (2.1) and the harmonic maps equation in 3d. Next,
recall that the harmonic maps equation in R is invariant under the H > (R3)-invariant
scaling given by

g g =gr/r)

and with infinitesimal generator

d
Ag = —d—kgma: (x-V)g=rog
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Consider A Q = rd, Q(r). Passing to the half-line via A Q +— r A Q we obtain

@) :=rAQ =r>0,(r)

which solves -
Ly —V)®=0 (3.16)

where

(Q —sinQcos Q)(1 —cos2Q)
0,

Vr)=2

To prove (3.16) simply multiply (2.1) by 2 and differentiate in r.

By Theorem 2.1 we see that |\7(r)| < 1 and thus D(Ly — \7) = D(Ly), where
D(L) denotes the domain of L. In fact, since 0 < Q(r) < nm and Q,(r) > 0 on
(0, 00) we have \7(r) > O forallr € (0, 0o) except at only finitely many points (where
Q(r) equals an integer or half-integer multiple of 7). Moreover, since Q,(r) < r3
as r — oo it follows that ®(r) is a eigenvalue at O for Ly — V. Singe Q, > 0 forall
r € (0, oo) it’s immediate from Sturm oscillation theory that £y — V has no negative
spectrum. In particular, by a variational principle we must have

(f 1Ly = V)f)120,00 20 Vf € H*(0, 00)

and therefore
(f 1Ly ) r20.00) 2/0 VOlf(n*dr Vf e HX(0, o).

Since V(r) > 0 on (0, 00), modulo a finite set, the above precludes Ly having
negative spectrum or an eigenvalue at 0. We remark that the non-negativity of the last
term in (1.5) along with the fact that Q(r) is strictly increasing are what led to the
crucial non-negativity of V (r). This completes the proof of Theorem 3.2(a). O

See Appendix A for a brief outline of the proof of Theorem 3.2(b).

4 Asymptotic Stability of Q,

In this section, we establish the theory for solutions to (1.5) which are small pertur-
bations of the stationary Adkins—Nappi map Q. In particular, we prove that Q,, is
asymptotic stable under perturbations that are small in Ho.

We remark that the appearance of the H2 x H'! in the definition of the norms ,
Hn and Hy is due to the fact that the top order nonlinearity in the equation (3.1) is
quintic and H? x H! is the scale invariant norm for the underlying scale invariant
quintic nonlinear wave equation in R!*>.
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4.1 Small Data and Perturbative Theory
We now formulate the local well-posedness and small data global well-posedness

theory for (3.1). The crucial ingredients for establishing these theories are the Strichartz
estimates established in Section 3 for the perturbed radial 5d wave equation

Vit = Urr = Uy +V(@)v=F,

“4.1)
v(0) = (vo, v1),
where V is as in (3.2). In particular, for / a time interval, if we denote
3w 7 syl 18
S = LW, 7 (1) N LW, P (1),
3 .13 .33
W) =L, (W;’ nwe’ >(I),
3 /.13 .33
N() =L} <WX2’2 n Wx2’2> () + LI H(D),
then a solution v to (4.1) on I > O satisfies the Strichartz estimate
01l ooy + ollwery + Ivllsay S N0O) ¢ + 1FlIncry- (4.2)

Other essential tools that will be used in the proofs are the following radial Hardy—
Sobolev embedding and product rule for fractional derivatives.

Lemma4.1 (Lemma 3, [6]) Letd > 3, and p,q, o, B > 0be suchthat1 < g < p <
o0, and 0 < (B — a)g < d. Then there exists C = C(d, p, q, «, B) such that for all

v radial in RY,

Lemma4.2 (Lemmas, [6]) Let 1 < p < 00,0 <« < 1. Then

d_d__
» ﬁ+av

ri = Clivllypa-

‘ Wep

lvwllyar S IvllLer lwllyper + 101y lwllLes,
where+ = L4+ L =L Lyl < py, ps <o
p p1 P2 p3 P4 ’

Proposition 4.3 Let (ug,u1) € H. Then there exists a unique solution i(t) €
C(Iypax; H) to (3.1) with u(0) = (ug, uy) defined on a maximal time interval of
existence Imax () = (T—(u), T+ (u)) such that for any J € Inmax,

Nl ooy + Nlullwery + lullscry < oo

A solution u(t) with Ty (u) = 00 scatters to a free wave, i.e. a solution to (3.11), if and
only if |[ulls©,00) < 00. A similar statement holds for negative times. In particular,
there exists § > 0 such that if ||u(0) ||y < 8, then I = R and
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il Loorqry + Nullwery + lulls@) < 14(0) 17, 4.3)

so that u(t) scatters to free waves as t — =+00. Finally, we have the standard finite
time blow-up criterion that T, (u) < oo if and only if ||ulls(,7,) = 00 with a similar
statement holding for negative times.

Remark 4 We note that Proposition 4.3 establishes the unconditional asymptotic sta-
bility of the stationary Adkins—Nappi map Q,, i.e., Theorem 1.1(a).

Proof The proofs of local well-posedness and the blow—up criterion follow from the
standard Duhamel formulation, contraction mapping and continuity arguments using
the Strichartz estimate (4.2). For completeness, we prove the a priori small data global
estimate (4.3) which gives the overall flavor of the arguments.

Let I C R, 0 € I, and let u be a solution to (3.1). By (4.2), we have that

Il ooy + Nlullwery + llullsay S NEO) 3¢+ 1ZC, w)lln- 4.4)
We estimate the right-hand side of (4.4) via

1Z( wllnay < 1 Za(r) |l

Bl—
([N

+ 1w Z3 s r)l 1 g
. :
>( : @5)

3/.13 3

L} (Wx 2wz
4 5

+ lu”™ Zy(r, ru)”L,'Hxl(I) + llu ZS("”)”L}HXI([)-

We first estimate the quadratic term in (4.5). Note that by (3.4) and Theorem 2.1,
1Z8 (") < (r)737/. By Lemma 4.2,

1 Zo) g 3 S NPl a5 1220y s+ g s 12l o
Sl s+ el gy el o
Similarly
(2 QUMEERY LA
w22 w22
S lluruZa @l g3 + 102 Z50) 1
Sl g el 30+ Nl y sllull 0
el p el + el s
el g s Dl o
Thus,

2
u“Zo(r
12220l 5

< ul® 50 + lull flull
133 u 30 uip Ly 3 llUfl 4 30
i (sz 2 AWy )(1) ~ wh7 w2 nwas wh T

[SI[%)
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whence by Holder’s inequality in time we see that

||u222(V)I|L; S M3y + lullwen llullscr- (4.6)

13 33
2 (W2 20w %)

We will now estimate the cubic term. We note that 13 Z3(r, ru) is a sum of terms
of the form z(r)u3Z(ru) where for all j > 0

1zZP () < 1,

1ZD (@) S 1. @7

Thus, to estimate w3 Z(r, ru) in L[1 Hx1 (1), it suffices to estimate a nonlinearity of the
form z(r)uZ (ru) where z, Z satisfy (4.7). We now estimate

lz) Zru)ll 2 S Nl

S el o el .
By Sobolev embedding we have
; 30
Wi I vpe [7,30] “8)

which along with the previous estimate implies that
Iz Zewl e S Tl | o
whT

Next, we have

Iz ZGw)ll g = 18, (1w Z(rw) | 2
SN P Zruw) 2 + Nz uu* Zru)) | 2
+ lz()u Z ru) ) | 2.

The first two terms are estimated as in the previous L? estimate and we obtain

12 (M Zrw) 2 + Nz uru® Zru)l 2
Sl + llupu? 2

< Nl 30 urll o [ull?
N[” “LT+” r||L7]|| ||L%

Sl | -
wWhT
The remaining term is estimated using (4.7), Lemma 4.2 and (4.8):
12" ()’ Z' ) a2 S Nl rao) | 2
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3
Sl o5 1wl Lo
L2
Sllull? s llull g
whT
Thus,

3 3 3
Iz Zrw)ll g S Mull” s 4 Mull” | 5o lull g
w7 w7

As noted previously, u3Z3 is a sum of nonlinearities of the previous form estimated
whence by integration in time we obtain

3 3 = 3
lu”Z3(r, VM)HL}HXI(I) S ||u||s(1) + ||”||L$°H(1)||”||S(1)- 4.9)
We will now turn to the quartic term in (4.5). Similar to the previous estimate for
the cubic term, it suffices to estimate a nonlinearity of the form z(r)u*Z (ru) in L} H]

with z, Z satisfying (4.7). Before doing so, we first state some useful embeddings. By
Sobolev embedding, we have

5 50 50
WhT 19 g e [E’ ?] (4.10)

Then by (4.8) with p = 15, (4.10) with g = 2%—5 and interpolation we see that
S(I) < LILYO(D).
Similarly, by (4.8) with p = 30, (4.10) with g = % and interpolation we see that
S(I) < LIL(D).
Thus, we have the embedding
S(I) < LILY() nLiL20n. (4.11)
We now estimate u*Z. By (4.7) we have

4 4
lzMu"Zruwl 2 < lu’llp2
< 3
S el o llaell7 s

S el lull o
where we used the Sobolev embedding, (4.8), to pass to the final line. Next, we have

lz(u* Zrw) |l g = 113, @u Zru) | 2
SN MU Z w2 + Nz uru Z(ru)) || 2 4.12)
+ Nz Z (ru) ru) || 2.
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The first two terms above are estimated as in the previous L? estimate and we obtain

1t 2wl + N2y ZGu)lge S Ul g + el g 1l g

3
S IIMIIHszIIMIIWL%m
We use the radial Sobolev embedding on the third term in (4.12) and obtain

lz(r)u Z' ruy (ru),ll 2 S Ml soll Grae) 1l 1o

4
S lullyollull g2

lhuS,
||Z(‘ )ll Z(‘ ”) |HI S ||H| H! H2||u|| 3 ||H| [-]2 u 10+
x “,l 70 L 0

As noted previously, u*Z4 is a sum of nonlinearities of the previous form estimated
whence by integration in time and (4.11) we obtain

Nt ZaGr, rd gy S Nl oo el + @l corn lull§gy. @13)

Finally, we estimate the quintic term in (4.5). We first note that |Z§j)((p)| <1 for
all j > 0. Then

5 5
I’ Zs(ru)ll 2 < 'l 2
< 4
S Ml so llull 20

4
S lull g lloell7 20
Next we use radial Sobolev embedding to see that

5 4 5
I’ Zsri)ll g S Nwrullz2 + lu” e ll 2

4 5
S llurll s llully a0 + Nl o5 I Gru)ell 1o
L3 L2

< lull g ll? 20 + Nl so lluel® .
S Nl g2 llully 20 + el g2l IIWI%
Thus,
Il Zs(ru)ll gr S llell gragallully o + llell g2 llull” | so-
w3
By integrating in time and (4.11) we conclude that

16> Zs )t g 1y S M Looreen NSy + N Looreen lul3 - (4.14)
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If wedefine X (1) = LY°H(I)NS(I)NW (1) and combine (4.5), (4.6), (4.9), (4.13),
(4.14) we obtain

lullxry SNEO) ¢ + lulk ) + Nl
+ ol + el + lelS

which finishes the proof of (4.3) via a standard continuity argument.
A simple variant of the above argument also shows that if ||| 5(,00) < 00, then

o
W (0) =1 (0) — / Sv (=)0, Z(-, u(s)))ds
0
converges in H. Thus, by Duhamel we conclude that

(1) = Sy ()WL (0) + o (1), (4.15)

ast — oo, thatis, u(¢) scatters to a solutio_p to the perturbed 5d wave equation (4.1)
with F' = 0. To extract a solution Uy, (t) = S()v..(0) to the free wave equation (3.11)
from the perturbed wave wy () = Sy (£)wz (0), we write via Duhamel

(1) = Sty (0) — /0 5 — )0, Vwr(s))ds
= S(t) [J)L(m - /0 S0, VwL(s»ds} .
We then take
5L(0) = i1, (0) — /0 " 590, Vur(s)ds

which converges in H (see Appendix A). Then wy (t) = v (¢) + o (1) as t — 0.
This along with (4.15) allow us to conclude that if ||u||s(0,00) < 00, then u scatters to
a free wave in H as t — oo. The fact that the finiteness of ||| s(,00) is necessary if u
scatters ast — oo follows from similar arguments using the fact that [[vy || s(0,00) < 00
holds for any free wave on R'*>. This concludes the proof. O

Proposition 4.4 (Perturbation lemma) Let A > 0. Then there exist g = &9(A) > 0
and C = C(A) > 0 such that the following holds. Let 0 < ¢ < &g, (ug,u1) € H
and I C R with0 € I. Assume that v(t) € C(I; H) satisfies on I (in the sense of the
integral equation)

v+ V@)v+Z(-,v)=e
and that for all J € 1, ||vllw) < oo as well as

19O I3 + lvllsay < A, (4.16)
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o, ur) — 9Ol + llellvay < e (4.17)

Then there exists a unique solution ii(t) € C(I; H) to (3.1) with u(0) = (ug, u1) such
that

i — llzoopycry + lu — vllsy < C(Ae.

In particular, |lullsy < oo.

Proof 1t suffices to derive a priori estimates for «, assuming that it exists. The local
well-posedness theory, Proposition 4.3, gives the rest. We will also assume, without
loss of generality, that I = [0, T') for some T € (0, co]. We first note that (4.16)
implies that

100l ooy + Ivllwry < C(A).

Indeed, let > 0 be small, to be determined, and partition / into subintervals [/

= U/J.(:*})Ij such that for all j, [[vllsi;) < n». By Duhamel, we have for 7 € [;

= [tj, tj11],
t

v(t) = Sy (t — 1,)8(t)) +/ Syt — )(0, e(s) — Z(-, v(s)))ds.

1j

In what follows, we will use the notation X (J) = LYOH(J)NW (J). Then by Strichartz
estimates and by arguing as in the proof of Proposition 4.3, we have for every 1
=Jj=J@A)

Ivllixay S N0E) I+ 1ZC v lInag) + lelivag)
S o) I + ||v||X(1j)[||v||S(1j) + ||v||§(1/_)
3 4 5
+ ||U||s(1j) + ||U||5(1j) + ”U”S(Ij):l +é
SNl +clivlixa,) + e
where c¢(n) — 0as n — 0. If we fix 5 sufficiently small, then
Ivllxay) S I10() Iy + e
In particular, for all j, |0(tj+)lln S I9(t))lln + € whence for all j, [[U(7)) %
< C(DIV(0)[I9¢ + 1]. We conclude that [[v]|x) < C1(A) as desired.

We now turn to establishing (4.17). Let w = v — u. Then w verifies on

Ow+ V@) w=Z(G,v+w)—Z(,v)+e,
w(0) = v(0) — (uo, u1).
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Let n > 0 be small, to be determined later, and partition / into subintervals I =
U]J.LAI)I j such that

lvllway + lvlisa;) < 0.
By Duhamel, we have fort € I; = [¢;,tj11],

t
w(t) = Sv(t—zj)w(z,-)Jr/ Syt —)(0,e+ Z(-,v+w) — Z(-, v))ds.

L
In what follows, we will use the notation X (J) = LY°H(J) N W (J) N S(J). Then by
Strichartz estimates and by arguing as in the proof of Proposition 4.3 we see that for
every 1 < j < J(A)
lwllx;y S MWl +1ZC,v+w) = ZCo)liva + lellva)
< Collbe i +eNCI A Il xarp + Il

Wik, + wlike,) + 1wl + ||w||§(<,l,.)] + Coe,
where c(n) — 0 as n — 0 and Cp is an absolute constant. The point here is that
when estimating the individual nonlinearities in (3.3) that comprise ||Z(-, v + w)

- Z(, v)||N(1j), we always can obtain at least one power of ||v||W(1j) + ||v||5(1j)
which is smaller than 7. Thus, if we choose 7 sufficiently small, we conclude that

lwlxay < 2ColBapl+201 A0l ) + 1wl
lwilkr,) + lwlike,) + ||w||§((,,.>] +2Coe.
From the definition of X(J) and the continuity method (i.e. the fact that X(J) is
continuous with respect to the upper endpoint), there exists o = §o(A) > 0 such that
if |w(tj)ll3 + & < 8o, then
lwllx;) <4Co[llw))lln + ]
Iterating, we see that if foreach j =1, ..., J(A), ||17)(tj)||H + & < §p, then we have

lwllx ;) < 107 CLIwO) I3 + €] < 107 Cfe < 107C{ 2. (4.18)

In particular, if we choose &9 = €0(A) so small so that 107 C()’ gy < &p, then the
condition [[w(;) |l + & < 8o is always satisfied, and we conclude from (4.18) that

lwllxu) < C(A)e,
as desired. O
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5 Concentration Compactness and Rigidity

In this section we outline the remainder of the proof of Theorem 3.1, equivalently Theo-
rem 1.1, which now proceeds via the Kenig-Merle concentration compactness/rigidity
scheme [23,24]. The crucial ingredient in the concentration compactness step are
Bahouri-Gérard-type profile decompositions [2] and the rigidity scheme is based on
exterior energy estimates developed by the first author along with Kenig and Schlag
in [30]; note that the arguments in the latter reference were greatly influenced by the
Duyckaerts, Kenig, Merle ideology from [13,14].

The implementation of this scheme in the setting of Adkins—Nappi wave maps
was carried out in detail in [33] and can be easily adapted to cover the more general
situation we have now arrive at in the higher degree classes n > 1 with nontrivial Q.

5.1 Concentration Compactness

As mentioned in Section 1, the proof of Theorem 3.1 proceeds roughly as follows.
We assume that Theorem 3.1 fails and show that there must exist a so-called critical
element, which is a minimal solution to (3.1) satisfying (3.10) that fails to scatter.
The end-game here is the conclusion that the critical element possesses additional
compactness properties that are then used to reach a contradiction in Section 5.2. In
particular one can prove the following.

Proposition 5.1 [33, Corollary 4.5] Suppose that Theorem 3.1 fails. Then there is
nonzero critical element lioo(t) € H = (H*> x HHY N (H! x L2)(R?) that is global
in both time directions, solves (3.1), and moreover

lt0o | $(10,+00)) = llUoolls((—00,01) = 00,

and the set
K={us)|teR}CH

is pre-compact in 'H.

We omit the proof of Proposition 5.1 and instead refer the reader to the detailed
argument given in [33, Section 4] in the setting of degree n = 0 Adkins—Nappi
maps. The main technical tools are the small data theory established in Section 4
along with linear and nonlinear Bahouri—Gerard-type profile decompositions adapted
to setting of Adkins—Nappi maps. The nonlinear profile decompositions are obtained
from the linear profile decompositions by using Proposition 4.3 and Proposition 4.4.
The only substantive difference between the situation here and [33] is the presence of
the potential V on the left-hand-side of (3.1). This gives rise to two different types
of profiles at the level of the linear evolution (in [33] there are two different types
of profiles only for the nonlinear profile decomposition; see [33, Section 4.1.2]). A
similar situation where multiple types of linear profiles arise has been treated in [34]
in the setting of non-radial waves with potential on hyperbolic space, and we refer the
reader to the arguments in [34, Section 4.1] for how to include a potential V into the
linear profile decomposition. A straightforward implementation of arguments from
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[34] (to deal with the potential) into the detailed scheme in [33] covers the proof of
Proposition 5.1.

5.2 Rigidity

In this section we complete the proof of Theorem 3.1, equivalently Theorem 1.1(b), by
showing that the critical element obtained in Proposition 5.1 cannot exist. In particular
we prove the following rigidity result.

Proposition 5.2 Let ii(t) € H(R>) be a global solution to (3.1) and suppose that the
trajectory
K :={u@) |t eR}

is pre-compact in H(R>). Then i = (0, 0).

Remark 5 1In the original azimuth angle, @ = én + ri, Proposition 5.2 states that the
only solution 1/7 () to (1.5) with precompact trajectory in H,, is the stationary Adkins—
Nappi map Q,,. Since any stationary solution to (1.5) has precompact trajectory in H,,,
we will in fact use, in an essential way, the uniqueness of Qn as the only stationary
solution in the proof of Proposition 5.2.

A simple consequence of the precompactness of the trajectory is that the H' x L2
norm of i(t) vanishes on any exterior cone {r > R + |t|} as |t| — oo or R — o0.

Corollary 5.3 Let ii(t) and K be as in Proposition 5.2. Then we have

VR >0, im0l 12k = O

. - 5.1
lim sup ||u(t)||Hle2(r>R+|,|) =0
0 teR -

where

o0

1O 20 k) ;:/ H(utz(t,r)—l—uf(t,r))r“dr.
= R+t

The proof will proceed in several steps following the rigidity argument given in
[30], and is similar to the one presented for the degree O case in [33]. It draws from
the “channels of energy” method pioneered in the seminal works [13,14] on the 3d
energy-critical wave equation. As in the degree O case, a crucial ingredient in the proof
is the exterior energy estimate for free radial waves on R'*3 proved in [30].

Proposition 5.4 [30, Proposition 4.1] Let Ow = 0 in R}t with radial data (f, g) €

H' x L2(R3). Then with some absolute constant ¢ > 0 one has for every a > 0

o0
max lim sup / W2+ wh(t, yrtdr = el (f. )2 (5.2)
r

71 2
400 ~a+lt] H'xL*(r>a)
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where m, = Id — nj- is the orthogonal projection onto the plane
P(a) = {(crr—,car ™) e, ¢2 € R}

in the space H' x L*(r > a). The left-hand side of (5.2) vanishes for all data in this
plane.

Remark 6 One should note that the appearance of the projections nlll on the right-hand-
side of (5.2) is due to the fact that r—3 is the Newton potential in R>. To be precise,
consider initial data (f,0) € H! x L2(r > R) which satisfies (f,0) = (r—3,0)
onr > R > 0, with f(r) vanishing on » < R/2. Then the corresponding free
evolution w(t, r) is given by w(t, r) = r—3 on the region r > R + [¢| by finite speed
of propagation. It is simple to see that the left-hand-side of (5.2) vanishes for this
solution as t — Zo00. The other family of solutions projected away is generated by
taking data (0, g) = (O, r’3) on the exterior region » > R > 0 which has solution
w(t,r)y=tr3onr >R+t

Remark 7 The orthogonal projections 7, rrj are given by

7a(f,0) = 2 (@), 740, g) = ar [ g(pdp.
TH(F0) = f() —a @), 70, 8) = g(r) — ar™ / ¢(ppdp.

and thus we have

o) 2
= 3a3f2(a) +a (/ rg(r) dr) ,

o0
I g = [ 20074 dr =36 @)

o] o0 2
+/ g2(r)r4dr—a(f rg(r)dr) .

Remark 8 Through a delicate analysis Proposition 5.4 has been generalized to all
odd dimensions in [28]. The generalization was then used to establish stable soliton
resolution for all equivariant exterior wave maps in [29] and later for all equivariant
wave maps on a wormhole in [43,44]. What makes the proof (and application) of the
generalization of Proposition 5.4 more difficult is that the subspace of functions P (a)
projected away in the estimate grows with the dimension.

AN

(r>a)

The general idea is that the exterior energy decay (5.1) can be combined with the
exterior energy estimates for the underlying free equation in Proposition 5.4, to obtain
precise spacial asymptotics for ug(r) = u(0,r) and u1(r) = u;(0,r) asr — oo,
namely,

r3uo(r) — fp as r — 00,
o0 5.3)
r/ ui(p)pdp — 0 as r - 0.
r
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We then argue by contradiction to show that i (t) = (0, 0) is the only solution with
both a pre-compact trajectory and initial data with the above asymptotics. We now
begin the proof of Proposition 5.2.

5.3 Step 1

In this first step, we will use Proposition 5.4 along with Corollary 5.1 to derive the
following uniform in time estimate on the projection I%L?(t).

Lemma 5.5 There exists Ry > 0 so that for all R > Rg and for all t € R we have

g d Ol 12020 S RHTREO g1 122 8)
+ R ||mgi()| (5.4)

H'xL2(r>R)
—1 = 3
+R ||7TRM(t)||H1XL2(rZR)
where P(R) := {(cir=3,cor™3) |, c1,c2 € R}, mg denotes orthogonal projection
onto P(R) and 7 fg denotes orthogonal projection onto the orthogonal complement
of the plane P(R) in the space H' x L2(r > R)(R?). We remark that the constant
in (5.4) is uniformint € R.

In order to prove Lemma 5.5 we will first need a small data theory in the energy
space H' x L? for a modified Cauchy problem which is designed to capture the
dynamics of our compact solution on the exterior cones g := {(¢,r) | r > R + |t|}.
The fact that we are only considering the evolution on the exterior cone @ allows
us to truncate the initial data and the nonlinearity in a way that will render the initial
value problem subcritical relative to the energy, while still preserving the flow on €
by finite speed of propagation.

To accomplish this, we first fix a smooth function y € C°°([0, o0)) where x (r) = 1
forr > 1and x(r) =0onr < 1/2. Wedenote xr(r) := x(r/R) and foreach R > 0
we consider the modified Cauchy problem:

4
htl _hrr - ;hr = ZR(t5r5h)7

Zr(t, 1) = —xre (D) (VO + Z(r, b)), (-3)
h(0) = (ho, h1) € H' x LA(R),

where V (r) and Z(r, h) are defined as in (3.2)—(3.7). The benefit of this modification
is that forcing the nonlinearity to have support outside the ball of radius R+ |7| removes
the super-critical nature of the problem which allows for a small data theory in H' x L?
via Strichartz estimates and the usual contraction mapping based argument. In order
to formulate the small data theory for (5.5) we define the norm X (/) where0 € I C R
is a time interval by

IRlxay =kl 7 15+ 1RO o 1w g2
() LI (LS ®S)) LX(I;H'xL?)

Ly
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Lemma5.6 There exists a 8o > 0 small enough, so that for all R > 0 and all initial
data h(0) = (hg, hy) € H' x L2(R>) with

1RO 1 125y < S0

there exists a unique global solution ﬁ(t) e C(R; H' x L?) 10 (5.5). In addition ii(t)
satisfies _ _
Ihllx@) S 1RO 71,2 < o (5.6)

Moreover, if we denote the free evolution of the same data by hy (t) := S (t)ii(O), then
we have

sup [2(t) — hp (Dl g1y 2 S RTHRO) | g1y 2 + R™2(R0)12

(R HlxL2
+ RNROY: o + RTPNRO, . 6D
—4.7 5
+ RO, o

Along with Strichartz estimates and the Duhamel formula, the key ingredient in the
proof of Lemma 5.6 is the Strauss Lemma for radial functions on R>:if f € H'(RY)
then for each » > 0 we have

LF)] < Cr32) fll . (5.8)

Sketch of Proof of Lemma 5.6 The small data global well-posedness theory, including
the estimate (5.6) follows from the usual contraction and continuity arguments based
on the Strichartz estimates in Theorem 3.2(b). The particular Strichartz estimate we

use is
Ivll 7 1a + 10l oo gisr2y S NV g1z + I1F 12
L[3L‘(3 t r=x

for solutions v to the inhomogenous 5d wave equation

v —Av=F, (t,x)e R,

3(0) = (vo, v1) € H' x L.

We omit the details and instead focus on the estimate (5.7) which has the same flavor.
By the Strichartz estimate we have
IA@) = ROl ez SUZREC, - W12
S e Vol + ||XR+\t|h222(r)||LgL;
+ xRt 111k Z3(r, g + xR4102* ZaCr, rillpiz2
+ xR+ R Z5r ) 1 g2
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We will now estimate each term in the right-hand-side above. By (3.8), Holder’s
inequality and simple calculations we have

6
e+ VAl L2 S Ixrior Rl 2

< r6 h
S gl e 2l s s

12\ 47
o0
< / / r A dr ||h||L7/3L14/3
$(R+1]) L
SR Alx@

S RO 12
We now estimate the nonlinear terms. By (3.9) and Holder’s inequality we have

2 —372
Ixr+10h” Za(l 12 S WXR+10r R M g2
< -3 2
S xR+ ||LZL.'r4||h”L,7/3L)1(4/3
—-5/2 2
SR k@
—5/217. 2
SROPURO)Z, o

By (3.9) and the Strauss estimate (5.8) we have

3 3
I xR4101P” Z3(ry ri)llpape S xR+ et g2
t~x t~x

2/3 7/3
< (suplrsrahl) 10075 o
t,r t X

2/3
LP(H'xL?)

SRRk @

SRNROIE,, -

S R ||

7/3
(7]l 14/3

LBLY

In a similar fashion, we estimate the quartic and quintic terms:

4 1,4
IXR+10h" ZaCrori) 2 S xR B N 12
5/3
. 7/3
<R <SHP|XR+\t|h|) ||h||L7/3L14/3
t,r 4 X

< p=T20753 7/3
S RTPIRIG gy I s 1

SRRy @)

SRTIROY, 2
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and
IxR+1018° Z5 P 2 S Ioerein BN 2
8/3 7/3
S (Sup |XR+|t\h|> ||h||L/7/3L14/3
t,r 1 X

< p4y7 83 7/3
SR IIhllL?o(HlXLZ)IIhIILZ/gL}Cm
SR k@
< RTHRO),
~ H'xL?"

This completes the proof of (5.7). O

Remark 9 We remark that for every ¢ € R the nonlinearity Zg in (5.5) satisfies
Zr(t,r,u)y=—=V@)u—Z(r,u), Vr>=R+|t].

Thus, by finite speed of propagation we can conclude that solutions to (5.5) and (3.1)
are equal on the exterior cone 6 := {(t,r) | r > R + |t]}.

We now prove Lemma 5.5.

Proof We will prove the Lemma first for time t = 0. The proof for all times t € R
with R > Ry independent of ¢ will follow from the pre-compactness of the trajec-
tory, in particular Corollary 5.3. We begin by defining truncated initial data, i g (0)
= (uo,r, u1,R) by

ug(r) for r > R

uo,R(r) i= {MQ(R) for 0 <r <R

ui(r) for r > R

urR(r) = {0 for 0<r <R

This truncated initial data satisfies
i)l 152 = Nd O 151265 )
and so we can choose Ry > 0 large enough so that for all R > Ry we have
l@r ()|l g1, 2 <8 < min(Sp, 1)

where §¢ is chosen as in Lemma 5.6. By Lemma 5.6 there exists a unique solution
1ig (1) to (5.5) with initial data u g (0) which satisfies (5.6) and (5.7). We note that by
finite speed of propagation we have

ug(t,ry =u(t,r), V(t,r) € €g. (5.9)
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Letiig, 1 (1) := S(t)ii g (0) be the free evolution with initial data ii g (0). By the triangle
inequality and (5.9), we have
1O 1262 Ry = NERO 11262 R 4101
> ||uR,L(t)||1-'11XLZ(r2R+|;|)

- ||ﬁR(t) - ”R»L(t)”Hlez(rzRHﬂ)
Applying (5.7) to iig (t) and taking R > Ry large enough, we can conclude

liug(r) — MR,L(l‘)||Hle2(r>R+|tD < ur@) —ur, Ol g1y ;2
“HER O g2 + R NER O, 2
+ R—1 lir O3, 2 + RO}
+ R ig(0) 31,
SREO g1, 1205 )
+ R 0)1>
+ R™M@)3

H!xL?

H!xL2(r>R)
HIXL2(r>R)’

Combining the previous two inequalities gives

||ﬁ(t)||Hle2(r>R+\;|) - ||”R L(t)||H1><L2(r>R+|[|) COR_4||ﬁ(O)||H1xL2(r2R)

= CoRT a1, 122 gy = CORNEON 1, 22 g

Letting + — Foo—the choice determined by Proposition 5.4—we can use Proposi-

tion 5.4 to give a lower bound for the right-hand side and use Corollary 5.3 to see that
the left-hand-side above goes to zero as |[f| — oo and deduce the estimate

7R ER O 11w 205 R) S R—4||u<0>||Hlez(r>R) +ROPLEON T 205 8y
RO 1,22 -

Since iig(0) = #(0) on {r > R}, the above implies that

IR E O 152020y S RGO 152020y + RPNEONG 122 gy

+ RGO, 20
Finally, we can use the orthogonality of g
WO 20 gy = ITREONG 22 ) + HITREOW 1 202y

to expand the right-hand side of the previous estimate and choose R large enough
so that we can absorb the 7% z terms on the right-hand-side into the left-hand-side to
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deduce that

1= 4y =
g u(o)”[-']leZ(rZR) SR ||7TRM(O)||H1><L2(r2R)

+ RO, 202 )

—1 = 3
+ R ”nRM(O)”HlXLZ(rER)'

This proves the lemma for t = 0. To see that the inequality holds for all # € R we note
that by the pre-compactness of K we can choose Ry = R(dp) so that for all R > Ry
we have

”ﬁ(t)”Hlez(rzR) < min(So, 1)

uniformly in + € R. Now we just repeat the entire argument above with truncated
initial data at time ¢ = fgp and R > Ry given by

u(ty,r) for r > R
MO,R,to(r) =
uo(tg, R) for 0<r <R
") us(tg,r) for r > R
u r) =
bRt 0for 0<r<R
This finishes the proof. O
5.4 Step 2

Next, we will use the estimates in Lemma 5.5 to prove the spatial asymptotics of
(0, r) as r — oo described in (5.3). The result of this step is the following.

Lemma 5.7 Let ui(t) be as in Proposition 5.2. Then there exists £y € R so that

r3u0(r) — {y as r —> 00,

o0
r/ ui(p)pdp — 0 as r - 0. (5.10)
r

Moreover the above convergence occurs at the rates

r3u0(r) — Zo’ = O(r_4) as r — 00,

r/wul(p)pdp‘ =002 as r — oco. (5.11)
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For the proof of Lemma 5.7, we first define the following quantities:

vo(t,r) = r3u(t, r),

0 (5.12)
vi(t,7) = r/ u(t, p)pdp.

To simplify notation, we will often write vo(r) := vo(0, r) and vi(r) := v1(0, r).
With these definitions we have

IR IED N1 20 gy = 3R 05 R) + R™0T(, R),
N 5 0 /q 2 00 5 (5.13)
||nRu(t)||H]XL2(r>R):/ (;arvo(t’r)> dr+/ (arvl(t’r)) dr'
- R R

Moreover, the conclusions of Lemma 5.7 we wish to prove can be rewritten as

lvo(t, r) — €yl = O(r™) as r — oo,

lvi(t,r)| = O(rfz) as r — 090,

where the O (-) terms are uniform in ¢t € R.
First, we rewrite the conclusions of Lemma 5.3 in terms of (vg, v1).

Lemma 5.8 Let (vo, v1) be defined as in (5.12). Then there exists Ry > 0 such that
forall R > Ry we have

~ 2
/ <larv()(tv r)) + (0, v1 (2, V))2 dr
R r

< RS (3R—3u§(z, R) + R™1v3(t, R))
2
+RS (3R—3ug(t, R) + R™12(t, R))
3
+R? (3R’3v§(t, R) + R1v3(t, R))
SR Mo, RP + R~ Mot BYI* + R M juo(t, R)|°
+ Rt B + R i, R)|* + R Jui (¢, B)|°
with a constant that is uniform int € R.

We will use Lemma 5.8 to prove difference estimates. Let §; > 0 be small, to be
determined below, so that §; < 8(2) where dg is as in the small data theory in Lemma 5.6.
Let Ry = R;(81) be large enough so that for all R > R; we have

WO p2gpy <01 <85 VI,

(5.14)
R® < 6.
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Such an R; exists by Corollary 5.3. Note that by (5.13) and (5.14) we have for all
R > R
vo(t, R)| < R34,

(5.15)
lvi(r, R)| < R'?8y,

uniformly in ¢ € R.
Corollary 5.9 Ler Ry be as above. Then for all Ry < r <r' <2r andforallt € R
we have

lvo(t, r) = volt, r)| S r*woe, )+ * o, 1> + r oot )

(5.16)
+r 3, ) A o ) P e e, )P

and

loi (e, ) = vi (e, 7| S r 5o, )]+ oo, 1+ oo, 1))

(5.17)
+r ot ) 4 3, 1P A 2 e, )P

with the above estimates holding uniformly int € R.

From Corollary 5.9, the definitions of §; and Ry = R;(81) and (5.15) we have the
following simple consequence.

Corollary 5.10 Let Ry, 81 be as in (5.14). Then for all r, v with Ry <r <r < 2r
and for all t € R we have

vo(t, r) —voe, )| < r='81 foo(e, ) + 81 vi (2, 7)) (5.18)

and
o1, r) = vi e, )| S 7281 vo(e, )| + 1781 fvi 2, )] (5.19)
with the above estimates holding uniformly int € R.

Proof of Corollary 5.9 This will follow from Lemma 5.8 and the fundamental theorem
of calculus. For r > Ry and r < r’ < 2r we see that

lvo(t, ) — vo(t, )| < (/r [0, vo(z, p)| dp)

, N !
-/ o) ([ 7o)

ar _u _u ) . L
S [ F o )+ ot P 4 F o, )|

/

1
—arUO(I7 /0)
P
3

9 _7 2 _3 3
73l ]+ e P 3 P

<r o, 1)+ o, )P+ oo, 1))

+r 73 O+ 2o @ )P 4 e o, )P
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where in the second to last inequality above we used Lemma 5.8. Similarly,

|v1(tvr)_v1(t’r/)|§</ |arvl(tvp)|dp)

r
1 1

r 2 r’ 2
s(/ |a,v1(r,p>|2dp) (/ dp)

ir _u 1 1 2 _ 3
S [ B oo '+ B ot P+ F e,

/

_9 _1 2, -3 3
3o ]+ o P 3 P
< r 3o, )|+ 3o, 1)+ r e, )P
+r M, ) A r 3 o ) P e e, )P
as desired. O

Using these difference estimates we will prove bounds on the growth rates for vy (¢, r)
and vy (¢, r) as r — oo which are improvements of (5.15).

Claim 5.11 Let vy(t, r) and vi (¢, r) be as in (5.12). Then

o2, )| < rs, (5.20)
[vi(t, )] Srs, (5.21)

where again the constants above are uniformint € R.

Proof We begin by noting that it suffices to prove the claim for + = 0 since the
argument relies solely on estimates in this section that hold uniformly in ¢ € R.

Fix ro > R; and observe that by setting r = 2"rg, ' = 2"+1yg in the difference
estimates (5.18), (5.19) we have for each n € N,

0@ )| = (14 €12"0)™181) [002"r0) | + €181 [01 2" r0)

, (5.22)
1@ )| = (4 €120 181) |01 @r0)| + C1812"r0) 2 [o0 " r0)] - (5.23)
We introduce the notation

s

by = |v1(2"r0)| .

an = |v(2"r0)

Adding (5.22) with (5.23) yields

a1+ bus1 < (L4 C181(Q2"r0) ™1 + 2"r0) ay + (14 C181(1 + 2"r0) )by,
< (1 +2C161)(an + by).
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Arguing inductively we see that for each n,

(an +bn) < (142C181)"(ao + bo).

We now choose §; small enough so that (142C61) < 2% . This allows us to conclude
that 1
a, < CQ2")s,
n=CEr) 1 (5.24)
by < C(2"r)s,

where the constant C = C(rp) which is irrelevant since rg is fixed. Note that (5.24)
proves (5.20) and (5.21) for r = 2"r(. The general estimates (5.20) and (5.21) follow
easily from (5.24) and the difference estimates (5.16), (5.17). O

With the improved growth rates of (v, v1) proved in the previous claim and our
difference estimates (5.16), (5.17), we can now extract spatial limits. We begin with
v1 (¢, r) as we will need to first show that this tends to 0 in order to get the correct rate
for vo(t, r).

Claim 5.12 For eacht € R there exists £1(t) € R so that
lvi(t,r) — €)= O(r™2) as r — oo

where the O (-) above is uniform int € R.

Proof As usual, we only need to give the proof for t = 0. Let ryp > R; where R; is as
in (5.14). Plugging (5.20), (5.21) into the difference estimates (5.17) gives

v12" ') = v1@"r0)| S ") 2O+ 2" r0) (20
+ Q") 2" )"/
+ Q') @) 0+ @) @t 52
+ Q") 2 (2"r0) 2
< @) 2,

Therefore we have

> o1 o) — vi@r)| < oc,
n

which implies there exists £1 € R so that
lim v1(2"r0) = 51.
n—oo
Moreover, we have the bound

[012"r) = v (o) = D [ 2" o) = v 2"r)
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Sy @)
n

< Co(u, ro).

In particular, we have that the sequence (v (2"rg)), is bounded by a constant depending

only onu and ro. Fixr > rowith2"ry < r < 2"+!ry. The boundedness of the sequence

(v1(2"rp)) and the difference estimate (5.17) imply the improvement of (5.25)
012" ) — 112" r0)| < Cr(u, 70)(2"r0) 2, ¥,

as well as

lv1(r) — v1(2"r0)| < Calu, r0)(2"ro) 2.

Combining these inequalities, we conclude

[ = o) < Y 01" o) — vi @27 r0)| + [v1(2"r0) — vi (1)

m=n
< C3(u, 70)(2"ro) >

< C3(u, ro)r—2

which proves convergence for all r along with the rate of convergence. O
Next, we prove that the limit £1(¢) is independent of .

Claim 5.13 The function £1(t) in Claim 5.12 is independent of t, i.e. £1(t) = {1 for all
teR

Proof Recall that, by definition
o0
vi(t,r) = rf u(t, p) pdp.
r

By Claim 5.12, we then have

o

Li(t) = r/ u(t,p) pdp + 0(r_2) as r — 00

r

Now, let t1, 1 € R with #; # . Then

R Jx
1 2R o0 prh

- _/ (s/ / ut,(t,r)dtrdr> ds + O(R™?).
R R K n
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Using the fact that #(¢) is a solution to (3.1) we can rewrite the above integral as

n 2R 00
:/ —/ <s/ (rurr(t,r)+4ur(l,r))dr> dsdt+
1 R R s
t 1 2R 00
—/ —/ <s[ V(rult,r) + Z(r,u(t,r))dr) dsdt + O(R™?)
I3 R R s
= A+ B+ ORR™).

To estimate A we integrate by parts twice:

%) 1 2R ® 1
A:/ _/ (s/ —38,(r4ur(t,r))dr) ds dt
31 R R s r
n 2R [ee) nq 2R
=ﬂ/ —/ G/ mmnm)mm—/‘—/ s2u,(t,s)ds dt
1 R R N 1 R R

nq 2R nq 2R
=4/'—/ mmmwm—/ —/ r2u,(t, r)drdt
1 R R 1 R R

nq 2R n
= _/ —/ ru(t,r)drdz+/ (Ru(t, R) —2Ru(t,2R)) dt.
n RJRr 1

(5.26)
By the definition of vo(¢, r) and (5.20) we have

P lut, )| = lvot. )| < ro (5.27)

17

uniformly in ¢ € R, and hence |u(z, r)| < r~ 6 uniformly in ¢ € R. Plugging this into
(5.26) we obtain

A=ln—n]OR™7)
To estimate B we use (5.27), (3.8) and (3.9) to see that for r > R| we have

\V(ut, r)+ Z(r,ult, r)| S r30 4 p7205 4 pm 172
+ r—37/3 + r_85/6

< r8,
Therefore,

t 1 2R o0
B < / _/ (S/ r8 dr) dsdt = |tp — t1] 0(”_6)'
1 R R s

Combining the estimates for A and B we obtain

11
1€1(t2) — €1(t1)| = O(R™6)|t1 — 12| + O(R™?) as R — oo
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which implies that £1(t;) = £1(t2), i.e. £1(¢) is independent of time. m]
We will now show that £; = 0.
Claim5.14 ¢; = 0.

Proof By Claim 5.12 we know that for all R > R and for all € R we have
oo
Rf u(t,r)rdr =20, + O(R™?),
R
where O(-) is uniform in ¢. Integrating from # = 0 to t = T and dividing by T gives
R 00 T
0 = —/ / u (¢, rydtrdr + O(R™?)
TJr Jo
R o
= —/ (T, r) — u(0, r)lrdr + O(R™?).
T Jr
By (5.27) we have that

R
T

/OO(M(T, r)—u(0,r))rdr
R

R

A

o0
§5f r_%ldr
T Jr
1
6
=

Therefore we have forall R > Ryand T > 0

1/6
0] < — +RZ
1] S T +

By choosing T = R and letting R — oo, we conclude £; = 0 as desired. O
We can finish the proof of Lemma 5.7.

Proof of Lemma 5.7 We note that combining the results of Claims 5.12, 5.13 and 5.14,
we have established (5.10) and (5.11), namely that

vi()| = 0¢™?) as r — 0. (5.28)
It therefore remains to show that there exists £y € R so that
luo(r) — Lol = O(r™) as r — oo.
To prove this, we argue as in Claim 5.12. We insert the decay rate (5.28) along with the

growth rate (5.20) into the difference estimate (5.16). We see that for fixed ro > R;
and all n» € N we have
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(2" 'ro) = w0 2"r0)| S 2"r0) 2" r) /0 + 2"re)TH 2"
+2"r) 4 2"r) '
+ Q') Q@) R+ @) @t 629
+Q2"r0) ' (2"r0)
< @)1,

Thus

> o0 o) — wo@"r0)| < ox,
n

which in turn implies there exists £ € R so that
lim vo(znro) = Z().
n—o00

In particular, this implies that the sequence (vo(2"rp)), is bounded. Let now
r > ro with 2"rg < r < 2"*1ry. The boundedness of the sequence (vo(2"rp)) and the
difference estimates (5.16) imply the improvement of (5.29)

002" ro) — w0 (2"ro)| S 2"re)
uniformly in m as well as
v0(r) = v0(2"r0)| S (2"ro) .

Combining these inequalities, we conclude

€0 —vo() < D 1v0" ') — vo(2"r0)| + [v0(2"r0) — vo(r)]

m=n
< @)t
st

which proves the convergence vo(r) — £g as r — oo along with the desired rate of
convergence. O

5.5 Step 3

We complete the proof of Proposition 5.2 by showing that ii (¢, r) = (0, 0). We separate
the argument into two cases depending on whether the number ¢y in Lemma 5.7 is
ZEro Or NONZEro.
Case 1: £( = Oimplies u#(¢) = (0, 0):

We formulate this case as a lemma:
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Lemma5.15 Let ii(t) be as in Proposition 5.2 and let £y € R be as in Lemma 5.7. If
Lo = 0 then u(t) = (0, 0).

To prove the lemma, we will first establish that if £9 = O then (ug, 1) must be
compactly supported. We then use a “channels of energy argument” to show that the
only compactly supported solution with pre-compact trajectory is #(z) = (0, 0).

Claim 5.16 Let £g be as in Lemma 5.7. If £o = O then (ug, uy) is compactly supported.

Proof The assumption £( = 0 implies that for » > Ry,

lvg(r)| = O(r*4) as r — 00,

5 (5.30)
[vi(r)|=0(@"") as r — oo.
In particular, for ro > R; we have the upper bound
202" r0)| + [v12"r0)] S 2"r0) ™ + (2"r0) 2. (5.31)

We now establish a lower bound. The difference estimates (5.16) and (5.17) together
with (5.30) give

0@ )| = (1 = €12 ) ™) |10 r0)| = €1 2"r0) ™ [1 2" ro)]

1@ )| 2 (1= €120y ™) |01 @"r0)| = C12"0) ™ [00 2" 7o)
For large rp we can combine the above estimates to obtain the lower bound
0@ )| + |01 2" 1r0)| = (1 = 2€17g (00 @"r0)| + |01 2"r0)])

Fixing r¢ large enough so that 2Cyr( 3 < }‘ and arguing inductively we conclude that

3 n
(|vo@"ro)| + [v12"r0)]) = <4_1) (lvo(ro)| + lv1(ro) )

Now, we use (5.31) to estimate the left-hand-side above to get

3 n
(Z) (lvo(ro)| + lv1(ro) ) < 272”}"0_2

which, in turn means that
3"(lvo(ro)| + [vi(ro)) S 1,

which is impossible unless (vo(7o), v1(ro9)) = (0, 0). Hence,
(vo(ro), vi(ro)) = (0, 0).
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The relation (5.13) implies that
170 i)l 1 22y = O-
By Lemma 5.5 we can also then deduce that
1756 # O 11 1210y = O
and hence
[HOIFTIE—

which concludes the proof since lim,_, o, ug(r) = 0. O

Proof of Lemma 5.15 Assume that £o = 0. Then, by Claim 5.16, (ug, u1) is compactly
supported. Assume, towards a contradiction, that (uq, u1) # (0, 0). We define py > 0
by

po:=inf{p : [EO) 412, = O}

Let ¢ > 0 be a small number to be determined below. Choose p; = p;(¢e) so that
%Po < p1 < po and

0 < dO) 151, 12¢sp <€ =5F (5.32)

where §; is as in (5.14). With (vg, v) as in (5.12) we have

3.2 1.2 > (1 : *© 2
3000 + o7 ko0 + (;arvom) ar [ @2 dr =
p1 p1

1= 2
+nta o)

_ = 2
= ||7TP1M(O)||H'><L2 HUXL2(r>p1)

(r=p1)

= 131,12y <€
(5.33)
A simple reworking of the proofs of Lemma 5.6 and Lemma 5.5 shows that we
have the following analog of Lemma 5.8:

</poo[(%3’”°(”)2 +(omo)] ‘”Y < (o — P luo (o) + o (o)

1

+ lvo(on)]?
+ (oo — p)* o1 (p)| + 1 (o)

+ 1 (oD
(5.34)
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where the implies constant is independent of p;. In the original proofs of Lemma 5.6
and Lemma 5.5, smallness is obtained by taking R sufficiently large and compactness.
To obtain (5.34), smallness is achieved by taking ¢ and |pg — p1| sufficiently small,
cutting off the potential term to the exterior region {p1 + |f| < r < po + ||} and using
the compact support of #(0) along with finite speed of propagation. Since vo(0p)
= v1(pg) = 0 we can argue as in Corollary 5.9 and Corollary 5.10 to obtain

[vo(p1)| = lvo(p1) — vo(po)| < Cie (Jvo(p)| + [vi(e)])
[vi(p)] = vi(p1) — vi(po)| < Cae (Jvo(pD)| + lvi(eD])

where here we have used that % po < p1 < po to obtain constants C1, C» which depend
only pg (which is fixed) and the uniform constant in (5.34), but not on ¢. Putting the
above estimates together yields

(lvo ()| + Tv1 (e < Cze(lvo(p1)| + lvi(p1)])

which implies that |vg(p1)| = |v1(p1)| = 0 by taking ¢ > 0 small enough. By (5.34)
and the equalities in (5.33) we deduce that

||ﬁ(0) ||Hl xL2(r=p1) — 0,

which contradicts (5.32). Thus, we must have # = (0, 0). O

This completes the proof in the case that £o = 0. We will now show that the case
£y # 0 1is in fact impossible.
Case 2: ¢y # 0 is impossible:

Lemma 5.17 Let € be as in Lemma 5.7. Then necessarily £o = 0.

Proof We will prove Lemma 5.17 by showing that if £o # O then the solution to the
Adkins—Nappi wave map equation (1.5) given by ¥ (¢, r) = Q(r)+ru(t, r) isequal to
a finite energy stationary solution Q(r) of (2.1). However, we know by the uniqueness
part of Theorem 2.1 that if Q is a finite energy solution to (2.1), then O = Q which
implies that # = 0, a contradiction to our initial assumption that £¢ 0.

To prove that our compact solution ¥ as above is equal to a solution to the stationary
equation (2.1), we first linearize about the solution given by Lemma 2.6 with the same
spatial decay as 1. We then use the previous arguments that showed that if £y = 0
then i = (0, 0) to conclude. The setup is as follows. Assume that £y # 0. By Theorem
2.1 there exists a unique «,, > 0 such that

Or) =nmw —ayr 2+ 00~ % asr — oo.
By Lemma 2.6 there exists a unique solution ¢y, ¢, to the stationary equation

2 sin 2¢ n (p —sing cos @) (1 — cos2¢)

Drr — —Pr =
rr rr 2 4

r >0, (5.35)
"
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such that
Gy —to(r) = naw — (g — L)r 24+ 0% asr — oco. (5.36)

For brevity we use the notation Q = ¢, . For each ¢ € R, we define
. 1 =
u(t,r) = ;(I/f(t, r) = Q).

where as before, 1/7 = Q—i—rﬁ is our compact solution. We now make some observations
about u. Since v satisfies (1.5) and Q satisfies (5.35) we see that i satisfies

4 - -
i — ity — ~ii + V()i + Z(r, rit) = 0, (5.37)
r

where the potential V(r) and Z(r,ii) = #*Za(r) + i’ Z3(r, rit) + i*Zy(r, rit)
+ #°Zs5(rit) are as in (3.2), (3.4), (3.5), (3.6) and (3.7) with Q in place of Q. In
particular, by (5.36) we have the analogs of the estimates (3.8) and (3.9):

V()| Sre, (5.38)
as well as
@2 Za(r)| < r 3l
@ Z3(r, rit)| < |l
|0t Zar,riv)| < el

@°Zs(rin)| < lal.

(5.39)

Also, since u(z,r) = %(w(t, ) —0W) =u(t,r)+ %(Q(r) — O(r)), we see that i
inherits the vanishing property from i:

VR >0, im0l g2 rei) = 0

) - (5.40)
Rh_)moo f:ng [z ()] g X L2(r>R+|1]) = 0.
Finally, by construction we see that
Jo(r) :== a0, r) = 0™ asr — oo,
(5.41)

o0
v (r) == r/ 1:(0, p)pdp = O(r™2) asr — oo.
r

Using (5.37), (5.38), (5.39), (5.40) and (5.41) we can repeat the previous arguments
of this section word for word with & in place of u to conclude that

i = (0,0).
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Thus, ¥ (¢, r) = Q(z), i.e;@ is a finite energy stationary solution to (2.1). By Theorem
2.1, we must have Q = ¥ = Q + riui whence u = (0, 0), a contradiction to the fact
that £9 # 0. Thus, £o must be necessarily 0. O

5.6 Proof of Proposition 5.2 and Proof of Theorem 1.1

For clarity, we summarize what we have done in the proof of Proposition 5.2.

Proof Let ui(t) be a solution to (3.1) and suppose that the trajectory
K={u@) |teR}

is pre-compact in H = H' x L?(R®). By Lemma 5.7 there exists £y € IR so that

Fuo(r) — eo‘ = 0() as r — oo,

r/ooul(p)pd,o' = O(r_z) as r — oo.

By Lemma 5.17, £9 = 0. Then by Lemma 5.15 we can conclude that #(0) = (0, 0),
which proves Proposition 5.2. O

The proof of Theorem 3.1 is now complete. We conclude by summarizing the
argument.

Proof of Theorem 3.1 (equivalently Theorem 1.1 1.1(b)) Suppose that Theorem 3.1

fails. Then by Proposition 5.1 there exists a critical element, that is, a nonzero solution
o (t) € H to(3.1) such that the trajectory K = {iino(f) | t € R} is pre-compact in H.
However, Proposition 5.2 implies that any such solution is necessarily identically equal
to (0, 0), which contradicts the fact that the critical element il (¢) is, by construction,
nonzero. O

Acknowledgements The authors would like to thank the anonymous referees for their valuable comments

on previous versions of this manuscript.

APPENDIX A. Strichartz Estimates and Local Energy Decay

Here we give a brief outline of the proof of Theorem 3.2(b). The argument is now
standard and is based on ideas from [41], and follows the general philosophy that
spectral properties of Hy are deeply related to local energy decay estimates, which
then imply Strichartz estimates (as long as we stay away from the Lt2 endpoints).

Sketch of the proof of Theorem 3.2(b) First note that it suffices to consider F = 0 by
Minkowski’s inequality. Note that A := (—A)% satisfies

IA fllz = 1Lf 1l g (A1)
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for all compactly supported f € C OO(RS)'.
For any real-valued w = (w1, wp) € H! x LZ(RS) we set

W= Aw; +iwy

Then (A.1) implies that [|[W]l2 == [[(w1, w2)|l g1 ;2. Furthermore, w solves (3.12)
with F = 0 if and only if

oW =AW+ Vuw

W) = Af +ig € L*(R)

Thus

t
Wty = e AW(O) — i / eIy (s ds
0

Now, let X be any admissible Strichartz norm (as in the left-hand-side of Theo-
rem 3.2(b)). By Strichartz estimates for the free scalar wave equation in R3, ie.,
for Jw = 0 (see for example [38]), we have

A" "Ree AW ©0)Ix < W)l

Next we factor V (r) = V1(r)Va(r) where each of the factors decays like r3. By the
Christ-Kiselev lemma, see [5,49], and our exclusion of the L,2 endpoint, it suffices to
control

<IKlz oxIVaw®lz, (A2

o0
HAlRe / e =AYV, w(s) ds
. X

where ~
(KF)(1) := A_lRe/ e =AYy F(s) ds.

—00

Next note that

o0
IKFllx < A Ree ™2y | / FSAV, F(s) ds
—00

L2

The first factor on the right-hand side is some constant by the free Strichartz estimates;
see [38]. We claim that the second oneis S || F|| 2 . By duality, this claim is equivalent
1,x

to the localized energy bound
IVie " ),z < Cligla.
This is elementary to prove for radial ¢ using the Fourier transform relative to Lo

= —0, + r% on LZ((O, 00)) after conjugation by rZ; see [35,36] for examples of how
to carry out this standard argument.
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For the second factor in (A.2) we claim the bound

IVaw®)llz, < CIWO)I2 = CICF )2

holds for any solution of (3.12) with ' = 0. One way to prove this is to make use
of distorted Fourier transform relative to the self-adjoint operator Hy on its domain

D,

restricted to radial functions. It is here that the spectral properties of Hy proved

in Theorem 3.2 are essential. See for example [36, Section 5 and Lemma 5.2] or [35,
Lemma 4.3] for detailed arguments in more complicated situations than what’s needed
here. This completes the sketched proof of Theorem 3.2(b).
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