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Abstract

The method of block coordinate gradient descent (BCD) has been a powerful method
for large-scale optimization. This paper considers the BCD method that successively
updates a series of blocks selected according to a Markov chain. This kind of block
selection is neither i.i.d. random nor cyclic. On the other hand, it is a natural choice
for some applications in distributed optimization and Markov decision process, where
i.i.d. random and cyclic selections are either infeasible or very expensive. By applying
mixing-time properties of a Markov chain, we prove convergence of Markov chain
BCD for minimizing Lipschitz differentiable functions, which can be nonconvex.
When the functions are convex and strongly convex, we establish both sublinear and
linear convergence rates, respectively. We also present a method of Markov chain
inertial BCD. Finally, we discuss potential applications.
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1 Introduction

We consider the following minimization problem
minimize f(x) = f(x1, x2, ..., Xn) (1)

where f : RV — R is a differentiable function (possibly nonconvex) and every V; f
(i=1,2,..., N)is Lipschitz with constant L > 0.

The block coordinate gradient descent (BCD) method is a popular approach that
can take the advantage of the coordinate structure in (1). The method updates one
coordinate, or a block of coordinates, at each iteration, as follows. For k = 0,1, ...,
choose iy € [N] :={1,2,..., N} and compute

k+1 k k
X=X, — y Vi, f(x"),

where y is a step size; for remaining j € [N]\{ix}, we keep x?“ = x;?.

The coordinate gradient descent method was introduced in [29]. The random selec-
tion rule (i.i.d. over the iterations) appeared in [15,24]. In the same paper [15],
the method of accelerated coordinate gradient descent was proposed, and it was
later analyzed in [10] for both convex and strongly convex functions. Both [10,15]
select a coordinate i with probability proportional to the Lipschitz constant L; of
gla) = V;f(x + we;) over free x; the rate is optimal when L;’s are equal. An
improved random sampling method with acceleration was introduced in [1], which
further decreases the complexity when some L;’s are significantly smaller than the rest.
This method was further generalized in [8] to an asynchronous parallel method, which
obtains parallel speedup to the accelerated rate. In another line of work, [6] combines
stochastic coordinate gradient descent with mirror descent stochastic approximation,
where a random data mini-batch is taken to update a randomly chosen coordinate.
This is improved in [31], where the presented method uses each random mini-batch to
update all the coordinates in a sequential fashion. Besides stochastic selection rules,
there has been work of the cyclic sampling rule. The work [30] studies its convergence
under the convex and nonconvex settings, and [2] proves sublinear and linear rates
in the convex setting. The constants in these rates are worse than standard gradient
descent though. For a family of problems, [26] obtains improved rates to match stan-
dard gradient descent (and their results also apply to the random shuffling rule). The
greedy sampling rule has also been studied in the literature but unrelated to this paper.
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Markov chain block coordinate descent 37

Let us just mention some references [11,12,16,20]. Finally, [17] explores the family
of problems with the structure that enables us to update a block coordinate at a much
lower cost than updating all blocks in batch.

This paper introduces the Markov-chain select rule. We call our method Markov-
chain block gradient coordinate descent (MC-BCD). In this method, ix is selected
according to a Markov chain; hence, unlike the above methods, our choice is neither
stochastici.i.d. (withrespect to k) nor deterministic. Specifically, there is an underlying
strongly-connected graph ¥ = (¥, &) with the set of vertices ¥ := [N] and set of
edges & C ¥ x ¥.Eachnode i € ¥ can compute V; f(-) and update x;. We call
(ix)k>0 a walk of ¢ if every (ix, ix+1) € &. If the walk (ix)x>0 is deterministic and
visits every node at least once in every K iterations, then (ix)r>0 is essentially cyclic; if
every iy is chosen randomly from {neighbors of i; } U {ix}, then we obtain MC-BCD,
which is the focus of this paper. To the best of our knowledge, MC-BCD is new.

1.1 Motivations

Generally speaking, one does not use MC-BCD to accelerate i.i.d. random or cyclic
BCD but for other reasons: when we are forced to take Markov chain samples because
cyclic and stochastic samples are not available; Or, although cyclic and stochastic
samples are available, it is easier or cheaper to take Markov chain samples. We briefly
present some examples below to illustrate those motivations. Some examples are tested
numerically in Sect. 6.

1.1.1 Markov chain dual coordinate ascent (MC-DCA)

The paper [25] proposes the stochastic dual coordinate gradient ascent (SDCA) to
solve

N
e A 1
minimize,, cpd {Ellwll2 + m Z;Zi(w—rai)} , 2
=

where A > 0 is the regularization parameter, a; is the data vector associated with ith
sample, and ¢; is a convex loss function. Its dual problem can be formulated as

N
A 1
minimize, gy {D(a) = §||Aoz||2 + N ZET(—O{,-)} , 3)
i=1

where A € RY*N with column A; := f—l"\,, and £ is the conjugate of ¢;. By applying

stochastic BCD to (3), SDCA can reach comparable or better convergence rate than
stochastic gradient descent. We employ this idea and propose MC-DCA: in the kth
iteration, while /i = ok if j € [N]\{ix},

“

ik

k
vzjk(—aik)>

ot = ok - y(,\A;(Aa") -

where (ix)k>0 is a Markov chain.
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38 T.Sunetal.

The Markov chain must come from somewhere. Consider that the data ay, a, ...,
ay are stored in a distributed fashion over a graph. Only when the graph is complete
can we efficiently sample iy i.i.d. randomly and access a;, ; only when the graph has a
Hamiltonian cycle can we visit the data in a cyclic fashion without visiting any node
twice in each cycle. MC-DCA works under a much weaker assumption: as long as the
graph is connected. Specifically, let a token hold (a1, o2, ..., ay) and vector (Ax),
and let the token randomly walk through the nodes in the network; each node i holds
data A; and can compute V£7; as the token arrives at node i, the node accesses (Aa)
and « and computes )»A;r (Aa) and VL7 (—a;), which are used to update o; and update
(Aw).

1.1.2 Future rewards in a Markov decision process

This example is a finite-state (N states) discounted Markov decision process (DMDP)
for which we can compute the transition probability from any current state i to the
next state, or quickly approximate it. We can use MC-BCD to compute the expected
future reward vector.

Letus describe the DMDP. Entering any state i, we receive an award r; and then take
an action according to a given policy m (a state-to-action mapping). After the action is
taken, the system enters a state j, j € [N], with probability P; ;. The transition matrix
P := [P; jl;, jerny depends on the action taken and thus depends on 7. The reward
discount factor is y € (0, 1). Our goal is to evaluate the expected future rewards of
all states i € [N] for a fixed 7. This step dominates the per-step computation of the
policy-update iteration [28], which iteratively updates .

For each state ip := i, the expected future reward is given as

+00

Vi = E{i,}[zytm lio = i],

t=1

where the state sequence (i;);>0 is a Markov chain induced by the transition matrix
P and r;, is the reward received at time ¢. The corresponding Bellman equation is
v = E; [r,- +yvi, lig = i] =ri+vy ZJ.E[N] P; jv;, the matrix form of which is

v=r-+yPuv, 5)

where v = [v1, v2,...,on]T andr = [r1, 72, ..., rN]7.

When N is huge, solving (5) is difficult. Often we have memory to store a few
N-vectors (also, N can be reduced by dimension reduction) but not an N x N-matrix.
Therefore, we can store the vector P; = [P; 1, ..., P, N]T only temporarily in each
iteration. In the case where the physical principles or the rule of game are given, such as
in the Tetris game, we can compute the transition probabilities P;, explicitly. Consider
another scenario where P;, can not be computed explicitly but can be approximated
by Monte-Carlo simulations. The simulation of transition at just one state iy is much
cheaper than that of all states. In both scenarios, we have access to P;, . This allows us
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Markov chain block coordinate descent 39

to apply MC-BCD to solve a dual optimization problem below to compute the future
reward vector v,

. 1 2 A0
minimize, WH(HN—VP)U_”” +§||v|| ,

where A > 0 is a fixed regularization parameter. This corresponds to setting A :=
Iy — y P in (3). Note that in DMDP, one cannot transit from the current state i to an
arbitrary j € [N]. Therefore, standard cyclic and stochastic BCD is not applicable.

Running the MC-DCA iteration (4) requires the vectors A;, = P;, and Adk =
ok — Y Pak. We update (Pak) by maintaining a sequence (wk k>0 as follows: initialize
a® =0 (zero vector) and thus w? = Pa® = 0; in the kth iteration, we compute
wktl = wk + P (@4 — ), = Pak*!, where the equality follows since a**!
and of only differ over their ixth component. This update is done without accessing
the full matrix P.

As we showed above, running our algorithm to compute the expected future award
v only requires O (N) memory. Also the algorithm iterates simultaneously while the
system samples its state trajectory. Suppose each policy 7 can be stored in O(N)
memory (e.g., deterministic policy) and updating 7 using a computed v also needs
O (N) memory; then, we can run a policy-update iteration with O (N) memory.

1.1.3 Risk minimization by dual coordinate ascent over a tricky distribution
Let = be a statistical sample space with distribution I7, and F(-) : R — Ris a proper,

closed, strongly convex function. Consider the following regularized expectation min-
imization problem

L A
minimize,ern B¢ (F(w'£)) + §||w||2. (6)
Since the objective is strongly convex, its dual problem is smooth. If it is easy to
sample data from I7, (6) can be solved by SDCA, which uses i.i.d. samples. When
the distribution [T is difficult to sample directly but has a faster Markov Chain Monte
Carlo (MCMC) sampler, we can apply MC-DCA to this problem.

1.1.4 Multi-agent resource-constrained optimization

Consider the multi-agent optimization problem of N agents [4]:
minimize f(xq, x2,...,Xy) + §|| max{Ax — b, 0}||2, @)

where f is the cost function, b is the resource vector, and max{Ax — b, 0} penalizes
any over usage of resources. Define a graph, in which every node is an agent and every
edge connects a pair of agents that either depend on one another in f or share at least
one resource. In other words, the objective function (7) has a graph structure in that
computing the gradient of x; requires only the information of the adjacent agents of i.
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40 T.Sunetal.

MC-BCD becomes a decentralized algorithm: after an agent i updates its decision
variable x;, it broadcasts x;, to one of its neighbors, i and activates it to run next
step. In this process, ip, i1, ... form a random walk over the graph and, therefore,
is a Markov chain. As long as the network is connected, a central coordinator is no
more necessary. However, sampling iy i.i.d. randomly requires a central coordinator
and will consume more communication since it may communicate beyond neighbors.
Also selecting iy essentially cyclically requires a tour of the graph, which relies on the
knowledge of the graph topology.

When f is differentiable with Lipschitz continuous gradient, so is the objective
function. We apply MC-BCD to (7) to obtain

X = xf = yVi f (Y — yBA] max{Ax* — b, 0},
where (ix)r>0 € [N]is a Markov chain. We assume that agent i can access A; and
b; and compute V; f. Similar to the example for computing expected future reward
above, v := AxK — b can be updated along with the iterations so no node needs the
access to the full matrix A. Alternatively, we can use a central governor which receives
updated x¥ and v* from agent iy and sends the data to iy for the next iteration.

1.1.5 Decentralized optimization

This example is taken from [32]. Again consider the empirical risk minimization
problem (2). We consider solving its dual problem (3) in a network by assigning each
sample a; to anode. A parallel distributed algorithm will update for all the components,
i =1,..., N, concurrently.

If the network has a central server, then each node sends its «; to the central server,
which forms Ao = Z,N: 1 Aia; and then broadcasts it back to the nodes.

If the network does not have a central server, then we can form A« either running
a decentralized gossip algorithm or calling an all-reduce communication. The former
does not require the knowledge of the network topology and is an iterative method.
The latter requires the topology and takes at least O (log N) rounds and at least O (N)
total communication, even slower when the network is sparse. An alternative approach
is to create a token that holds A« and follows a random walk in the network. The token
acts like a traveling center. When the token arrives at a node iy, the node updates its o,
using the token’s Ac, and this local update leads to a sparse change to Ao; updating
Aa requires no access to «; for j # ix. The method in [32] applies this idea to an
ADMM formulation of the decentralized consensus problem (rather than BCD in this
paper) and shows that total communication is significantly reduced.

1.2 Difficulty of the convergence proofs: biased expectation

Sampling according to a Markov chain is neither (essential) cyclic nor i.i.d. stochastic.
No matter how large K is, it is still possible that a node is never visited during some
k+1,...,k 4+ K iterations. Unless the graph ¢ is a complete graph (every node
is directly connected with every other node), there are nodes i, j without an edge
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Markov chain block coordinate descent 41

connecting them, i.e., (i, j) ¢ &. Hence, given ix_| = i, it is impossible to have
ix = j.So, no matter how one selects the sampling probability p; = P(iy = j) and
step size yx, we generally do not have [, (kaikf(xk) | ix—1 = i) = CV f(x*) forany
constant C, where Vikf(xk) =[0,...,0,V; f(xk), o,..., O]T. This, unfortunately,
breaks down all the existing analyses of stochastic BCD since they all need a non-
vanishing probability for every block 1, ..., N to be selected.

1.3 Proposed method and contributions
Given a graph 4 = (¥, &), MC-BCD is written mathematically as

sample iy € {j : (ix—1, j) € &} ~ Pyy_,, j(k), (8a)

compute x{j{“ = xli — yVikf(xk), (8b)

where y is a constant stepsize, and P (k) is the transition matrix in the kth step (details
given in Sect. 2), and we maintain = xk forall j # ix. The initial point x° can be
chosen arbitrarily. The block i( can be chosen either deterministically or randomly. The
following diagram illustrates the influential relations of x° and the random variable
sequences (ix)x>0 and (xk)kzlz

io i i2 i3
.XO .X'l .X'z .X3 .X'4

To our best knowledge, (8) did not appear before and, as explained above, is not
a special case of existing BCD analyses. When the Markov chain (ix)x>0 has a finite
mixing time and problem (1) has a lower bounded objective, we show that using
y € (0,2/L) ensures E||V f (x¥)|| = 0. The concept of mixing time is reviewed in
the next section. In addition, when f is convex and coercive, we show that E f (x¥) —
min f at the rate of O(1/k) with a hidden constant related to the mixing time. Note
that running the algorithm itself requires no knowledge about the mixing time of the
chain. Furthermore, when f is (restricted) strongly convex, then the rate is improved to
be linear, unsurprisingly. Although we do not develop any Nesterov-kind acceleration
in this paper, a heavy-ball-kind inertial MC-BCD is presented and analyzed because
the additional work is quite small. When the computation V;, f (x¥) is noisy, as long
as the noise is square summable (which is weaker than being summable), MC-BCD
still converges.

1.4 Possible future work

We mention some future improvements of MC-BCD, which will require significantly
more work to achieve. First, it is possible to accelerate MC-BCD using both Nesterov-
kind momentum and optimizing the transition probability. Second, it is important to
parallelize MC-BCD, for example, to allow multiple random walks to simultaneously
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42 T.Sunetal.

update different blocks [7,22], even in an asynchronous fashion like [13,19,27]. Third,
it is interesting to develop a primal-dual type MC-BCD, which would apply to a
model-free DMDP along a single trajectory. Yet another line of work applies block
coordinate update to linear and nonlinear fixed-point problems [5,17,18] because it can
solve optimization problems in imaging and conic programming, which are equipped
with nonsmooth, nonseparable objectives, and constraints.

2 Preliminaries
2.1 Markov chain

We recall some definitions and properties of the Markov chain that we use in this
paper.

Definition 1 (finite-state (time-homogeneous) Markov chain) A stochastic process
X1, X2, ... 1in a finite state space [N] := {1, 2, ..., N} is called Markov chain with
transition matrices (P (k))i>o if, fork € N, i, j € [N], and ip, i1, ..., ix—1 € [N], we
have

PXir1=jl Xo=i0, X1 =i1,.... Xo =0) =PXpp1 =j | Xp =1i) = P j (k).

The chain is time-homogeneous if P (k) = P for some constant matrix P.

Let the probability distribution of X; be denoted as the row vector 7*
(n{‘, nf, el nk,), that is, P(Xy = j) = JT;.‘. Each 7% satisfies ZlN:l rrl.k = 1. Obvi-
ously, it holds gkl = nkP(k). When the Markov chain is time-homogeneous, we
have 7¥ = 7*~'P and n¥ = n¥'P = ... = 79 Pk for k € N, where P* is the kth
power of P.

Definition 2 A time-homogeneous Markov chain is irreducible if, for any i, j € [N],
there exists k such that (Pk),-,j > (. State i € [N]is said to have a period d if Pl.’fl. =0
whenever k is not a multiple of d and d is the greatest such integer. If d = 1, then
we say state i is aperiodic. If every state is aperiodic, the Markov chain is said to be
aperiodic.

Any time-homogeneous, irreducible, and aperiodic Markov chain has a stationary
distribution 7* = limy 7% = [z}, 75, ... 5] with ZZN=1 7 = 1 and min; {7} >
0, and 7* = 7* P. This is a sufficient but not necessary condition to have such 7 *. If
the Markov fails to be time-homogeneous,! it may still have a stationary distribution
under additional assumptions.

In this paper, we make the following assumption, which always holds for time-
homogeneous, irreducible, and aperiodic Markov chain and may hold for more general
Markov chains.

I The time-homogeneous, irreducible, and aperiodic Markov chain is widely used; however, in practical
problems, the Markov chain may not satisfy the time-homogeneous assumption. For example, in a mobile,
if the network connectivity structure is changing all the time, then the set of the neighbors of an agent is
time-varying [9].
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Markov chain block coordinate descent 43

Assumption 1 The Markov chain (X )i>0 has the transition matrices (P (k))x>0 and
the stationary distribution 77 *. Define

®&(m,n):= Pm)Pm+1)---Pm+n), mn>0, M :=|  |ecRVN,

7.[*

that is, every row of IT* is w*. For each € > 0, there exists T > 1 such that spectral
norm

|®(m,n) —IT*||, <€, forallm >0,n>71. —1.

Here, T is called a mixing time, which specifies how long a Markov chain evolves close
to its stationary distribution. The literature has a thorough investigation of various kinds
of mixing times [3]. Previous mixing time focuses on bounding the difference between
7¥ and the stationary distribution 7 *. Our version is just easier to use in the analysis.

For a time-homogeneous, irreducible, and aperiodic Markov chain with the transi-

tion matrix P, @ (m,n) = P"t1. Itis easy to have T as (1 + 31#1,\’) -log_ 1 1),

21n 72 (P) (P €
where Ay (P) denotes the second largest eigenvalue of P (positive and smaller than
1) [14]. Besides the time-homogeneous, irreducible, and aperiodic Markov chain,
some other non-time-homogeneous chains can also have a geometrically-convergent

@ (m, n). An example is presented in [21].

2.2 Notation and constants
The following notation is used throughout this paper:
AR = kK )

In MC-BCD iteration, only the block Af.‘k of A¥ is nonzero; other blocks are zero. Let

*

7, be the minimal stationary distribution, i.e.,
* . *
.= min {7}
min 15151\] 1

For any closed proper function f, argmin f denotes the set {x € R | f(x) = min f},
and || - || denotes the £, norm. Through the proofs, we use the following sigma algebra

k

x" = U()cl,x2

koo . .
e X500, B, e i),

*
')

Let Assumption 1 hold. In our proofs, we let T be the =% -mixing time, i.e.,

Tk
|®D(m,n) —IT"|, < %, whenever n > 1 — 1. (10)
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44 T.Sunetal.

With direct calculations,

bl

% <[®(m,n)); , foranyi, j € {l,2,...,N},n > 71— L (11)
If the Markov chain promises a geometric rate, then we have

2
T:O(ln - )
T min

It is worth mentioning that, for a complete graph where all nodes are connected to
each other, we have a Markov chain with T = 1, and our MC-BCD will reduce to
random BCD [15].

3 Markov chain block coordinate gradient descent

In this section, we study the convergence properties of the MC-BCD for problem (1).
The discussion covers both convex and nonconvex cases. We show that the MC-BCD
can converge if the stepsize y is taken as the same as that in traditional BCD. For
convex problems, sublinear convergence rate is established, and for strongly convex
cases, linear convergence is shown.

Our analysis is conducted to an inexact version of the MC-BCD, which allows error
in computing partial gradients:

A iﬁ ROCAERAR L (12)
7’

J if j # i,

where iy is sampled in the same way as in (8a), and €* denotes the error in the kth
iteration. If €¥ vanishes, the above updates reduce to the MC-BCD in (8).

3.1 Convergence analysis

The results in this section applies to both convex and nonconvex cases, and they rely
on the following assumption.

Assumption 2 The set of minimizers of function f is nonempty, and V; f is Lipschitz
continuous about x; with constant L > O foreachi = 1,2, ..., N, namely,

IVif(x) = Vif(x+ae)l < Llal, Vx eRY, Vo €R, 13)

where ¢; denotes the ith standard basis vector in RV . In addition, V £ is also Lipschitz
continuous about x with constant L,, namely,

IVF@) = Vfx+9)] <Lsl, YxeRN vseRV. (14)
We call k = % the condition number.
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Markov chain block coordinate descent 45

When (13) holds for each i, we have
L. .2
f(erdei)Sf(X)Jr(Vif(X),d)JrEIIdII . (15)

Lemma 1 below is very standard. It bounds the square summation of AX by initial
objective error and iteration errors. Lemmas 2 and 3 are new; they study the bounds
on ||V f (x*=T*1)||? because the sampling bias prevents us from directly bounding
Vi, f (x*)||2. The bounds in these three lemmas are combined in Theorem 1 to get
the convergence rates of ||V f (xk) II.

Lemma 1 Under Assumption 2, let (xk)kzo be generated by the inexact MC-BCD (12)
with any constant stepsize 0 < y < % Then for any k,

4?2 &
ZnAfn sy (P —min ) + (z_yLy)ZZne’nz. (16)
t=0

Proof Recalling the definition of A* in (9) and noting xk+1 = xj? for all j # iy, we
have:

(44,9 FGH9) = (e = 5k 93, £ ) = AP (e k= k), 17)

where we have used the update rule in (12) to obtain the second equality. By (15)
and (17), it holds that

FORY < FOH + (a5 V) + 2 ||A"||2

L
=M+ (3 - )||Ak||2 (€, 1k — k) (1)
@ (L ) b2 4 vl
< —— —)A 19
< fE5)+ 12y A"l 2 Ly (19)
where a) is from the Young’s inequality (ek,xi—xiklf]) <53 Ly k1> + 4LV | A%)%.
Summing (19), rearranging terms, and noting f (xk) > min f, Yk, we obtain the

desired result and complete the proof. O

Also, we can bound partial gradient by the iterate change A* and error term €*

follows.

as
Lemma 2 Assume (14). Let (xk)kzo be generated by the inexact MC-BCD (12). Then
for k > 7, it holds

k—1
Vi fEETD2 <207 (=1 Y A%+ ||A"|| + 411 20)
d=k—7+1
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46 T.Sunetal.

Proof By the update rule in (12) and the definition of Ak, we have Vi f @k =
k

Al
% + €*. Applying the triangle inequality to the above inequality yields

k 2

ﬂ—I—ek
v

Vi, £ GFTT 2 < 2V, FGRTTT — v, £ GR) 12 42

IA

~ 4
20|V fFTTH) — Vi F 1P+ ﬁnA"n2 + 4] €82
21
Note || V;, f (K= — v, f(9) )12 < |V £ (5T — V £ (xK) ||, Hence, it follows
from the triangle inequality and the Lipschitz continuity of V f in (14) that
4
Vi fET 2 <2 V™) — v 12 + PHAW + 4] €k)?
k—1 4
<21 Y IV = VEEDIP + 1A 7 + 4)1€k)?
d=k—t+1 4
k—1 4
<27 (r—D- Y AN+ 1A 4 4l
d=k—7+1 4

which gives the desired result. O

Remark 1 If € = 0, Vk, then starting from (21) and by the same arguments, we can
have

k—1
_ 2
Vi fT 2 <207 (r= 1) Y 1AYP + Slakn
d=k—t+1 Y

Furthermore, we can lower bound full gradient by conditional partial gradient.

Lemma 3 Let (10) hold. Then it holds
*
E(| Vi, f R )12 x"—”l)z%||Vf(x"—”1)||2. (22)

Proof Taking conditional expectation, we have
N
E(IVie f DI ™) =Y IV TR P = | .
j=1

By the Markov property, it holds P(iy = j | x* ™) = P(ix = j | ix—r) =
[®(k — 1,7 — D]Jj;_.,;j.- Then the desired result is obtained from (11) and the fact
S IV FOI? =1V O o
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Markov chain block coordinate descent 47

Theorem 1 Let Assumptions 1 and 2 hold and (xk)kzo be generated by the inexact
MC-BCD (12) with any constant stepsize 0 < y < % We have the following results:

1. Square summable noise: If the noise sequence satisfy Z/Sio lek]? = & < +o0.
Then,

lim E|V £ =o0, (23)
k— 00
and

. 2 .
E [lléltl;lk IIVf(X’)IIZ} < D [C1(D) - (£ (%) — min f) + (C2(7) +4)&].
24

2. Non-square-summable noise: If |€*|> < S, Yk > 0 for some positive number
S > 0, then

E| min |V f(x")]|? <;C1(T)-(f(x0)—minf)
1<r=<k T (k4 Dl

2 Cr(t)tk+ 1)
- ( 1 + 4) S. (25)

min

T

The constants used above are

4 4
Ci(v) = 5 _”Ly <2L3(T 14 ﬁ) :
y

e = = (a2 1y (26)
0= o (207 55

Proof Inthe case of square summable noise, we have ek — 0ask — oo.Inaddition, it
follows from (16) that 7o, | A¥||> < +o0 and thus AF — 0 ask — co. Hence, (20)
implies

lim ||V, fF )12 =o. (27)
k—o00

Taking expectation on (27) and using the Lebesgue dominated convergence theorem,
we have

lim E||V; f(*~™|? = 0.
k—o00

Hence from (22), it follows that

lim E[V/5))? = lim E[V )2 < lim E|V;, f(*" )2 =0,
k—o00 k— 00 k—o00

*
min

@ Springer



48 T.Sunetal.

and thus (23) holds by the Jensen’s inequality (E[|V £ (x%)|)? < E||V f(x5)|2.
Note 35 Y0 11A4)2 < (v—1) X520 149)1% forany k > . Therefore,
summing both sides of (20) yields

k k—1 k k
_ 4
Vi £ T+1>||2ssz(T—l)ZZnAdn%; DA 4 D e’
t=T1—1 d=0 t=1—1 t=T1—1
4 k k
< (2L3(T—1>2+p)2|m’”2+4 >l (28)
t=0 t=1—1

The inequality in (28) together with (16) and the assumption on €X gives

DIV fETTYIP < Crn - (FG°) — min £) + (Ca(D) +4)E, (29)

t=1—1

where C1 (1) and C»(7) are defined in (26). In addition, we have

k k+t—1
(k+1)-E[Oxggk IIVf(xt)llz} <D EIVEOIP= ) BV
T =0 t=1—1
2 k+t—1
< —— D EIVi /&I, 30)

min —g_|

where the last inequality follows from (22). Now the result in (24) is obtained from
the above inequality together with that in (29).
In the case of ||€¥||%2 < S, Vk > 0, we have from (16) and (28) that

—minf) +

IV, f (" ™Hh)? < <2L3(T— 1+ %) ( fy (f&”
t 1
dy2(k+1)S
2—Ly)?

In the above inequality, setting k to kK + T — 1 and using (30) give the result in (25). O

)+4(k—T+2)S.

Although MC-BCD has sample bias, we can still use a constant stepsize. In fact,
Theorem 1 indicates the stepsize can be as large as traditional BCD. The assumption
on the noise sequence is weaker than the commonly used assumption ) ", €| < +o00.
When the noise sequence is non-diminishing, we have a final error that approximately
matches the noise level. This is useful in an application in Sect. 5, where computing
V. f may involve certain sampling that becomes too expensive to require asymptoti-
cally vanishing noise.

3.2 Convergence rates for convex minimization

When f is convex, we can estimate the rates of expected objective error. We let
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Fr=Ef(x"") —min f and X = Projygmin 1 (X)-

First, we present an important technical lemma, which will be used to derive both
sublinear and linear convergence results.

Lemma4 Let (xk)kzo be generated by MC-BCD (8b) with 0 < y < % When f is
convex, we have

F? < Cr-(F — Fiyp) - Ex"™ — 7|2, 31)
where the constant is
max {4L3 (t—1), %}

1 L *
(7 - 7) " T min

Proof Since € = 0, Vk, taking expectations of both sides of (20) and using (22) yield

Cr =

(32)

max|4L2 (t—1), } k
B[V f (™))% < > OEIAYR. 33)
Tin d=k—T+1

For each d, we have from (18) with €k = 0 that

E ()Cd) E (xd-l-l)
Elad)? < 2L . [ (34)
y 2
Substituting (34) into (33) and recalling the definition of C in (32) give
EIVS (P < Co[BFT™) — B ] (35)
For any integer ¢, letting k = (t + 1) - T — 1 in (35), we have
E|Vf(" O < Ce[Fr = Figa]. (36)
On the other hand, it follows from convexity of f that
F=Ef("™) —min f < E(Vf(x”), X xf_T> (37)

Now square both sides of (37) and apply the Cauchy—Schwarz inequality to have
2 Ty 12 t-T T2
FE <EIVAEDI"-Ellx™ — X% (38)

Substituting (36) into (38) yields (31), and we complete the proof. O
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3.2.1 Sublinear convergence rate

A well-known result in convergence analysis is that a nonnegative sequence (ax)k>0
that obeying ax+1 < ar and ag4+1 < ar — na,%, for some 1 > 0 and all k > 0 satisfies

ao

< — 39
~ apnk + 1 (39

It can be proved by observing ﬁ - i > .

Theorem 2 Under Assumptions 1 and 2, let (xk)kzo be generated by MC-BCD (8b)
with) <y < % Assume that f is convex and the level set Zp = {x e RN : f(x) <
F(x9Y} is bounded with diameter R = maxy ye2; lIx — yll. Then we have

FyCR?

Ef(xk) —min f < m,

*

where C is the constant defined in (32), and T is the n‘gi“ -mixing time defined
in (10). O

Proof From (18) with ek = 0, Yk and 0 < y < %, it follows that f(xk) 1S monotoni-
cally nonincreasing about k, and thus x* € 2 for all k. Therefore, ||x"T — x"'T||2 <
R?, Vt. Substituting this inequality into (31) gives F?> < C<R? - (F; — Fi41), or

2
equivalently Fy11 < F, — %. From (39) we obtain

Fo

Fot ’
C<R2 +1

vt > 0.

Since f(x¥) is nonincreasing about , it follws that

EfG") —min f < Fig, < FOLSO TR LI;OJCJ;J? R
oo Tl Ot= *
which completes the proof. O
Remark2 We consider a standard stepsize y = % and compare random BCD

and MC-BCD. In [Theorem 1, [15]], it is shown that random BCD has the rate
Ef(xk) —min f = O(N",';Z'L). We stress that, with our notation, V f is (N - L)-
Lipschitz continuous in the worst case. When our Markov chain uses a complete
graph, we can have a uniform stationary distribution and T = 1. In this case, MC-BCD
reduces to random BCD, and our complexity of MC-BCD is also E f (x¥) — min f =
oX 'iZ'L). In this sense, we have generalized random BCD with a matching com-
plexity. If the Markov chain promises a geometric mixing rate, i.e., T = O(In N), then

. 102 N-R2. o
our convergence rate result becomes E £ (x¥) — min f = O( W). While in
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cyclic BCD, we have f(x*) —min f = O(%) from [2, Corollary 3.8].2 That is,
in terms of worst-case guarantee, MC-BCD performs slightly worse than i.i.d. random
BCD but better than cyclic BCD. O

3.2.2 Linear convergence rate

To have linear convergence, we consider the restricted v-strongly convex function:
f) —min f > vllx —X|*, forallx € RY, ¥ = Projygmis p(x).  (40)

Theorem 3 Under Assumptions 1 and 2, let (xk)kzo be generated by MC-BCD (8b)
with) <y < % If f satisfies condition (40), then

BNEY
Ef(x*) —min f < Fy (1 — c_> .

Proof Immediately from (40), we have the bound

Ef(x"") —min f F

Ellx"™ —x'7|? < :
v

Substituting the above inequality into (31) yields th < % - (Fy — Fyy1) - Fy, or
equivalently Fy+; < (1 — CLT)Ft. Hence,

t
Ft§F0<1—L) , YVt > 0.
C

T

Again from monotonicity of f(x*) about , it follows that

Lz]
]Ef(xk)_mlnfSFLkJSI;b(l_L) s

which completes the proof. O

Remark 3 1f we consider the stepsize y = % and assume the Markov chain
enjoys a uniform stationary distribution, then we get the rate E( f (x*) — min f) =

) 1%)
o (1 - N-max{SKLA(T—l),SL}) :

2 The authors in [2, Corollary 3.8] present this results in the perspective of epochs, while here we present
the rate in the perspective of iterations. Thus, their result is multiplied by N for comparison.
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4 Extension to nonsmooth problems

All results established in previous sections assume the smoothness of the objective
function. In this section, we add separable, possibly nonsmooth functions to the objec-
tive:

N
minimize F(x) = f(x1,x2,...,xny) + Zg,-(xi). 41

i=1

Here, f : RY — R is a differentiable function, V; f is Lipschitz continuous for each
i=1,2,...,N,and g; : R — R is a closed proper function. Note that we do not
assume convexity on either f or g;’s. Toward finding a solution to (41), we propose
the inexact Markov chain proximal block coordinate descent (iMC-PBCD).

Given a graph ¢ = (¥, &), the iMC-PBCD iteratively performs:

sample iy € {j : (ix—1, j) € &}~ Py, j(k),

k41 _ iPrOXygj (xl; - V(ij(xk) + 6k)>, if j =iy,

compute x; 42)
xk, if j # ig.

J

In the above update, y is a step size, €X denotes the error in evaluating the partial
gradient, and Proxy (y) is the proximal mapping of a closed function v at y, defined
as

1
Proxy (y) € argmin {w(x) + Ellx - y||2} .
X

To characterize the property of a solution, we employ the notion of subdifferen-
tial [23, Definition 8.3].

Definition 3 (Subdifferential) Let J : RN — (—o0, +00] be a proper and lower
semicontinuous function.

1. For any x € dom(J), the Fréchet subdifferential of J at x, denoted as aJ (x), is
the set of all vectors u € R" that satisfies

lim inf J) = Jx) —(u,y —x) > 0.
yFEX Y>X ly — x|l

If x ¢ dom(J), then 3J (x) = @.
2. The limiting subdifferential, or simply the subdifferential, of J at x € dom(J),
denoted as 0J (x), is defined as

3J(x) := {u € RV : 3 (x")=0 and u* € 87 (x¥) such that J (x*)

— J(x) and u* > wask — 00}.
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The first-order optimality condition for x to be a solution of (41) is
0cdF(x).

Any such point is called a critical point of F.

The proofs below are quite different from previous ones because we cannot bound
the gradient with || A¥|| any more, i.e., the core relation (20) fails to hold. Consequently,
the convergence result in this section is new. Also, we cannot specify the convergence
rates yet.

Lemma5 Under Assumption 2, let (x*)y>o be generated by iMC-PBCD (42) with
0<y <. I €I < oo, then

lim AF =0, (43)

k— o0
where AX is defined in (9).

Proof By the definition of the proximal mapping, the update in (42) can be equivalently
written as

1
xp e argmin { (x;, — xk (Vi FG5) + €8)) + —lxy, — xf 17 + gy (i) 1o (44)
k 2)/ k

Xij,
Therefore,
1
(6l = <k, Vi pet) + )+ o T b P e G = g @9)

By the Young’s inequality and the definition of A¥ in (9), it holds that

k1 _ ok k) 1] k || “I1°
(s =)= g (5 L)1+

V

In addition, it follows from (15) that
k+1 k k oy, Lok
FEH < fa) + (A5 Vi ))+5||A -

Adding the above two inequalities into (45) and recalling the definition of AF in (9)
give

FERF + g ) + — > LAk < 1o + g (x5)

1/1 ‘ ek L koo
- — A + —|lA .
+4(y )n I +y L
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Rearrangmg terms of the above inequality and noting g; (xk+1)

= gj(x’;) for all
j # iy, we have ‘

k+1 1 k)2 k ¥ )12
Fx™) + 1A%° < F(«™) + 77—,
4)/ — L
)’
or equivalently
1/1 k2
< (— - L) 1442 < Pty — Pty 4 1< i
4 \y L
Summing up the above inequality over k, using the conditions 0 < y < % and
Y72 ll€k|? < oo, and also noting F is lower bounded yield > ¢ [ A%]? < oo,
O

which implies (43) and completes the proof.

Theorem 4 Under Assumptions 1 and 2, let (xk)kzo be generated by iMC-PBCD (42)
with) <y < % IFY2 X112 < oo, then any cluster point of (xk)kzo is a critical
point of F almost surely.

Proof By the first optimality condition of (44), it holds

_ k
Vlkf(x )_E eaglk(x )
or equivalently
Ak
—E 4 Vi fED) =V F 65 — € e Vi FRY) + Bgi, (ef T = 0, FGRH.
(46)
From (43) and also the Lipschitz continuity of V; f, we have from (46) that
Jim dist (o B,kF(xk+1) < hrn " kv, FORY = v, ) — | = 0.
—00

Let x be a cluster point of (xk)kzo and thus there is a subsequence (xk)ket%/ — X.
If necessary, take a sub-subsequence out of .#", so without loss of generality, we can
assume |k; — kp| > 7 for any &y, k, € . We go to prove the following claim:

For any j € [N], there are infinite k € 7 such that iy = j, a.s. a7

If the above claim is not true, then for some j € [N], with nontrivial probability,
there are only finite k € JZ such that iy = j. Dropping these finitely many k’s in %",
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we obtain a new subsequence A = {ki,ko,...} and iy # j forany k € Va By the
Markov property, it holds that for any m > 1,

P(ikl #j,l.kz?é].,l.h #jv‘”’ikm #])

=Plix, # DPUky # J ling # PDPUks # J Vig # ) - Plix,, # J iy # J)-
(48)

For any k;_1, k; € %, since k; — k;—1 > T, then we have from (11) that P(ix, = j |

o
ik, #J) = ”3‘“‘. Hence

*

. C . . . . T min
P, #Jjligy #))=1=Plix, =j i, #J) =1 -

and thus it follows from (48) that

. m—1
P(ikl#jvikz#j»ih?éjw--,ik,,,?éj)f<1_%> )

Letting m — oo, we conclude that
IP(Jf/ only contains finitely many k such that iy = j ) =0,

and thus the claim in (47) is true.

Now for any j € [N], taking k € % such that iy = j and letting k — oo, we
have from the fact (x**1);c » — % because of (43) and also the outer-continuity of
subdifferential that

dist(0,9; F()) = lim  dist(0, 3 F(x**1)) = 0, a.s.

ke ix=j

Therefore, we complete the proof. O

5 Empirical Markov chain dual coordinate ascent

In this section, we consider a special case of the risk minimization problem in form
of (6). As we mentioned in section 1.1, if it is easy to get i.i.d. samples from the
distribution I7T of the sample space, then we can easily apply SDCA to (6). However,
there are some cases where the distribution /7 is not explicitly given and the samples
are generated by a simulator, such as an MCMC sampler. Assume that the samples
generated by the simulator form a Markov chain with stationary distribution I7. Gen-
erating i.i.d. samples may take very long time in this case, instead we want to make
use of all the samples on a sample trajectory, which are not i.i.d. distributed.
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Assume that the sample space Z is finite. Let pg € (0, 1) denote the probability
mass of & € Z. Then, problem (6) can be presented as

. . . )\'
minimize,,cpn Z peF(w'E) + §||w||2.

teld

The objective function involves unknown parameters (pg)zez. One way to solve this
problem is to do the following two steps: first run the simulator for long enough
time to get an estimation of (pg)scz (e.g. use frequency), denoted by (pg)ezcz; then
minimize (6) with (pg)sez by SDCA. The SDCA iteration in this case would be:

k gk k—1gk
o & o, &
kfl_i_E ¢

v = ,
A A
k+1 k Tk _a]&f"
o = oy — y((g yTok — VF*(_—)),
Pgk

where £* is uniformly randomly chosen from IT, F* is the conjugate function of F,
a := (ag)zez are dual variables, and y is the stepsize.

Compared with SDCA, the advantage of MC-DCA is to do sampling and mini-
mization simultaneously. However, it still needs to estimate (pg)gc = . To address this
issue, we introduce a practical way that approximates p: by keeping a count c; (k),
the times that sample £ is chosen between iterations 1 and k. We estimate pg by the
sample frequency c¢ (k)/k. We call it empirical MC-DCA. The empirical MC-DCA
iteration is almost the same as SDCA iteration except that (§ k k>0 € & is a Markov
chain and pgr = cg (k) /k.

We provide the theoretical performance of the empirical MC-DCA under a lower
boundedness assumption on the frequency and geometric convergence of the Markov
chain sampling.

Assumption 3 There exists a universal constant § > 0 such that for any £ € & and
k € N, cs/k > 6 > 0. In addition, there exists 0 < A < 1 such that, for any integer
LeN, |[PE =g =8) — pel = 00Y).

The time-homogeneous, irreducible, and aperiodic Markov Chain can satisfy Assump-
tion 3.

Corollary 1 Ler of = (Otlg)ggg be generated by the empirical MC-DCA and
Assumption 3 hold. Then for the dual function given in (3), by denoting A :=
SUp; < <t ez (lef 117}, it holds that

=

, A-In%k
E[ min |VD@)|?] = 0 LA
1<i<k

k
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Proof Obviously, the empirical MC-DCA can be regarded as the inexact MC-BCD to
minimize D(«) with the noise

— ok ok
sor () or (T

We have presented the convergence result of the inexact MC-BCD in Theorem 1.
Thus, our work turns to bounding ek . With Assumption 3,

b2 = ofa. lce® —k-pel
lek) _o(A > )

We now estimate the upper bound of E||cg (k) —k - pg |>. Denote 1 (+) as the variable
valued as 1 when - = £ and 0 when - being others. Then, c¢ (k) can be represented as

k
ce(k) = ) _1e(&).
i=1

Direct calculation then gives

k k k
Ellcs (k) — k- pel> =E| Y 1) —k - pell> = Y BIZ(E") —2kpe Y Bl (€')
i=1

i=1 i=1

a) b)
+2) E(1: (N1 (E) +47p7. (49)

i<j

)
With Assumption 3, we have

k

4 1
a):kpg—i—O(Z)J) :kpg+0<m). (50)

i=1

Similarly, we can derive

k
by =2k*pt+0(—).
) De + <1—A)

Now, we focus on bounding c¢). The difficulty is the dependence of the variables. Denote
the o -algebra xk generated by g0 gl ER e, xk =0 (g0, €L, ..., EX). Thus, we
first derive the conditional expectation and then use the property E(E(- | x')) = E(-).
Noting that i < j, we have

E(le ()1 | ') =P@E =¢ | & =) -E(1:E) | x').
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Taking expectations on both sides, we are then led to
E(le )1 (¢)) =PE/ =¢£ | &' =&) - E(le¢) =PE/ =£ | =¢) - PE =¢).
With the facts that P(§/ = & | & = &) = ps +O(A/ ") and P(&' = &) = ps + O (),
E(1:(E)1e () = p; + O(max{i’, 2/ 7).
Obviously, it holds

M4
Z max{Al, A7) = thx’. 51)

i<j<k =1

Now, we investigate what ¢; exactly is. For any 1 <t < (%1, Al only appears in the
cases()i =tand j —i >rtor(Il) j —i =t and i > ¢. Thus, we can get

e, <t +tA) =k —2t +14+k—2t +1 =2k — 4t +2.
Thus, we derive
4 X
Z max{i’, A/ 7'} < Z(Zk —4nA' =0 (—) . (52)

11—
i<j<k t=1

With (51) and (52), we then get

c):(kz—k)pg~|—0<L>.
1—A

Substituting the bounds of (a), (b) and (c) to (49), we get

k
Ellce (k) — k - pe||® = — ).
llce (k) pell 0(] _k>

Thus, the expectation of noise is bounded as

kn2 _ A
Hlel _O(MI—M>'

By a slight modification of the proof of inexact MC-BCD, we then prove the result. O

We also use a numerical experiment to verify the convergence of empirical MC-
DCA and comparison with SDCA. We created a 40-state Markov chain with non-
uniform stationary distribution. We randomly generated x € R, & e R?,i =
1,...,40, and set b; = SiTx, where i is a state of the Markov chain. We also set
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10°

duality gap
>
o

= Empirical MC-DCA
—— SDCA
10° 10° 102 10° 10* 10°
k

1078

Fig.1 Duality gap after k samples and k iterations of the algorithms. Empirical MC-DCA runs each iteration
along with sampling. SDCA obtains all samples first and then runs k iterations with (pg)gecz estimated
from the k& samples

Fi(x) = x — b; and A = 0.1. We compare duality gap of empirical MC-DCA and
SDCA when doing the same number of samples and iterations. The MC-DCA runs
each iteration along with sampling, while SDCA does sampling first and then does
minimization with (pg )z ez estimated from the samples. Figure 1 shows that empirical
MC-DCA can reach the same convergence rate as SDCA. However, empirical MC-
DCA can minimize along sampling and does not need to store the sample space in
memory. It can reach any accuracy as long as the sampling process continues. However,
SDCA requires the knowledge of the sample space at each iteration. To improve the
accuracy, it must resume the sampling process to re-estimate (pg)zez.

6 Conclusion

In summary, we propose a new class of BCD method that can be implemented by
visiting a random sequence of nodes in a network. As long as the network is connected,
the method can run without the knowledge of its topology and other global parameters.
Besides networks, our method can be also used for certain Markov decision processes.
It can also run along with MCMC samples for empirical risk minimization when the
underlying distribution cannot be sampled directly. The convergence of our method
is proved for both convex and nonconvex objective functions with constant stepsize.
Inexact subproblems are allowed. When the objective is convex and strongly convex,
sublinear and linear convergence rates are proved, respectively.
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