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Nomenclature
A = cross-sectional area, m?
a; = constant, J/(m? - K)
c = specific heat capacity, J/(kg - K)
k = thermal conductivity, W/(m - K)
L,L, = lengths, m
My = multiplication factor
M, = kernel, (m? - K)/W
m = discrete regularization parameter
N = number of data points beyond the initial condition
qor = maximum heat flux, W /m?
qs = source heat source, W /m?
qsn = approximate source heat source, W/m?
q"’ = heat flux, W/m?
R(dq'’'/dt) = cross-correlation coefficient for heat flux rate
R(q"") = cross-correlation coefficient for heat flux
T = temperature, °C
T, = initial temperature, °C
t = time,s
u = dummy time variable, s
x = spatial coordinate, m
B = thermal effusivity, (W - 4/s)/(m? - K)
Yim = future-time parameter, s
At = time sampling intervals, s
1) = thickness of thin-film sensor, m
0 = reduced temperature; 7' — T, °C, K
0 = average reduced temperature, °C, K
p = density, kg/m?
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1. Introduction

HIS Note applies an alternative data reduction equation for
reconstructing the surface heat flux for a diamond slug calorim-
eter for use in short-duration impulse flow facilities [1]. Calorimeter
gauges have been used in shock tube studies [2,3] for estimating heat
flux. The heat flux gauge consists of a thin layer of synthetic diamond
(produced using chemical vapor deposition) with a thin-film resis-
tance temperature detector (RTD) sputtered on its rear surface to
measure temperature rise. Previous methods for analyzing the mea-
sured data from this style of gauge can be found in Refs. [1,4] and the
classical Schultz and Jones [S] AGARD report. These methods serve
as a baseline in developing the preconditioned integral equation
previously published by Frankel et al. [6] and Frankel and Chen [7].
There are many benefits for applying the integral form for data
reduction in calculating heat flux from this type of gauge. These
include no errors due to spatial discretization; minimizing processing
time without sacrificing accuracy; regularization easily incorporated
to promote stability; and physical-based preconditioning of the data,
which removes the need for prefiltering of the raw data and preserves
energy considerations. This method can be easily coupled to thermal-
phase plane and cross-correlation analyses to select the optimal
regularization parameter.

This technical Note illustrates the approach and uses a numerical
study to compare the estimated solution to the exact solution for a
pulse of heat flux that represents a measurement in a reflected shock
tunnel. The accuracy and stability of the solution are investigated
both with a noise-free temperature signal and with the addition of
representative experimental measurement noise.

II. Formulation

Figure 1a shows the idealized one-dimensional representation of
the sensor; whereas Fig. 1b displays the reduced model used in this
Note, where the thin film has been removed. This assumes negligible
Ohmic heating and energy storage in the RTD film, which is valid for
the gauge investigated here. Adiabatic side conditions are imposed,
and perfect thermal contact is assumed between each of the layers.
The substrate material is composed of a thermal insulator. Constant
thermophysical properties are assumed, which are valid for short-
duration testing where the temperature rises are small, and thus
specific heat capacity and thermal conductivity changes of the dia-
mond layer are negligible [6].

Figure 1c displays the exploded model for the lumped-diamond
distributed-slug substrate (L-D) formulation. The temperature at the
RTD location 6, (L, t) is assumed to be equal to the average temper-
ature 0, (t) (i.e., the diamond [8] is isothermal). When the thermo-
physical properties of the system are constant, the lumped, physically
formed variable is mathematically equivalent to the average temper-
ature. The validity of this assumption is explored in the Results
section (Sec. III) of this Note. The energy balance per unit cross-
sectional area in region 1 is
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Equation (1) is equivalent to that presented in equation 6b in the
work of Frankel and Chen [7], which presented a data reduction
equation for a thin-film heat transfer gauge on a semi-infinite sub-
strate with significant thermal storage in the film. As the models and
assumptions are similar, the same analysis can be applied here,
leading to the following preconditioned data reduction equation:
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Fig. 1 Schematic of the diamond heat transfer gauge for a) idealized
sensor, b) simplified model, and c) exploded view for the lumped formu-
lation (L-D). (1-D denotes one-dimensional.)
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where a; = p;c|L;, and p, = /p,c,k,. The approximation that
q!'(t) = q;'(t) could be explored further to investigate the bias
introduced by using the single-point temperature at x = L, but it
will not be explored here. The preconditioner, of which more details
can be found in Ref. [7], acts as a first-pass parameter-free low-pass
filter operating on the functional equation. This is different than
prefiltering data and then inserting the smoothed values into the

functional equation. Prefiltering data requires a cutoff frequency or
some other criteria to be defined. Furthermore, prefiltering data for
substitution disturbs the balance of the functional equation, and
hence it loses the equal sign. The preconditioner used here preserves
the equal sign (energy balance) as it operates on both the data and heat
flux/kernel.

The computational procedure for solving these equations is well
described in Ref. [7]. As Eq. (2) is ill-posed, regularization is required
to ensure stability [9]. While the preconditioner has a stabilizing
effect and allows for easier identification of the optimum regulariza-
tion parameter, as will be seen in the subsequent section, additional
regularization is required to ensure stability in the prediction to
Eq. (2). This work applies regularization using the future-time
method, with a regularization parameter that is a multiple of the
temporal discretization time step (y,, = mM At, where m and M
are both integers) [7]. The value of the regularization parameter
should be chosen to meet stability requirements without oversmooth-
ing the solution. In this Note, two methods (which are described in
detail in Ref. [10]) are applied to identify the optimal regularization
parameter: the thermal-phase plane analysis method, and the cross-
correlation coefficient method.

III. Results

A synthetic heat flux profile is formulated based on a typical
measurement on a stagnation probe in a reflected shock tunnel
experiment. Table 1 provides the parameters considered in the study,
including material properties and dimensions of the gauge. The
chosen demonstrative heat flux case is defined by the severe discon-
tinuous pulse of heat flux:

0, 0 <1<250 ps;
q'() =1 g/, 250 pus <1 <2250 ps; 4)
0, 2250 us <t <2500 us

The heat flux g/’(¢) was imposed as the driving source condition
for the lumped slug model of the gauge. The initial condition of gauge
is 6(0) = 0, whereas the initial condition of the substrate is
0,(x,0) = 0,L; < x < oo. Figures 2a and 2b illustrate, respectively,
the temperature history and difference between the average temper-
ature of the diamond layer 6, () and the backside temperature at the
RTD location 6,(L, ). These results are easily and analytically
available by solving the distributed problem involving two partial
differential equations (regions 1 and 2) that follow the Laplace trans-
form methodology described in Ref. [5].

The maximum temperature rise is 5 K, which would alter the actual
specific heat capacity of diamond by 4%, which justifies the
assumption of constant thermophysical properties in the model.
The maximum temperature difference between the average temper-
ature and the back surface temperature is ~40 mK.

Table1 Simulation parameters

Parameter/property  Value Units

¢ — substrate 790 J/(kg - K)
¢ — diamond 495 J/(kg - K)
p — substrate 2520 kg/m?

p — diamond 3514 kg/m?

k — substrate 146 W/(m-K)
k — diamond 1000 W/(m - K)
L 200 pm

At 5 us

My 1 —_—
T, 293.15 K

q,' 1 MW /m?
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Fig.2 Results from analytic simulation of the heat flux profile: a) tem-
perature histories, and b) temperature differences.

To show the numerical accuracy of the alternative data reduction
equation for reconstructing the surface heat flux, a noise-free solution
is investigated. Solutions for a range of regularization parameters are
shown in the range of m = 1-6, resulting in y,, = 5-30 us, and
presented in Figs. 3a and 3b. Apart from at the discrete steps, the
method is shown to replicate the heat flux profile. As expected at the
step, spreading effects occur as the regularization parameter increases,
and overshooting Gibb-like phenomena [11] are seen. Recall that the
average temperature physically changes value before the slug’s back-
side temperature at x = L, due to thermal penetration effects.

To quantify the error in the method, the difference between the
applied heat flux and the predicted heat flux fory; = 5 usis shownin
Fig. 4. The error is seen to reduce to below 1% within 50 us, and the
minimum difference is seen to be 0.26%. This result is in line with
expectations because the response time of the gauge as an ideal
calorimeter based on the analysis of Schultz and Jones [5] is approx-
imately 40 us.

To investigate the effect of temperature measurement noise on the
stability and accuracy of the method, white noise was superimposed
with a peak-to-peak amplitude of 5 mK. This level of noise is in
expectation of the physical device [4]; however, the power-spectral
density is constant with frequency, intentionally representing an
extreme case to illustrate the merit of the preconditioned formulation.

Figure 5 presents a family of surface heat flux predictions over a
spectrum of regularization parameters for the preconditioned formu-
lation using the noisy temperature data. It is clear that the predicted
heat flux signal is much noisier than the previous heat flux predictions
calculated from noise-free data. The fluctuations in heat flux are seen
to decrease with increasing values of the regularization parameter,
although the same spreading effects are seen at the step changes, as
seen more clearly in Fig. 6. All values still predict the overall behavior
of the input heat flux. The root-mean-squared error (RMSE) from the
preconditioned solution to the prescribed heat flux is a minimum at a
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Fig.3 Heat flux predictions over the regularization spectrum for a) the
preconditioned formulation using the ideal data presented in Fig. 2a and
b) zoomed-in region near the step condition.
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Fig. 4 Difference between the applied heat flux and the predicted heat
flux for y; = 5 ps.

regularization parameter of y = 20 us, although it is insensitive over
the range y = 15-25 us. Although the RSME is useful in predicting
the optimal regularization parameter for this synthetic case, in a real
experiment, it cannot be calculated because the input heat flux is
unknown.

Figures 7 and 8 present the thermal-phase plane and cross-
correlation phase plane, respectively, to guide the optimal choice of
the regularization parameter. See Refs. [7,10] for more detail regard-
ing these methods. The onset of a clear pattern in the thermal-phase
plane provides a qualitative indicator of optimality [10], seen at
y = 15-20 us. The cross-correlation phase plane is used to identify
the optimal regularization parameter by plotting regularized pairings
of the cross-correlation coefficient heat flux rate [R(dq '’ /dt)] against
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Fig. 5 Heat flux predictions over the regularization spectrum for pre-
conditioned formulations.
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the cross-correlation coefficient heat flux [R(g’’)]. A transition
between instability-dominated error and error due to oversmoothing
is seen to occur at R(dq'’/dt) ~ 0.75, i.e., for the solutions in the
range y = 15-25 pus. Irrespective of using the “cusp” condition of
R(dq''/dt) = 0.75, aclear trend is indicated by the line drawn in the
optimality/oversmoothing regions. This characteristic behavior is
similar to what is used in other techniques, (for example, L-curve
analysis [12]). Encouragingly, both of these methods predict optimal
regularization parameter in the same range and as calculated from the
RMSE. Figure 8 shows a zoomed-in view of these three selected
heat flux solutions near the jump heat flux condition at # = 0.25 ms.
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Fig. 8 Cross-correlation phase plane for the noisy results.

All three solutions qualitatively show similar reconstructions of the
heat flux step.

IV. Conclusions

The preconditioned integral formulation has been successfully
applied to a synthetic case of a diamond-based calorimeter gauge
tested in a reflected shock tunnel. The results show that the method
can be accurately applied and the optimal regularization parameter
can be predicted with the presence of experimentally representative
noise. The formulation presented here lends itself to future studies
where large temperature rises necessitate the inclusion of temper-
ature-dependent thermophysical properties of the diamond.
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