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ABSTRACT

A recent study showed observational and numerical evidence for small-scale gravity waves that radiate

outward from tropical cyclones. These waves are wrapped into tight spirals by the radial and vertical shears of

the tangential wind field. Reexamination of the previously studied tropical cyclone simulations suggests that

the dominant source for these waves are convective asymmetries rotating along the eyewall, modulated in

intensity by the preferred convection region on the left side of the environmental wind shear vector. A

linearized, nonhydrostaticmodel for perturbations to a balanced vortex is used to study thewaves. Forcing the

linear model with rotating and pulsing asymmetric heat sources generates radiating gravity waves with

multiple vertical and horizontal structures. The pulsation of the rotating heat source generates two types of

waves: fast, deep waves with larger radial wavelengths, and slower, secondary waves with shorter radial and

vertical wavelengths. The deeper waves produce surface pressure oscillations that have time scales consistent

with surface observations, whereas the shorter waves have little surface indication but produce oscillations in

vertical velocity with shorter radial wavelengths that are consistent with aircraft observations. Convective

forcing that is either not pulsing or not rotating produces gravity waves but they are not as similar to the

observed or simulated waves. The effects of varying the intensity of the cyclone, the asymmetry of the forcing,

and the static stability of the surrounding atmosphere are explored.

1. Introduction

As with almost all moist convection in the atmo-

sphere, the deep convection in tropical cyclones (TCs)

disturbs the surrounding atmosphere and produces in-

ternal gravity waves that radiate outward and upward

from their source. Robust, outward-propagating gravity

waves were seen in the earliest, three-dimensional nu-

merical simulations of TCs (Anthes 1972; Kurihara and

Tuleya 1974; Mathur 1975), and were considered as

possible causes for spiral rainbands. However, the large

radial wavelengths and fast outward propagation speeds

of these simulated waves were not consistent with

rainbands as observed in the early weather radars

(Wexler 1947; Senn and Hiser 1959). As observations,

computer power, and numerical models improved, it

became evident that spiral rainbands and gravity waves

were distinct processes, and since then spiral rainbands

have come to be associated with other convective

and dynamical processes (Guinn and Schubert 1993;

Montgomery and Kallenbach 1997; Wang 2002; Gall

et al. 1998; Nolan 2005; Moon and Nolan 2015a,b).

After the early period of interest in gravity waves as a

mechanism for spiral bands, the large majority of re-

search on TCs and gravity waves was concerned with the

deeper, longer waves that propagate upward into the

stratosphere and mesosphere (e.g., Pfister et al. 1993;

Kim and Chun 2005; Kim et al. 2009; Kuester et al. 2008;

ChaneMing et al. 2010; NiranjanKumar et al. 2011; Chane

Ming et al. 2019). These generally have wavelengths from

tens to hundreds of kilometers. More recently, it has been

proposed that measurement of stratospheric gravity wave

activity generated by TCs could be used to estimate

TC intensity or TC intensity change (Tratt et al. 2018;

Hoffmann et al. 2018). There have also been low-level and

surface observations of passing gravity waves in the vicin-

ities of TCs (Matsumoto and Okumar 1985; Sato 1993;

Niranjan Kumar et al. 2014).

The recent paper by Nolan and Zhang (2017, hereaf-

ter NZ17) returned to the investigation of tropospheric

gravity waves radiating outwards fromTCs. NZ17 found

evidence for these waves from in situ measurements of

vertical velocity taken by NOAA P-3 aircraft that
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penetrate TCs at altitudes such as 1500 and 3000m, and

also in surface observations made from research buoys

deployed in the Pacific Ocean. In the latter case, the

signals of the waves could be detected in surface pres-

sure and surface winds, even when the TC centers were

over 300km from the instruments. The aircraft observa-

tions showed that these low-level, outward-propagating

waves have radial wavelengths of 2–8km and phase

speeds of 20–30ms21. Examination of numerical simu-

lations of TCs using 1km grid spacing showed outward

moving gravity waves with similar properties, although

they were underresolved in the simulations, with radial

wavelengths about twice as long as seen by aircraft. The

simulations show that the waves are wrapped into tight

spirals by the radial shear of the tangential flow, and that

after their initial generation in the eyewall they were not

coupled to moist convection.

Figure 1a shows an example of the vertical velocity

(w) field generated in the stronger (category 5) of the

two idealized simulations of NZ17. In this plot, the color

bar has been set to the narrow range from w 5 21 to

w 5 11ms21, so that the radiating gravity waves dis-

cussed in NZ17 can be seen as the mostly yellow bands

that spiral outward from the center. The strong up and

down motions in and around the eyewall are saturated

(solid red and solid blue). The radiating waves appear to

have multiple scales. For example, to the southeast of

the eyewall there are three successive bands of mostly

upward motion with radial length scales of 20–40 km,

but each of these is interspersed with narrow bands of

downward motion, creating finer-scale bands with radial

scales of 4–10km.

The purpose of this study is to investigate the basic

dynamics of these tropospheric, outward-propagating,

spiral gravity waves. The present work is similar to past

studies of convectively produced gravity waves that

propagate into the stratosphere, such as Fovell et al.

(1992), Alexander et al. (1995), and Lane et al. (2001). In

particular, Fovell et al. forced a simplified model with

momentum sources modeled after cyclic updrafts, and

found strong similarities to the waves in their full model.

In the stratosphere, waves are modified as they move

upward by changes in stratification and by the vertically

varying zonal wind. In our case, the waves are modified

as they move outward by the strong radial and vertical

shears of the tangential wind. Our primary tool will be a

FIG. 1. Vertical velocity w and moist diabatic heating in the idealized hurricane simulation of NZ17: (a) w at z5
5.4 km on most of the inner nest, with values limited from21 to1 1m s21; (b) w at z5 5.4 km in the eyewall, with

color range from 210 to 1 10m s21; (c) azimuth–time Hovmöller diagram of moist heating at z 5 5.4 km and

averaged between 35 and 55 km radius.
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linear model for time-evolving perturbations to a basic-

state flow, where that basic state is a balanced, baroclinic

vortex closely modeled after the TCwind field above the

boundary layer. The model will be forced by idealized

heating functions that are evolving in time as they rotate

around the center of the vortex.

Section 2 will describe the inspiration for these heat-

ing sources as seen in a full-physics simulation. Section 3

describes the linear model, the basic-state vortex, and

the idealized forcing functions. The time-evolving re-

sponse and associated gravity waves are described in

section 4, and sensitivity to atmospheric and forcing

parameters are considered in section 5. Section 6 com-

pares the waves in the linear model to the simulations

that inspired them. Conclusions are provided in section 7.

2. The source of gravity waves as seen in a
nonlinear model

NZ17 did not attempt to determine the sources of

the outward-propagating waves that were evident

in their numerical simulations and in observations.

While moist convection in or near the TC eyewall

appears to be the source, it is not immediately clear

which type of convective structures generate the most

prominent waves. Are they caused by the most intense

updrafts in the eyewall, with vertical velocities of 10–

20m s21 and horizontal scales of just a few kilometers

(Black et al. 1996; Guimond et al. 2010)? Or are they

caused by low-wavenumber asymmetries associated

with mesovortices that rotate around the eyewall

(Reasor et al. 2000; Nolan and Montgomery 2002;

Braun et al. 2006; Hendricks et al. 2012)? Or by the

nearly stationary, mostly wavenumber-1 asymmetry

caused by enhanced convection in the downshear-left

quadrant (Black et al. 2002; Corbosiero and Molinari

2002; Rogers et al. 2003; Reasor et al. 2013)?

To answer this question, we return to one of the TC

simulations in NZ17. This simulation used the idealized

modeling framework of Nolan (2011), also known as

‘‘point downscaling,’’ which allows for specification of

vertical profiles of temperature, moisture, and horizon-

tal wind that are initially homogeneous across the model

domain, and remain nearly constant through the course

of the simulation. In this case, the initial sounding was

the Dunion (2011) moist tropical sounding, with the

midlevel relative humidity reduced by 20% so as to limit

rainband activity around the storm [this humidity re-

duction is shown in Fig. 1.6 of Nolan and McGauley

(2012)]. The environmental wind profile had 5ms21 of

easterly wind at the surface, with 2.5m s21 of westerly

shear between 850 and 200 hPa [Fig. 1.7 of Nolan and

McGauley (2012)]. The sea surface temperature was set

to 26.58C. The simulation used an outer domain with

27 km grid spacing, and vortex-following nested grids

with 9, 3, and 1km grid spacing. The inner nest was

720 3 720 grid points. 50 model levels were used be-

tween the surface and the model top at 26 km height.

The WRF single-moment 6-class microphysics scheme

(WSM6; Hong and Lim 2006) and the Yonsei University

(YSU) planetary boundary layer scheme (Hong et al.

2006) were used. The YSU scheme also computes ver-

tical diffusion above the boundary layer based on the

wind shear, a fixed length scale, and a stability function

that depends on the gradient Richardson number. This

stability function keeps vertical mixing close to zero for

most of the atmosphere above the boundary layer. A

weak, TC-like vortex is introduced at the initial time,

and this vortex develops into an intense tropical cyclone

with transient surface winds in excess of 70ms21.

As noted above, Fig. 1a shows an example of the

vertical velocity field at z5 5.4 km during this particular

simulation. Given the strong intensity of this simulated

TC, it would be expected that the distribution of con-

vection would be highly symmetric about the cyclone

center, and at first glance this appears to be the case.

However, while the eyewall (seen here as the dark red

areas in the figure, indicating updrafts exceeding

1m s21) is generally of the same width in all quad-

rants, it is slightly more robust on the north (left of

shear) side, being slightly broader and with fewer

downward motions interspersed. There are convec-

tive cells associated with rainbands on both the north

and south sides of the storm, but these too are more

prevalent on the north side. Therefore, despite the

relatively slow motion of the TC (about 4m s21 to the

west) and the very weak environmental wind shear

(2.5ms21), there is a detectable wavenumber-1 asym-

metry in both the eyewall and the surrounding rainbands.

Both small-scale and mesoscale asymmetries in the

eyewall are better seen in Fig. 1b, which shows a close-

up of the eyewall region, and with the w scale expanded

to 210 to 110m s21. In this figure we can see the indi-

vidual updrafts in the eyewall, as well as the broader

area of upward motion on the north side, consistent with

the left-of-shear preference noted above.

To provide a more robust illustration of the prefer-

ence for deep convection left of shear, we construct a

time–azimuth Hovmöller diagram of moist diabatic

heating. The diabatic heating rate at z 5 5.4 km (model

level 20) and between radius r 5 35 and r 5 55km is

computed for each azimuth around the storm center

from model output at 2min intervals. Figure 1c shows

that the diabatic heating is greater in the northern

quadrant of the eyewall, with strongest heating occur-

ring at angles between 908 and 1208 counterclockwise
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from east. However, the region of preferred heating is

modulated in time by the counterclockwise passage of

smaller-scale heating maxima. These convective max-

ima travel completely around the azimuth approxi-

mately every 1.5 h. Alternatively, one could view the

heating pattern as having a strong wavenumber-2 (or

occasionally wavenumber-3) asymmetry, but that the

heating maxima only ‘‘turn on’’ when they pass through

the favorable region. Similarly, convection is suppressed

on the south side of the eyewall, with mean heating in

the 35–55km annulus occasionally falling to near zero.

This pattern of convection being activated by dynamical

asymmetries moving through the downshear-left quad-

rant was previously identified in studies such as Black

et al. (2002), Braun et al. (2006), Braun and Wu (2007),

and Reasor et al. (2009).

Analysis of this azimuthal–time Hovmöller diagram

and others like it finds that the localized convective re-

gions propagate at speeds of 55–65ms21. These speeds

range from roughly 2/3 to 4/5 of the azimuthal-mean

tangential wind speed at the top of the boundary layer,

which varies from 80 to 85m s21 during this stage of the

idealized simulation. Therefore, the heat source func-

tion used to produce gravity waves in the linear model

will be a spatially localized positive heat source that

rotates around the center, just inside the radius of

maximum winds (RMW), that is also pulsing on and off

as it moves through a specified quadrant.

3. The linear model, basic state, and forcing

a. 3DVPAS

The model used for this study is known as Three-

Dimensional Vortex Perturbation Analysis and Simulation

(3DVPAS). This model was first described in Nolan and

Montgomery (2002) andNolan andGrasso (2003), and then

later refined in Hodyss and Nolan (2007) and Nolan et al.

(2007). 3DVPAS simulates the evolution of linearized per-

turbations to a stationary basic state, which is a balanced,

baroclinic vortex in a frictionless, dry atmosphere, with no

surface friction and no boundary layer, and no overturning

circulation. Themodel is derived from anelastic equations in

cylindrical coordinates, assuming reference states of tem-

peratureT(r, z), pressurep(r, z), anddensity r(r, z), and thus

differs slightly from the traditional anelastic equations in that

the reference states vary both vertically and horizontally.

The far-field temperature field is the Jordan (1958) sound-

ing, with moisture neglected.

The model solves for the motions of each azimuthal

wavenumber n separately, with the motions for n . 0

presumed to be the real parts of complex functions that

evolve in time; for example,

w0(r, z, l, t)5Refw
n
(r, z, t)einlg. (3.1)

Setting n 5 0 leads to a different equation set with

purely real solutions. The motions for each wave-

number can be considered separately, or interpolated

to a Cartesian grid and summed to provide the com-

plete solutions.

b. Basic-state vortices and model domain

The basic-state tangential wind fields V(r, z) are

designed to be similar to observed tropical cyclones

and are constructed from a combination of theory and

arbitrary functions. Specifically, the wind field at the

surface is prescribed to follow the modified Rankine

vortex profile:

V(r)5

8>>><
>>>:

V
m

� r

RMW

�
r,RMW

V
m

�
RMW

r

�a

r$RMW

, (3.2)

where for most of the simulations the maximum tan-

gential wind Vm 5 50m s21, RMW 5 50km, and the

decay parameter a 5 0.5, close to the mean value for

major hurricanes (Mallen et al. 2005). As the vortex is

idealized to be dry and frictionless, there is no secondary

circulation, that is, no basic-state radial or vertical flow.

Following the algorithm described in the appendix of

Moon and Nolan (2010), the wind field is extended

into the vertical using the maximum potential inten-

sity theory of Emanuel (1986). This conveniently

produces a vertical structure that slopes outward with

height, somewhat realistically, without having to re-

sort to additional ad hoc analytical functions such as in

Nolan and Montgomery (2002). After the wind field is

constructed, an iterative scheme finds the axisym-

metric pressure and temperature fields that hold the

vortex in hydrostatic and gradient wind balance. These

provide the basic-state potential temperature u(r, z) and

density r(r, z).

Figure 2 showsV(r, z) and the deviation of u(r, z) from

the reference state (the warm core) for the control-case

vortex described above. These figures also show the

entire model domain, ranging from r 5 0 to rmax 5
320 km, and from z 5 0 to zmax 5 22 km. Figure 2 also

shows the squared Brunt–Väisälä frequency N2 for the

Jordan sounding (Fig. 2c) and for an idealized sounding

with constant values of N2 in the troposphere and

stratosphere (Fig. 2d). In both cases the tropopause is

near 15 km.

The 3DVPAS grid uses 160 equally spaced grid points

in the radial direction and 40 equally spaced grid points

in the vertical; grid stretching is not used as in some
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previous studies. The model applies a constant eddy

viscosity to the perturbations with n 5 20m2 s21.

To mitigate reflection of outward- and upward-

propagating gravity waves, damping zones along the

upper and outer boundaries are added to the equa-

tions of motion. Using the u equation as an example,

they have the form

›u

›t
5 � � �2«(r, z)u , (3.3)

with

«(r, z)5 «
r
exp

"
2

�
r2 r

max

l
r

�2
#

1 «
z
exp

2
42
 
z2 z

max

l
z

!4
3
5 , (3.4)

where «r 5 1/tr and «z 5 1/tz are inverses of the

damping time scales tr and tz. For all calculations

in this paper, tr 5 300 s, tz 5 120 s, lr 5 20 km, and

lz 5 4 km. The same damping is applied to the per-

turbation velocities.

With the model top at z 5 22km, and the damping

region confined to approximately between z 5 18 and

22 km, we should consider whether there is downward

reflection of gravity waves or other effects on the results.

In appendix A, we show that the results of our simula-

tions are nearly identical if the model top is moved to

z5 33km. The stability of the vortex is demonstrated in

appendix B.

c. Time-evolving temperature forcing functions

Inspired by the rotating and pulsing asymmetries in

latent heating as shown above, we use analytical

functions to construct heat sources that rotate along

the eyewall of the vortex at some fraction of the

maximum rotation speed at that radius. In addition,

these sources only become ‘‘turned on’’ when they

pass through the convectively active downshear-left

quadrant. For convenience, we set the center of this

region to be due east of the vortex, at azimuth an-

gle l 5 08.

FIG. 2. The basic-state vortex: (a) tangential wind in the radius–height plane; (b) the perturbation potential

temperature, relative to the far-field sounding, that holds the vortex in hydrostatic and gradient wind balance;

(c) stratification in terms of the Brunt–Väisälä frequencyN squared when using the Jordan (1958) sounding; (d) as

in (c), but with the far-field sounding using constant N2 5 1.0 3 1024 s22 in the troposphere.
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In three dimensions the basic heat source function is

_u(x, y, z)5
u
inj

t
f

exp

2
42� d

s
r

�4

2

 
z2 z

b

s
z

!2
3
5 , (3.5)

where d is the distance to the center of the forcing at

x 5 rb, y 5 0,

d5 [(x2 r
b
)2 1 y2]1/2 . (3.6)

For most of the simulations, the forcing is centered

at rb 5 50 km from the vortex center, and at zb 5
6 km. The forcing width parameter sr 5 10 km and its

depth parameter sz 5 4 km. These horizontal and

vertical scales are intended to represent the ap-

proximate width and depth of the enhanced diabatic

heating regions moving around the eyewall as dis-

cussed in section 2. While the vertical scale is about

right, the diameter of about 20 km is larger than what

is seen in the model (and in reality), but is the

smallest scale that can be consistently well resolved

by the linear model. Horizontal and vertical cross

sections of this forcing function are shown in Fig. 3.

The forcing amplitude is determined by the total

change in potential temperature (K) injected by the

heat source, defined by uinj, and the time scale of the

forcing, defined by tf.

The time forcing function uses a fourth-power expo-

nential that ramps up quickly but smoothly, is nearly

constant for a brief time, and then decreases rapidly

back to zero:

F(t) 5 exp

2
42
 
t2 t

i

pt
f

!4
3
5 , (3.7)

where tf is the time scale of the forcing period, ti is the

time of peak forcing, and choosing p 5 0.551 63 means

the area under the curve F(t) will be equal to tf.

The forcing function is also caused to rotate with time

around the center of the vortex. In most cases this rota-

tion rateVf is less than the localmaximum rotation rate at

the specified radius, for example, Vf 5 0.75 3 Vmax,

whereVmax5V(rb)/rb. To create this rotation, the forcing

function (3.5) is first projected onto each azimuthal

wavenumber n. Since (3.5) is symmetric about the rotation

angle l 5 08, this creates a purely real initial tendency
_un(r, z). Multiplying by the appropriate complex phase

rotates the location of the real part of the forcing func-

tion to the correct azimuthal angle. Therefore, the time-

evolving forcing for each wavenumber is

FIG. 3. (a) Vertical and (b) horizontal cross

sections of the heat forcing function used in

most of the simulations, and (c) an illustration

of the temporal forcing function. Themaximum

heating rate shown occurs only when the time-

evolving pulse is at its peak amplitude.
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_u
n
(r, z, t)5F(t) _u

n
(r, z)ein(l2Vf t) . (3.8)

Finally, the time of maximum forcing ti and the du-

ration of the forcing tf are chosen as follows: we

imagine that there are a small number m of equally

spaced convective maxima rotating along the eyewall

at the angular velocityVf, and each of these will turn on

as they pass directly east of the center. Therefore, the

interval between pulses depends on both Vf and m;

that is,

t
i
5

2p

mV
f

. (3.9)

For example, with m 5 2, we imagine there are two

convective asymmetries like the one shown in Fig. 3b,

but on opposite sides of the center, and each is activated

as it passes due east of the center.

We consider both the response to a single pulse and

to repeating pulses. For the single-pulse simulations,

the pulse occurs only when the first of the two (or

more) heat sources approaches l 5 0. For the con-

tinuous pulsing simulations, a new pulse occurs near

l 5 0 at each additional time interval ti after the

first pulse.

For consistency across cases, tf is chosen to be

some fraction of the pulsing interval ti. In most cases

we use tf 5 ti/3. For the parameters Vm 5 50m s21,

rb 5 50 km, m 5 2, Vf 5 0.75 3Vmax, ti 5 2p/(mVf) 5
1.17 h, and tf 5 ti/3 5 0.39 h, the time forcing F(t) is

shown in Fig. 3c. Note that the first pulse, which

should be already occurring at t 5 0, is neglected. All

calculations use uinj 5 10K, so that the peak heating

rate equals 10 K/0.39 h5 25.6 K h21, as can be seen in

Fig. 3. This heating rate is about 1/4 the peak heating

rates in WRF simulation, as can be inferred from

Fig. 1c (but noting that the data there are averaged

across a 20 km radial distance). Since the model is

linear, the equivalent response to greater heating can

easily be computed.

4. Gravity waves from rotating, transient heat
sources

a. Single-pulse forcing and associated gravity wave
radiation

The first case uses the standard parameters described

above to produce a single pulse of heating that does not

repeat. The response is computed separately for each

wavenumber from n 5 0 to n 5 5. The solutions are

evolved from t5 0 to t5 12h with a 60 s time step, using

fourth-order Runge–Kutta integration in time of the

linear dynamical system.

Figure 4 shows the vertical velocity w at z 5 6.3 km

for selected times. The first is t 5 ti, and the heat

source is evidently driving a strong upward motion

with maximum w of 0.95m s21 due east of the center.

Downward motions are evident immediately upstream

and downstream of the upward velocity maximum, with

alternating signals of weakening positive and negative

vertical motion extending around to the other side of the

eyewall. These are not remote responses to the forcing,

but rather they are residuals that appear due to the cutoff

of the wavenumber summation at n 5 5. Increasing the

maximum wavenumber causes these residuals to become

smaller and weaker with each successive wavenumber

(not shown). There is also a weaker downward motion

immediately to the northeast of the updraft. This motion

is physical and will become the leading edge of the

dominant wave packet.

Only 20min later at t 5 1.5 h the pulse has expanded

into several distinct wave peaks propagating outward,

but that also have been advected cyclonically. The

leading wave of downward motion has already begun to

take a spiral shape. At the same time, the peak upward

motion (at this altitude) has already decreased to

0.15m s21. By t5 2.0 h, the leading edge wave has been

advected to northwest of the TC center, during which

the peak of the downward motion at the center of the

wave has moved radially outward a distance of ap-

proximately 70 km. Over the next few hours, the lead-

ing wave continues to propagate away rapidly, while

waves with shorter radial lengths move more slowly

and are left behind as their amplitudes continue to

decrease. By t 5 4 h, the initial packet is gone, while

slow-moving, short radial-scale waves remain with

amplitudes decreasing to 0.012m s21.

A complementary view of this dispersive wave train

can be seen by projecting the solutions onto radius–

height sections defined by a specified azimuth. As the

majority of the wave energy also is also advected around

the vortex as it propagates outward, here we choose the

azimuthal angles l5 1358, 1808, 2258, and 2708 from due

east, that is, defining rays going northwest, west, south-

west, and south of the TC center, at t5 2.0, 2.5, 3.0, and

4.0 h, that is, matching Figs. 4c–f. These vertical cross

sections are shown in Fig. 5. In Fig. 5a, the large radial

wavelength and vertical coherence of the leading gravity

wave is evident, while behind it there appears to be a

jumbled mix of interfering waves. Making similar plots

for each wavenumber alone (not shown) reveals that

most of the leading wave comes from n 5 0, 1, and 2,

while most of the high-frequency waves behind it comes

from n 5 3, 4, and 5. At t 5 2.5 h, the leading wave is

exiting the domain, while the secondary wave packet

appears to have been filtered into a cleaner set of shorter
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waves with phase lines tilting outward, indicating out-

ward and downward phase speeds and outward and

upward group velocities. These secondary waves are

most prominent and most coherent at about 11 to 12km

altitude, which is well above the maximum of the forcing

function (at z5 6 km), but below the tropopause around

z 5 14.5 km (see Fig. 2c). Over the next 1.5 h, these

waves move outward very slowly and quickly decay in

amplitude.

This pattern of a series of gravity waves with de-

creasing vertical and horizontal wavelengths produced

by a transient heat source is well known. Nicholls et al.

(1991) and Mapes (1993) found that transient heat

sources in a Boussinesq, resting atmosphere produce a

FIG. 4. Vertical velocity (m s21) in response to the control case with standard single-pulse forcing, at z5 6.3 km,

at times t5 (a) 1.17, (b) 1.50, (c) 2.00, (d) 2.50, (e) 3.00, and (f) 4.00 h. Note that contours and colors are scaled to the

maximum value of w on each plot.
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primary, deep wave moving a way from the source,

followed by a secondary, baroclinic wave. Using a more

realistic model, Alexander and Holton (2004) found

that a broader spectrum of waves will be excited by a

transient heat source, but also with the pattern of the

decreasing vertical wavelengths.

Looking across the previous two figures, we see that

the amplitudes of the waves in w vary from as much as

0.06m s21 at upper levels in the leading wave, to values

such as 0.02m s21 in the secondary waves, and then de-

creasing with time. In a linear model, the response is

exactly proportional to the forcing, and we noted above

that the peak heating rate of the forcing (25.6Kh21) is

about 1/4 of the peak heating rates from the WRF sim-

ulation. With equivalent forcing, 3DVPAS would pro-

duce w oscillations reaching about 0.25m s21. The peak

amplitudes of the w waves are around 0.5m s21 in the

simulation, and the differences are at least partly due to

the lower resolution and greater diffusion in 3DVPAS.

Even stronger oscillations, as large as 1.0m s21, and

were seen in aircraft observations (NZ17). From radar

observations, Guimond et al. (2011) diagnosed local

heating rates over 200Kh21 in the case of Hurricane

Guillermo (1997). Therefore, the WRF simulations

may also underestimate the intensity of the convective

asymmetries.

NZ17 also found signals of gravity waves in TCs from

measurements of surface pressure. Although pressure is

eliminated from the 3DVPAS equations, it can be

computed from the state variables and their tendencies

(see appendix A of Nolan and Montgomery 2002). We

use pressure p at the lowestmodel half level (z5 0.3 km)

as a proxy for the surface pressure. These p perturba-

tions are shown in Fig. 6, at the same times as the w

perturbations shown in Fig. 4. The net positive heating

of the forcing function generates a negative pressure

perturbation at the surface, and shortly afterward there

is a clear surface signal from the leading gravity wave as

it moves outward from the center. However, the sec-

ondary wave packet has minimal indication at the sur-

face due to its shorter radial wavelengths and higher

vertical wavenumbers (as shown in Fig. 5). Instead,

the surface pressure anomaly that is still visible at

later times such as t 5 3 h and t 5 4 h is the residual

FIG. 5. Radius–height cross sections of w along specified azimuths for the control case, single pulse forcing: (a) w

along l5 1358 at t5 2.0 h; (b)w along l5 1808 at t5 2.5 h; (c)w along l5 2258 at t5 2.0 h; (d)w along l5 2708 at
t 5 2.0 h. Contour intervals and color ranges are fixed in these plots.
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negative anomaly associated with the dynamical ad-

justment to the net positive heating of the forcing

function. This is the final stage of the asymmetric in-

tensification process studied in Nolan and Grasso

(2003) and Nolan et al. (2007). The surface pressure

reduction due to the symmetric adjustment can be

eliminated by removing n 5 0 from the summed solu-

tions, as shown in Fig. 7a; but surprisingly, the surface

pressure anomalies associated with the radiating waves

are still dwarfed by larger-amplitude, long-lived asym-

metries excited in the inner core of the vortex by

the initial disturbance. Surface perturbations associated

with the secondary waves can be better revealed by

simply masking out the solution inside r 5 100km, as

shown in Fig. 7b.

A question of theoretical interest is how well these

waves are captured by essentially hydrostatic dynamics,

or if their behavior is strongly influenced by nonhydrostatic

FIG. 6. As in Fig. 4, but for near-surface pressure perturbations (Pa).
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effects. Many textbooks (e.g., Vallis 2006; Sutherland

2010) use the dispersion relation for simple plane waves

in a resting atmosphere with constant stratification,

v2 5
N2k2

(k2 1m2)
(4.1)

(wherev is the frequency and k andm are the horizontal

and vertical wavenumbers) and its equivalent expres-

sion derived from hydrostatic equations,

v2 5
N2k2

m2
(4.2)

to demonstrate that gravity waves behave ‘‘hydrostatically’’

when k2 is small compared to m2, that is, when the

horizontal wavelengths are considerably longer than

the vertical. The horizontal wavelengths can be esti-

mated from the radial widths of positive and negative

perturbations along a specified ray emanating from the

center, in the form of radius–time Hovmöller diagrams.

Figures 8a and 8b showw at z5 11.8kmandp at z5 0.3km

along azimuth l 5 1358. From these figures we

can estimate a horizontal wavelength Lx 5 120 km

(twice the radial width of the leading negative

p anomaly), while from Fig. 5 we can estimate

Lz 5 40 km (twice the height of the leading posi-

tive w anomaly), and therefore k2 ;11% of m2.

This suggests the leading wave is approximately

hydrostatic.

We can also compare the extent to which the pres-

sure fields caused by the waves are similar to their

associated hydrostatic pressure perturbations phyd;

this term can be computed by downward integration of

the temperature perturbations. Figure 7c shows near-

surface phyd at t5 2.0 h, which should be compared to p

in Fig. 6c. At this time, the fields are quite similar,

indicating that the leading wave and the inner-core

adjustment process are well captured by hydrostatic

dynamics. However, at t5 4.0 h, phyd outside the inner

core, as shown in Fig. 7d, is quite different from p in

Fig. 7b, showing that the shorter-wavelength, slower-

moving w waves are less hydrostatic.

FIG. 7. Selected modifications to the near-surface pressure perturbations: (a) at t 5 4.0 h with the n 5 0 con-

tribution removed; (b) at t 5 4.0 h with n 5 0 included but the data inside 100 km masked; (c) the hydrostatic p at

t 5 2.0 h; (d) the hydrostatic p at t 5 4.0 h with the data inside 100 km masked. Units are Pa.
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Figures 8a and 8b also show the robust and steady

propagation of the leading wave. From these figures we

can estimate the outward phase speed of the leading-

edge negative pressure anomaly to be approximately

69m s21. If we use N 5 0.012 s21, and the same Lx and

Lz as above, we can estimate from the horizontal

phase speed:

c
x
5

v

k
5

N

(k2 1m2)1/2
’ 72m s21 , (4.3)

FIG. 8. Radius–time Hovmöller diagrams of w at z 5 11.8 km and p at 0.3 km: (a) w from all wavenumbers

along l5 1358; (b) p from all wavenumbers along l5 1358; (c) w from all wavenumbers along l5 2258; (d) p
from all wavenumbers along l 5 2258; (e) w from n 5 2 to 5 along l 5 2258; (f) p from n 5 0 and 1 along

l 5 1358.
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which comes very close to what is seen in Fig. 8b.

Remarkably there seems to be little modification of the

wave speed due to cylindrical geometry, the vertically

varying stratification, or advection by the basic-state

flow. This is emblematic of the ‘‘high Froude number’’

approximation used in many studies of gravity waves in

TC-like vortices (e.g., Schecter and Montgomery 2004;

Schecter 2008), which simply says that the waves move

too fast to be significantly affected by the vortex. A

secondary, positive pressure wave can be seen following

behind the leading wave, with phase speed of approxi-

mately 25ms21.

Figures 8c and 8d show w and p radiating outward

along l 5 2258. The w component of the leading edge

wave is present, although it appears later than the

waves in Fig. 8a because l 5 2258 is rotated down-

stream from l 5 1358. After that, a series of shorter,

slower waves radiate out of the TC core, with speeds

ranging from 17 to 10m s21. The speeds of each suc-

cessive wave are reduced by their decreasing radial and

vertical wavelengths.

To determine how much the symmetric and asym-

metric responses contribute to the radiating waves, we

generate similar Hovmöller diagrams summed over a

limited set of wavenumbers. For example, Fig. 8f shows

the surface pressure along l 5 1358 using only n5 0 and

n 5 1. This leading edge wave is similar in structure and

amplitude to that which results from the sum over all

wavenumbers (Fig. 8b). In contrast, Fig. 8e showsw along

l5 2258 using n5 2 to 5.Much of the leadingwave is lost,

whereas the secondary waves are still well represented.

b. Comparison to the no-vortex response

The results of the previous section depict a complex

response to the forcing from a single pulse of net positive

heating that is simultaneously rotating along the RMW

of a balanced, tropical cyclone–like vortex. The pulse

initially generates a vertically deep gravity wave that

radiates outward with a phase speed of about 70m s21.

This leading wave is fairly symmetric, but the displace-

ment of the heat source from the vortex center and a

small degree of horizontal shearing from the primary

circulation cause this wave to become somewhat asym-

metric with significant contributions from n5 1 and, to a

lesser extent, the higher wavenumbers. Behind this, a

wave packet with shorter radial and vertical wavelengths

appears, with each wave moving more slowly as they are

sheared into tighter spirals over time. These secondary

waves are evident in the w field but have minimal indi-

cation at the surface.

How much of this gravity wave response is due to the

complexity of the basic state (the balanced vortex), and

how much of it is simply emblematic of the response to

any isolated pulse of heating in the atmosphere? As it

turns out, much of the behavior is consistent with an

isolated pulse in a resting environment. To show this, we

compute the response to a heat source identical to that

used in the previous section, but centered at r 5 0, and

with the basic-state vortex eliminated. This produces a

purely symmetric response with n5 0 motions only. The

w fields at t5 1.0, 2.0, and 3.5 h are shown in Fig. 9, along

with a radius–time Hovmöller diagram similar to those

shown above, except that the data inside r5 80 km have

been masked out so that the radiating waves can be seen

more clearly. There are strong similarities between

the radius–height structures of these symmetric waves

and the radial cross sections shown in Fig. 5. The

Hovmöller is also similar to those shown in Fig. 8, al-

though the purely symmetric waves in Fig. 9 show less

distinction in structure and propagation speed be-

tween the leading edge wave and the secondary waves.

This may be because the slower-moving secondary

waves are symmetric and are not distorted by shear of

the tangential flow.

c. The response to steady pulsing

If the forcing function pulses repeatedly, a repeating

field of gravity waves radiates outward from the center.

The deep, primary waves and the shallow, secondary

waves become mixed together, as the fast waves from

the most recent pulse will overtake the secondary waves

from the previous pulses. The repeating pulses represent

the heat released when each of the two convective

maxima pass through the favorable region. For the

control case this occurs every ti 5 1.17 h (as shown in

Fig. 3c). After 6 h the wave field repeats steadily with the

same period as the pulsing.

Figure 10 shows the steady, radiating gravity wave

field generated by the pulsing heat source. The plots on

the left show snapshots of w at z 5 11.8 km and z 5
3.0 km, and p at 0.3 km. The altitude of 11.8 km is chosen

to be representative of the waves that have been ob-

served in TC outflows (NZ17; Doyle et al. 2017), while

3.0 km is the altitude at which the NOAA P3 aircraft

most frequently make observations. Due to the rela-

tively low resolution of our linear model, these waves

have larger radial wavelengths than observed (e.g., 4–

6 km at flight level in NZ17). At both altitudes the most

recently generated ‘‘fast wave’’ can be seen to the

northwest of the center, with old slow waves ahead of it

and new slow waves behind it; its amplitude is greater at

11.8 km. The surface signal of the deep wave can also be

seen in the surface pressure field.

Figures 10d–f showHovmöller diagrams along l5 1808
at each altitude. The fast wave is most prominent in

the surface pressure, while the slow waves are more
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prominent at z 5 3.0 km, and at 11.8 km we can see a

mix of both.

Taking data from along constant radius on the

Hovmöller diagrams is equivalent to producing a time

series at a fixed point relative to the vortex. This is useful

because it allows for a direct comparison to the only quanti-

tative observations we have of these waves, which are the

fixed-point time series fromsurface instruments and theflight-

level data from NOAA aircraft (which were moving, but we

can account for their motion). We consider these time series

at six locations: at radii of 120 and 240km, and at azimuths of

08, 1358, and 2258. Figure 11 shows time series of surface

pressure and w at 3.0km from t5 6 to 12h at each point.

The results show similarities and differences across all

the locations. First, all the signals show a dominant peri-

odicity at the pulsation period of 1.17h. Most, but not all,

show secondary signals at half this period, and some show

higher frequencies as well. In general, the w series show

more energy at higher frequencies as compared to the

series of p, which except in one case (Fig. 11a) only show

one additional peak in addition to the dominant period.

Given what we have seen in the previous sections, it is

not difficult to offer a qualitative interpretation of these

various signals. The asymmetric eyewall pulsation pro-

duces a primary, deep, and fast wave that has a strong

reflection in surface pressure. This provides the primary

signal seen in the surface pressure. In addition to the fast

waves, there are waves with shorter radial wavelengths

but that also move outward more slowly. These addi-

tional waves are more evident in the w series. As the

waves are advected tangentially while they radiate

outward, the signals can be quite different at different

radii along the same azimuth. This is illustrated in

Figs. 11c and 11d, where high-frequency waves that are

present at r5 120 km are not visible at r5 240 km. The

reverse relationship is seen at l 5 08 (Figs. 11e,f),

where higher-frequency waves are present at the large

radii. These are shorter waves that have been advected

entirely around the vortex.

Despite their complexity, and point-to-point variabil-

ity, these time series are qualitatively consistent with the

analyses of in situ observations shown in NZ17. At flight

level, w was dominated by short waves with radial

wavelengths of 4–8km moving outward at phase speeds

of 20–25ms21, with local periods of 4–5min. None of the

signals shown in Fig. 11 have periods this short, but the

FIG. 9. Symmetric w response produced by a single isolated pulse at r 5 0: radius–height cross sections of w at

t 5 (a) 1.0, (b) 2.0, and (c) 3.5 h; and (d) radius–time Hovmöller diagram of w at z 5 6.3 km.
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radial wavelengths in our low-resolution model are larger

than observed. At the surface, the pressure is dominated

by a low frequency with period of about 1h, with some

power in one additional shorter frequency. This is very

similar to what is seen in NZ17 (see their Fig. 5), where

some of the surface pressure power spectra show two

peaks, one around 3000 s and another around 1000 s.

5. Sensitivity to vortex and environmental
parameters

a. Vortex intensity

NZ17 suggested it might be possible to infer TC in-

tensity from analysis of radiated gravity waves. How do

the results above vary with TC intensity?

FIG. 10. Results with forcing that repeats: (a) w at z 5 11.8 km, (b) w at z 5 3.0 km, (c) p at z 5 0.3 km at

t5 9.20 h; and radius–timeHovmöller diagrams of (d)w along azimuthal angle l5 1808 at z5 11.8 km, (e)w at

z5 3.0 km, and (f) p at z5 0.3 km. Color ranges and contour intervals are selected arbitrarily for each case and

are indicated on each plot.
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We consider results from two additional simulations,

with Vm 5 40ms21 and with Vm 5 60ms21. The radial

and vertical structure of the wind field and the back-

ground stratification are the same. Different strengths of

the warm core anomalies associated with stronger or

weaker vortices do lead to some changes in stratification

in the inner core, but the differences in the wave radiation

region are insignificant. However, following the same

procedure for defining the periods and durations of the

pulsation results in different values for those parameters.

For Vm 5 40ms21, ti 5 1.46h and tf 5 0.49h; for Vm 5
60ms21, ti 5 0.98h and tf 5 0.33h.

One might expect that the resulting wave fields would

be nearly identical to those shown above, but for a

FIG. 11. Time series from fixed points relative to the vortex center; each panel pair shows w at z5 3 km and

p at z 5 0.3 km: (a) r 5 120 km, l 5 1358; (b) r 5 240 km, l 5 1358; (c) r 5 120 km, l 5 2258; (d) r 5 240 km,

l5 2258; (e) r 5 120 km, l5 08; (f) r 5 240 km, l5 08. Each time series has been scaled by its extreme value

indicated on each plot.
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rescaling of time. This is not quite correct. Although the

rotation speed of the heat source and the advection by

the tangential wind are equally modified the outward

radiation speeds remain about the same. Thus, the rel-

ative azimuthal and radial propagations of the waves are

different. Figure 12a shows w at z 5 6km at t 5 3.13 h

after a single pulse for Vm 5 40ms21, which is equiva-

lent to t 5 2.5 h for Vm 5 50ms21, as shown in Fig. 4d.

The structures are similar, but for Vm 5 40m s21 the

waves have propagated further radially as compared to

Fig. 4c. For Vm 5 60ms21, at t 5 2.1 h, the waves have

not traveled as far. Also, the wave amplitudes are

greater and the radial wavelengths are shorter for larger

Vm, both of which are due to the shorter forcing periods

tf for each case.

Nonetheless, the dominant signal in the radiating

waves comes from the forcing interval, and this can be

seen clearly in the time series at fixed points. Figure 12

also shows time series for these two cases at l5 1358, r5
240km (to emphasize the fast waves) and l 5 2258, r 5
120km (to emphasize the short waves). In each 6 h pe-

riod, there are about 4 dominant peaks for Vm 5
40ms21 and 6 dominant peaks for Vm 5 60m s21.

Higher-frequency waves are more predominant closer to

the center and farther downwind in the tangential direc-

tion, as suggested in previous results as in Figs. 4 and 10.

b. Rotational parameters

In addition to the TC intensity, the pulsation period is

controlled by two other parameters: the number of

convective asymmetries and their rotation speeds rela-

tive to the tangential flow. A simple analysis of the

model output discussed in section 2 suggested that the

asymmetries were rotating at about 3/4 of the peak ro-

tation speed in the eyewall. In contrast, the classic the-

ory of edge waves on a Rankine vortex predicts that n5
2 asymmetries should rotate at only half the speed of the

tangential flow (Lamb 1932). For more realistic vortices,

many factors such as the smoothness of the vorticity

profile with radius, the finite radial size of the vorticity

anomalies, and the decrease with height of the tangen-

tial wind cause the asymmetries to retrograde against

the mean flow less severely than in the classic result.

For example, the n 5 2 unstable mode diagnosed in a

hurricane-like vortex with Vmax 5 36m s21 by Nolan

and Montgomery (2002) had a rotational speed of

30m s21 at the RMW. Coupling to moist convection

may also bring the asymmetries closer to the low-level

tangential wind speeds.

Simulations with different rotation speeds of the

convective asymmetries lead to accordingly modified

frequencies of the w and p anomalies observed at fixed

points. Some examples of this are shown in Fig. 13, again

using Vm 5 50ms21. If the asymmetries rotate at 1/2 of

the peak rotation rate, then the oscillation period is in-

creased to 1.76 h, and similarly, the dominant period of

oscillations for both p and w is increased to the same

value (Fig. 13a); if they rotate at the peak rate, the pe-

riod is decreased to 0.88 h, and the period of the re-

sponse matches that as well (Fig. 13b).

Further complications arise if the primary convective

asymmetry is characterized by a wavenumber other than

n 5 2. Choosing 3 asymmetries means that 3 convective

maxima will move through the preferred region during

each vortex circulation time, changing the pulsation

period to 0.78 h, as shown in Fig. 13c. This result again

uses the rotation rate of 3/4 the peak rate, but we might

expect that n 5 3 convective asymmetries would move

even more closely with the mean flow, which would re-

duce the period further.

c. Alternate forcing patterns

Other forcing patterns may be relevant. For example,

it may be possible in a very favorable, very low-shear

environment that dynamical asymmetries would stimu-

late convective asymmetries that do not pulse in time,

but that produce heat continuously. With this in mind,

we changed the forcing function to consist of two

anomalies of the form shown in (3.5) and (3.6), but on

opposite sides of the vortex center, similar to the en-

hanced radar reflectivity that is frequently seen at the

end points of TCs with elliptical eyewalls (Kuo et al.

1999; Reasor et al. 2000). The heat sources rotate at 3/4

the peak speed, but they release heat continuously,

without pulsing. In this case, the n 5 0 forcing is con-

tinuous and only drives a symmetric, direct overturning,

so the results shown here only use the response summed

from n 5 2, n 5 4, and for additional accuracy in this

case, n 5 6; the odd wavenumbers are not excited.

The waves produced by continuously forced asymme-

tries have some interesting differences from the waves

produced by pulsing. Once the response reaches steady

state, the radiating wave fields as shown in Fig. 14 only

rotate in time, with no structural evolution in radius or

height.While the low-level response as shown in the near-

surface pressure field in Fig. 14a is almost entirely n5 2, at

higher altitude the response is predominantly n5 4 in the

inner core, transitioning to predominantly n5 2 at larger

distances (Fig. 14b). The vertical structure of the stand-

ing wave pattern (Fig. 14c) shows high-frequency waves

with shorter radial wavelengths in the region from r 5
100 to r5 175km. Relative to a fixed azimuth, the phase

lines of these waves propagate outward and downward

as the wave field rotates cyclonically with the forcing.

The radiation pattern in the inner core suggests that

waves are radiated outward and downward from the
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heat sources at r5 50km, then reflect off the surface, with

the shorter n 5 4 waves radiating upward at a steeper

angle than the longer n 5 2 waves. This structure closely

matches the structure of unstable modes that were

identified by Hodyss and Nolan (2008) in hurricane-

like, baroclinic vortices with sufficiently sharp negative

vorticity gradients near the RMW. These instabilities

are vertically varying versions of the coupled vortex

and gravity wave instabilities discovered for isolated

vortices in shallow-water equations or strongly strati-

fied fluids (Ford 1994; Plougonven and Zeitlin 2002;

Schecter and Montgomery 2004; Billant and Les Dizès
2009; Menelaou and Yau 2018). The relationship be-

tween the forced, radiating response shown here and

coupled vortex–gravity wave modes is further dis-

cussed in appendix B.

FIG. 12. Results for basic-state vortices of different strengths: (a) w at t 5 3.13 h for Vm 5 40m s21; (b) w at t 5
2.10 h forVm5 60m s21; (c) forVm5 40m s21, time series ofw and p at r5 240 km, l5 1358; (d) forVm5 60m s21,

time series ofw and p at r5 240 km, l5 1358; (e) forVm5 40m s21, time series of w and p at r5 120 km, l5 2258;
(f) for Vm 5 40m s21, time series of w and p at r 5 120 km, l 5 1358.
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The response to three rotating, continuously forced

asymmetries was quite similar, except that the hori-

zontal structure showed only n 5 3 asymmetries and

little apparent expression of other wavenumbers (not

shown). The reason why n 5 4 appears for the previous

case is that due to the small sizes of the two localized

heat sources in comparison to the circumference of the

inner core, they are not well-represented by n5 2 alone,

and n 5 4 is required to accurately represent the varia-

tion of the source function around the circle. For three

heat sources, the distance between each heat source is

nearly equal to the sizes of the sources themselves, so

they have very little projection onto wavenumbers other

than n 5 3.

We also considered the response to a heat source that

is pulsing, but not rotating. Here we use the same fre-

quency and duration of the pulses as in section 3c, but

the heat source remains fixed 50km east of the vortex

center. As shown in Fig. 14d, this produces a radiating

wave pattern that is somewhat different in that it lacks

the distinct ‘‘spiral’’ quality that is seen in all of the

previous results or in NZ17. However, time series of p

and w are similar to those produced by rotating heat

sources, dominated at the surface by the pulsation

frequency, and showing signals from both short and long

waves in w (not shown).

d. Stratification

The environmental stratification in our linear model is

defined by the temperature profile of the Jordan (1958)

sounding. As shown in Fig. 2c, the squared Brunt–

Väisälä frequency N2 ranges from about 0.7 3 1024 to

1.2 3 1024 s22 below 13km, and then increases to over

6.0 3 1024 s22 in the lower stratosphere. To assess the

effects of tropospheric N2 on the wave radiation, we

constructed soundings with N2 set to values of 0.5, 1.0,

and 2.03 1024 s22 in the troposphere, and 5.03 1024 s22

in the stratosphere. For a given lower boundary tem-

perature T0, a temperature profile that provides a con-

stant stratification N2
c is prescribed by the following

formula:

T(z)5T
0
e2N2

c z/g 1
g2

c
p
N2

c

(12 e2N2
c z/g) , (5.1)

where cp is the heat capacity of dry air at constant

pressure and g is the gravitational acceleration. With

T0 5 300K and each value for N2
c , this formula is used

FIG. 13. Time series of w and p at r 5 240 km

and l 5 2258 for different convective forcing

patterns: with the forcing rotating (a) at 50% of

the peak local rotation speed, (b) at 100% of the

peak speed, and (c) at 75% of the peak speed, but

with three convective anomalies instead of two.
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to compute T(z) from z 5 0 to 14.5 km. T0 is reset to

the value at 14.5 km, and then the formula with

N2
c 5 5:03 1024 s22 is used for T above 14.5 km. The

values of T at the three grid levels around 14.5 km are

averaged with their neighbors three times to provide a

smooth transition between the troposphere and strato-

sphere. For N2
c 5 1:03 1024 s22, N2(r, z) that results af-

ter balancing the vortex is shown in Fig. 2d.

For the control-case rotational parameters, single-

pulse and repeated-pulse simulations were performed

for N2
c 5 0:5, 1:0, and 2:03 1024 s22. The results for

N2
c 5 1:03 1024 s22 were nearly identical to those with

the Jordan sounding and are not shown, but Hovmöller
diagrams for the other values are shown in Fig. 15. As

indicated by the dispersion relation (4.3), changes inN 2

cause changes in the phase speeds of the waves. Comparing

to the previous results in Fig. 8, the amplitudes of the

w and p waves are a little more than twice as large for

0.53 1024 s22, and less than half as large for 2.03 1024 s22

(note the changes in color ranges and contour values be-

tween the various plots in Figs. 8 and 15).

Results from the previous section showed that the pe-

riod of the convective forcing determines the frequencies

of the locally observed oscillations. Despite the large

changes in the phase speeds of the waves, time series at

fixed points for the differing values ofN2 found that this is

still the case: the dominant periods are still equal to the

forcing period of 1.17h (not shown). Furthermore, differ-

ences in the tropospheric stratification are relatively small

in the tropics, so variations in environmental stability can

be expected to have virtually no effect on the relationship

between TC intensity and point observations of wind or

pressure perturbations.

6. Comparison of the waves in the linear model,
WRF Model, and observations

As the convective forcing used in the calculations

above was inspired by what is produced in an idealized

WRF simulation of a tropical cyclone, we should con-

sider how well they match the gravity wave patterns in

the same simulation. The raw output of the idealized

simulation is shown in Fig. 1a, and also in Fig. 2a of

NZ17. There are some strong similarities between those

figures and the spiral patterns produced by rotating and

pulsing convective forcing as shown in Fig. 10 above.

FIG. 14. Results for alternate forcing functions: (a) for two steady heat sources, p at 0.3 km; (b) w at 6.3 km;

(c) radius–height section of w along l 5 08; (d) for a stationary but pulsing heat source, w at 6.3 km.
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However, the waves produced by our linear model, with

only 2 km grid spacing and substantial diffusion (n 5
20m2 s21), are obviously smoother and have signifi-

cantly longer radial wavelengths. A closer comparison

can be made by filtering the model output to contain

only the same azimuthal wavenumbers as in 3DVPAS.

The w field after filtering to include only n 5 2 to 5 can

be seen in Fig. 3 of NZ17. Here we show in Fig. 16 two

additional examples from the same simulation, but using

n 5 1 to 5, and in addition, the data has been rotated

clockwise 908 so that the downshear-left quadrant is in

the same location as the peak of the convective forcing

in 3DVPAS. These two snapshots were chosen arbi-

trarily simply to show the extent to which the filtered

waves in the model can be similar to those of the linear

model. Despite the azimuthal filtering, the model output

still shows finer scales, especially at larger distances from

the center, which is generally not seen in the linear

simulations.

The differences between the WRF simulation and

3DVPAS are greater in the vertical structure of the w

field. The plots in the lower half of Fig. 16 show one of

the more favorable comparisons, which is still not very

good. In each case the vertical cross section shows

vertical velocity on the opposite side of the vortex from

the convectively active region, and the figure axis

ranges and aspect ratio have been adjusted to be as

similar as possible, except for the amplitudes. Again,

the 1 km resolution WRF simulation shows far more

detailed structure and is considerably noisier. This is

because of its fully nonlinear dynamics, smaller grid

spacing, and smaller horizontal and vertical diffusion.

Still, there are some similarities: for example, both

models show separate trains of w maxima in the lower

and upper tropospheres. While the outward sloping

phase lines of w are easily seen in 3DVPAS, one can

see evidence of this in the WRF simulation, for ex-

ample from about y5 160 km, z5 4 km to y5 200 km,

FIG. 15. Results for different stratifications: (a) for N2 5 5.03 1025 s22, Hovmöller diagram of w at z5 11.8 km

along l 5 1808; (b) for N2 5 2.0 3 1024 s22, Hovmöller diagram of w at z 5 11.8 km along l 5 1808; (c) for N2 5
5.03 1025 s22, Hovmöller diagram of p at z5 0.3 along l5 1808; (d) forN2 5 2.03 1024 s22, Hovmöller diagram
of p at z 5 0.3 km along l 5 1808.
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z 5 12 km, with stronger and smaller-scale w pertur-

bations lying along the axis of this feature. Another,

less organized outward-sloping axis of upward motion

can be seen from y 5 200 km to y 5 250 km. Another

significant difference, also seen in the horizontal plots,

is the persistence of smaller-scale anomalies out to

larger radius, especially at higher altitude. This could

be due to the significantly lower diffusion in the non-

linear simulation, but could also be due to the radial

outflow in the upper troposphere, which is not present

in 3DVPAS.

To date, direct observations of the spiral gravity waves

are limited to what was presented in NZ17. From air-

craft data they inferred that the smaller-scalewwaves at

flight level had radial wavelengths of 4–6 km and radial

phase speeds of 20–25m s21. In the idealized WRF

simulations, the wavelength of these waves is typically

about twice as large but they have about the same phase

speed, whereas in our linear model, the wavelengths of

the ‘‘secondary waves’’ range from 10 to 30km (e.g.,

Figs. 4, 5, and 7). The fixed-point observations of surface

pressure in NZ17 indicate dominant periods of about

FIG. 16. Vertical velocity fields from the idealized simulation of NZ17, and comparison to the linear model:

(a) filtered w field near z 5 3.0 km from the simulation at an arbitrarily selected time; (b) as in (a), but from a

different time; (c) vertical slice of w at azimuth angle 2708 from east at an arbitrary time; (d) vertical slice of w from

the linear model control case with repeating forcing at t 5 12.0 h.
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1 h, but unlike for the w waves, the wavelengths and

phase speeds cannot be estimated separately. Nonetheless,

these appear to be equivalent to the deeper, broader, and

faster ‘‘primary waves’’ revealed in 3DVPAS.

7. Conclusions

This paper has sought to determine whether the

outward-propagating spiral gravity waves that can be

seen in both observations and numerical simulations of

TCs can be attributed to particular features of the TC

itself. Based on inspection of the asymmetric pattern of

moist diabatic heating in an idealized TC simulation, we

considered whether the relevant convective forcing was

the pulsation of convective asymmetries as they move

through the convectively active region in the downshear-

left quadrant of a weakly sheared TC, as had been seen

before in previous studies (Black et al. 2002; Braun et al.

2006; Braun andWu 2007; Reasor et al. 2009). Analytical

functions were used to construct rotating heat sources

that turned on and off as they entered one quadrant of a

tropical cyclone–like vortex. A linear, nonhydrostatic

model of perturbations to a balanced vortex (3DVPAS)

was used to simulate the gravity waves generated by this

rotating and pulsing forcing.

The gravity waves produced by this forcing are found

to have many similarities to spiral gravity waves seen in

the observations and numerical simulations of NZ17.

With some similarity to what has been shown for tran-

sient heat sources in resting atmospheres (Nicholls et al.

1991; Mapes 1993; Alexander and Holton 2004), each

pulse of heating produces two types of waves. The pri-

mary wave has longer radial wavelength, extends the

depth of the troposphere, and has an outward phase

speed of 60–70m s21. The primary wave has a distinct

signal in the surface pressure. This wave is followed by a

series of secondary waves with shorter radial and vertical

wavelengths and slower phase speeds from 10 to 20ms21.

By comparison to the waves seen in observations and

simulations, the primary wave appears to be responsible

for the low-frequency oscillations in surface pressure, and

the secondary waves produce the shorter-wavelength

oscillations in w that are evident in the lower tropo-

sphere and also in the outflow of the TC. Due to the cy-

clonic advection of the tangential wind, the wave energies

of both the primary and secondary waves predominantly

radiate outward on the opposite side of the TC from the

forcing.

We find that the periods of the p and w oscillations at

fixed points are closely related to the frequency of the

forcing. Typically, the p oscillation period matches ex-

actly the period of the forcing, although sometimes there

is a secondary oscillation of weaker amplitude. The w

oscillations also show the primary frequency, but some-

times have two or three peaks in each cycle that are as-

sociated with the slower-moving secondary waves.

NZ17 speculated it might be possible to use ob-

servations of spiral gravity waves to infer TC inten-

sity. The results here argue both for and against this

possibility. A strong connection has been shown be-

tween the observed oscillation period at locations

outside the TC and the frequency of the inner-core

pulsation. On the other hand, considerable addi-

tional information is needed to infer the peak tan-

gential wind speed in the eyewall. We would need to

know the size of the RMW, the wavenumber of the

dominant asymmetry, and the rotation speed of that

asymmetry relative to the peak tangential flow. It

could be possible to estimate some of this data from

satellite observations, but of course satellite images

that provide information of this detail can also pro-

vide good estimates of intensity from completely

different methods.

Regardless of their potential utility for estimating TC

intensity, spiral gravity waves radiating from TCs are

interesting, and beautiful. Further comparisons between

observed and simulated waves may provide guidance on

how to improve the representation of inner-core dy-

namical processes in numerical models. More analysis of

in situ observations of the passing waves, both aloft and

at the surface, may reveal additional features that can be

related inner-core processes.
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APPENDIX A

Influence of the Model Ceiling at 22km

The gravity waves simulated by our model propagate

upward as well as outward, and reach the upper-level

damping layer and the model top within 2 h of being

generated, and before they have radiated 100 km out-

ward (see, e.g., Figs. 5, 9). Given the close proximity of

the model top and the damping layer, it is important to

consider whether they have a significant effect.
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To address this concern, we show the results of two

additional simulations where the model top has been

elevated to 33km. The number of vertical levels is in-

creased to 60 so that the vertical grid spacing is the same

as used in the body of the paper, and the vertical

damping layer has the same depth of 4 km. We consider

the symmetric response to both the isolated pulsed in a

resting atmosphere (as described in section 4b) and the

symmetric control-case pulse in the control-case TC (as

described in section 3b).

The symmetric w fields at t 5 2.5 h for these two

simulations are compared in Fig. A1 to results with the

model top at 22 km. It is evident that with the higher top,

the waves continue to propagate upward and outward,

with w increasing with height due to the decreasing

density. The panels are shownwith the same aspect ratio

and the same contour intervals. Comparing the panels

on the left and right, we find that the w fields in the

troposphere with the model top at 33 km are quite sim-

ilar to those with the top at 22km. Below 15km and inside

r5 150km, they are nearly identical. Some differences are

visible at larger radii, which might be expected because

these motions of the faster, deeper waves are some-

what affected by the upper-level boundary condition.

APPENDIX B

Stability of the Basic-State Vortex

A modified Rankine vortex has constant vorticity in

its core, which drops sharply to a much lower value

outside the RMW, and then decays slowly with radius.

As such, it does not meet the usual necessary condi-

tion for asymmetric instability of having a change in

sign of the vorticity gradient (Michalke and Timme

1967; Schubert et al. 1999). In a stratified fluid, a

Rankine or modified Rankine vortex can also be un-

stable to asymmetric modes that involve coupling

between edge waves on the high-vorticity core and spiral

gravity waves (Ford 1994; Plougonven and Zeitlin 2002;

Schecter and Montgomery 2004; Hendricks et al. 2010).

However, if the vortex decays with height, the potential

for such instabilities is substantially mitigated (Hodyss

and Nolan 2008).

FIG. A1. Comparison of results for symmetric motions with the model top moved to z 5 33 km: (a) w field

generated at t5 2.5 h for a single pulse in a resting atmospherewith themodel top at 33 km; (b) as in (a), but with the

model top at 22 km; (c) single pulse in the control case TC with the model top at 33 km; (d) as in (c), but with the

model top at 22 km. Units are m s21.
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A stable vortex may still support slowly decaying

asymmetric modes, and if the vortex is forced with

similar structures and frequencies, the response

will be amplified, as found by Moon and Nolan

(2010). Using the same methods as in Nolan and

Montgomery (2002) and Hodyss and Nolan (2008),

the modes with the largest growth rates were found

for n5 1 to 5. The growth rates for all five modes are

negative, and these are plotted in terms of e-decay

times in Fig. B1.

The horizontal and vertical structures for these five

modes are quite similar, and are shown for n 5 2. Each

mode consists of an edge wave in perturbation potential

vorticity at low levels coupled to an outward-slanted

gravity wave. The modes rotate at nearly the peak ro-

tation speed of the vortex, increasing from 46ms21 for

n 5 1 to 48ms21 for n 5 5. Thus, we can expect that

when there is continuous forcing of a rotating asym-

metry in the inner core, with rotation speeds comparable

to the peak rotation rate, there will be some resonance

and the dynamical response will be similar to the

structures shown in Fig. B1.
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