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Abstract

Sensitivity analysis of multibody systems computes the derivatives of general cost functions that depend on the sys-
tem solution with respect to parameters or initial conditions. This work develops adjoint sensitivity analysis for
hybrid multibody dynamic systems. Hybrid systems are characterized by trajectories that are piecewise continuous
in time, with finitely-many discontinuities being caused by events such as elastic/inelastic impacts or sudden changes
in constraints. The corresponding direct and adjoint sensitivity variables are also discontinuous at the time of events.
The framework discussed herein uses a jump sensitivity matrix to relate the jump conditions for the direct and ad-
joint sensitivities before and after the time event, and provides analytical jump equations for the adjoint variables.
The theoretical framework for sensitivities for hybrid systems is validated on a five-bar mechanism with non-smooth
contacts.
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1. Introduction

Hybrid dynamical systems are characterized piecewise-in-time smooth trajectories, with discontinuities appearing
at a finite number of time moments as a consequence of external events. The discontinuities are characterized by a
jump in the generalized velocity variables, e.g., caused by an impact or/and an abrupt change on the right hand side
of the equation of motion.

Sensitivity analysis aims to quantify the effect of small changes in the system parameters (inputs) on a general
cost function (outputs) [1]. Sensitivity analysis is essential in solving computational engineering problems such as
design and control optimization, implicit time integration methods, and deep learning. Finite difference methods that
approximate the sensitivities by the difference between perturbed and nominal trajectories are often inaccurate [2].
Two complementary approaches to sensitivity analysis are widely used, the direct and adjoint methods. While they
provide the same derivatives, their approach and computational costs are different. Direct sensitivity propagates small
perturbations forward through the system dynamics, while the adjoint method performs an inverse modeling that
attempts to identify the origin of uncertainty in the model output [3].

The sensitivity analysis with respect to system parameters and initial conditions for hybrid systems has been

studied in the literature [4-13]. The jump conditions of the direct sensitivities for hybrid ODE systems were first

Email addresses: scorner@vt .edu (Sebastien Corner), sandu@cs. vt .edu (Adrian Sandu), csandu@vt . edu (Corina Sandu)

Preprint submitted to Nonlinear Analysis: Hybrid Systems September 7, 2020



presented by Becker [13] in 1966 and a year latter by Rozenvasser [8]. Thirty years later, Galan el al. [5] presented
sufficient conditions for the existence and uniqueness of these jump equations. Jump conditions involve the sensitivity
of the time of event, and the jumps in the sensitivities of the state variables at the time of event. Within the same
period, Hiskens applied this theory to power switching systems [11]. The jump conditions of the adjoint sensitivities
for hybrid ODE systems with discontinuities in the right-hand side and with switching manifold parameters were
presented by Stewart [14] and Taringoo [15], respectively. Recently, Zhang et al. [16] derived the jump conditions for
adjoints of differential-algebraic systems and applied them to large-scale power systems with switching dynamics.

This paper provides a unified mathematical framework for the direct and adjoint sensitivity analysis for multibody
dynamic systems and general cost functions. The framework includes both unconstrained and constrained mechanical
systems. The direct sensitivity analysis was developed in [17], where a new graphical proof of the jump conditions for
direct sensitivity variables was given. Jump conditions for constrained mechanical systems with change of mechanism
and dealing with impulsive forces at the time of event was also presented.

This paper extends the mathematical framework to perform adjoint sensitivity analysis for mechanical systems
with non-smooth trajectories. The approach taken here is as follows. An event detection mechanism (e.g., embedded
in the numerical integration method) finds the time of the next event. At this time moment the trajectories of the
generalized position variables are continuous but not differentiable, while the trajectories of the generalized velocities
are discontinuous due to either impulsive external forces or to abrupt changes of the right-hand side. The jump
conditions that map the direct sensitives from right before the event to right after the event can be formalized with the
help of a jump sensitivity matrix. The jumps in the adjoint sensitivity variables are obtained via the transpose of this
jump sensitivity matrix.

The paper is organized as follows. A review of the direct and adjoint sensitivity analyses for smooth dynamical
systems with extended general cost functions is given in Section 2. The framework for direct and adjoint sensitivity
analyses for hybrid dynamical systems is discussed in Section 3. The methodology is applied to compute sensitivities

of a five-bar mechanism with non-smooth contacts in Section 4. Conclusions are drawn in Section 5.

2. Sensitivity analysis for unconstrained mechanical systems and extended cost functions

This section provides a summary of a previously method developed by the authors to implement direct sensitivity
analysis for dynamical systems governed by smooth second order systems of ordinary differential equations (2nd
order ODEs). More details of this method can be found here (cite the paper). This method is extended to multiple cost

functions that contain argument function.



2.1. Smooth ODE system dynamics and extended cost functions

We consider an unconstrained mechanical system governed by the second order ordinary differential equation

(ODE):

M (t7 q’P) : CI = F(t? q, 977;(7), ty <t<tp, q(t()) = QO(P)v q(t()) = QO(P), (1)

& G=M"(tqp) - Ft,q4qp) = f"tqqp),

where g € R" are the generalized positions, v := g € R" the generalized velocities, and p € R” the time independent
parameters of the system. The state trajectories depend implicitly on time and on the parameters, g = ¢(¢,p) and

v = ¢(t, p). We consider a general system output of the form:

g
Y(p) = f gi(t,q,v,p) AT + W(tr, Grps Vir, 0)s G = q(tF,P), Vi = V(tE, P). 2

1o

The function g : R'*?"*? — RF is a vector of ‘trajectory cost functions’, and W : R!'*>"*? — R* is a vector of ‘terminal
cost functions’, and the system output ¢ € R* is a vector of k ‘outputs’, i.e., scalar cost functions. Both the trajectory
and terminal cost functions can include accelerations via v. Accelerations are not independent variables and can be
resolved in terms of positions and velocities v := f*" (¢, q, ¢, p) € R". The cost functions can also include arguments
u(t, g, v, p) = u(t, q, v, v, p) that depend on the solution and on the acceleration. Our notation encompasses these

cases by defining:

g(t’ q’ V? p) = g(t’ q’ V, v’ ,07 M(t, Q7 V; V’p))’ (3)

W(tF, q;F, th’p) =w (tF9 qt;:’ vtp9 f)tp’ps M([F’ qtp7 vt,:, ‘.}tp’p)) .
All functions are considered to be smooth.

Definition 1 (Sensitivity analysis problem). The sensitivity analysis problem is to compute the derivatives of the

model outputs (2) with respect to model parameters:

=|— - —|e R, 4
dpi dpp @

Definition 2 (The canonical ODE system). To simplify the representation of the system we define the vector of



‘quadrature’ variables z € R as follows:

z(t,p):zfg(r,q, v,p)dtr ©
" (5)

2t p) =8t q.v.p), to<t<tp, z(ty,p)=0,

which leads the vector of cost function (2) at final time to become:

'10 = Z(tF) + W(t[:, qir» vllr"p)' (6)

Next, we add dummy evolution equations p” = 0 for the time independent parameters.
Finally, we append the parameters and the quadrature variables to system state to obtain the following extended
‘canonical’ state vector:

T
x(0):= g7 v  p®) «(6)T € R@r+p+hix1

together with the ‘canonical ODE system’ that describes its evolution:

. qo(p)
‘eom t’ ’v, v )
i |TEEvO) F(t,x) e R** P tg <t <itp, x(19) := "\ @
0p><1 L
»g( ta q, v, p)_ ’OkXI -

2.2. Direct sensitivity analysis for smooth ODE systems and extended cost function

Define the ‘position sensitivity’ matrix Q(z, p), the ‘velocity sensitivity’ matrix V(z, p), the ‘quadrature sensitivity’

matrix Z(t, p), and an identity matrix I as the formal sensitivity of the parameters, as:

d t’ ) n . [ nx

Qit.p) = ‘jl(—p” R, i=lopi Q0p) =i 0p(tp)| € R, (8a)
dV(f,p) noo. I nxp

Viltt,p) = dp; eR", i=1,....,p; V(@t,p) := Vl(t,p)---Vp(t,p)] e R"P, (8b)
dp(t, . [

Litp) = % eR?, i=1,....p; T(@tp) :=|I, rp] = L, (8c)
0 1, . I X

Zi(t,p) = % eR:, i= 1,....,p; Zt,p) := Zl(t,p)-“Zp(t,p)] e R, (8d)

The direct sensitivity for ODE systems, referred to as the Tangent Linear Model (TLM), computes the sensitivity

T
matrix X = [QT, VI, T, ZT] € R@*P+>p - obtained by differentiating the canonical ODE system (7) with respect to



the parameters:

R 7 [dqo(p) ]
0 14 dp
- dvo(p)
. V ‘eom Q + f;fom V + fcnm
X=| [=]" Pl to<t<tp, X@):=| dp |e R®HPHOxP, 9)
I Opxp lxp
Z | qu"'gvV"'gp | kap

The direct sensitivity for ODE systems needs to be solved forward in time. The expressions f;*", /™", and f;™ denote
the partial derivatives of f*" with respect to the subscripted variables. The detailed calculation of these expressions
and the remaining partial derivatives is explained in Appendix A. Once the sensitivities (9) have been calculated, the
sensitivities of the cost functions (4) with respect to parameters are computed as follows:

dy

_ ~ ~ ~ k
7, =L+ [m, - Q+WV~V+Wp][F e R, (10)

We note that the TLM system (9) can be written in matrix form as follows:

Onxn Inxn on><p Onxk
fenm feom feom On)(k

o . f<t<t. (an
Opxn Opxn 0p><p Opxk

| 8¢ 8v 8p okxki

N 7 <

N 7 < Q.

2.3. Adjoint sensitivity analysis for smooth ODE systems and extended cost function

In this section we provide the system of equations that governs the adjoint sensitivity analysis for smooth ODE

systems.

Definition 3 (Adjoint sensitivity analysis). Apply the chain rule differentiation to the total sensitivity of the cost

function (4):
dy _ _dy  dxtp)

- T .
dp ~dxtp) dp = A (1,p)- X(t.p), 12)




T
where A = (dy/d x)T = [AQT, AT AT /lZT] is defined as:

o 4y \T n . _ . | nxk
Cp) = () € R =1k 22 =42 A0p)| € R,

df r n : [ n
B = () e =tk V) = W) ] e R

AT . i )
Bwp) = (F2) eR™, j=1,...k Ap := A{(t,p)...lg(,,p)]elaka,
dy; \T . [
Hp) = () eRVL j=liik Zap) = Ag]:lkxk.

Note that, from (5)—(6)

93
¥ =z(t,p) + f g(t,q,v,p)dr +W(tr, qi,),

which leads to the relation dy//dz(t, p) = lxxx for any time .

From (12) we have that for any time #:

d
d—‘,f = 2%(t,p)" - Otp) + 2V (tp) - V(t.p) + At p) + A(tp) - Zt, p).

Evaluating (14) at ¢ = tr leads to the direct sensitivity approach:

d
d_ﬁ = A%tr,p) - Qtp.p) + ¥ (trsp) - Vitp.p) + Atr,p) - Tltp.p) + Xtr.p) - Z(tr,p).

By comparing this equation with (10) one obtains the values of the adjoint variables at the final time #z:

AC(tp,p) =Wyl A pp) =] A p) =W ) = i

The equation (14) evaluated at ¢ = tr leads to the direct sensitivity approach:
dy _ . .
i o, - Qtr.p) + Wif, - V(tr,p) + W, - Ipxp + ik - Z(tr, p)

=Wyl - QUr,p) + W, - Vtr.p) + Wo|, + Z(tr,p).

tr

(13a)
(13b)
(13c¢)

(13d)

(14)

s5)

(16)

a7



Evaluating (14) at ¢ = #; leads to the adjoint sensitivity approach:

d T
d—‘ﬁ = 2%10,p)" - Qto,p) + AV (1o, ) - V(i p) + At0,p) - Ipp + FZ(t0,p)" - Z(t0, )
T dgo(p) dvo(p)
dp dp
dvo(p)
d

T T
= 1%(t9, p) + A (to,p) - + A(10,0)  Lysp + ik * O (18)

T T
+ A (t,p) - + A (t0,p) .

d.
= 2%0.p)" - —";(‘O)
fol

Note that the adjoint variables are initialized at t = tr. However, their values at t = f#; are the ones needed for
computing the desired sensitivities.

Definition 4 (The canonical adjoint sensitivity for ODE systems). The evolution of adjoint variables for ODE sys-

tems is governed by the following continuous adjoint model:

19 On [ Omep 85 | |9 Wi (1, p)
/'lV 1 eom T 0 5T /lv WT tr,
' __ nxn fv nxp 8y . , e > 1>t A(l‘F’p) - V( F p) e R(2n+p+k)><k. (19)
Ar op><n f;ﬂmT Op><p gg /lr Wg(tF’ P)
| A7) 1Oin Otxn Oksp Okk| |47 | Texk

The adjoint sensitivities (19) are solved backward in time.

2.4. Hybrid ODE system dynamics

In this study, we consider hybrid ODE systems characterized by piecewise-in-time smooth dynamics described
by (1), and that exhibit discontinuous dynamic behavior (jump or non-smoothness) in the generalized velocity state
vector at a finite number of time moments (no zeno phenomena [18]). Each such moment is corresponds to an event
triggered by the event equation:

r(ql...) = 0, (20)

where fee is the ‘time of event’ and r : R” — R is a smooth ‘event function’. Note that grazing phenomena are not

considered the in this study. The following quantities are used to characterize an event:

e The value of a variable right before the event is denoted by x|, = limgso, £0 X(feve — €), and its value right
after the event by x|;;ve := limgs0, .0 X(feve + €). The limits exist since the evolution of the system is smooth in

time both before and after the event.

+
leve

e The generalized position state variables remain the same after the event as before it, gl = gl = qls,.. This

is a consequence of the event changing the energy of the system by a finite amount.

7



e Also due to the finite energy change during the event, the quadrature variable is continuous in time,  z[f =

e = Three-

e An event that applies a finite energy impulse force to the system can abruptly change the generalized velocity
state vector g, from its value v|,_ right before the event to a new value v|; right after the event. The change in

velocity is characterized by the ‘jump function’:
+ — - .1+ _ o ]—
VIE = Bteves Qo Vo £)  © 4l = hteves Gl dlis P)- @1)

e An event where the system undergoes a sudden change of the equation of motions (1) at 7. is characterized by

the equations:

event

dle = " (teves Qs Vit ) =0 " e >l = " (teves Qs Vs ) =0 " e (22)

Remark 1 (Multiple events). In many cases, the change can be triggered by one of multiple events. Each individual
event is described by the event function r, : R” — R, £ = 1,...,e. The detection of the next event (20), which can

be one of the possible e options, is described by II¢_ ri(ql;,.) = 0, and if event ¢ takes place, then r, = 0 and the

+
Teve

corresponding jump in velocity (21) is v|

(22) IS q|+ = fc“mz—beve‘

Teve

= h[(61|rm, VI;W), or the corresponding change in the equations of motion

2.5. Direct sensitivity analysis for hybrid ODE systems

Let Qff and Q| € IR™? be the sensitivities of the generalized position state matrix after and before the event,
respectively. Let V| , V[ € R™? be the sensitivities of the generalized velocity state matrix after and before the
event, respectively. Let Z| |,+ and ZI;VE, with Z € R?, be the sensitivities of the quadrature variable z(¢) after and before

the event, respectively. It is shown in [17] that, at the time of the event, we have:

o The sensitivity of the time of event with respect to the system parameters is:

dr _
d_ (51|tm) : Qlte\,c
=4 e R, (23a)

dr _
% (g |leve) : V|zeve

dt eve
dp

where dr/dq € R"™" is the Jacobian of the event function.



e The jump equation of the sensitivities of the generalized position state vector is:

dt eve
dp

Q. = Q. = (VEVE - vI;\,e) : (23b)

e The jump equation of the sensitivities of the generalized velocity state vector is:

dt Ve —
—thyl.. (230

Vi = alo Qe+l Vi + (i Vi, = dli + ol -l i) - =2

where the Jacobians of the jump function are:

, oh
- _ - . _
ht'&ve = a_;(tevea CI|tm, V|zmvp) € fo}a hq'[eve = a_q(teve» qltevea V|IEV€,P) € Ran’

- _ _ oh -
hv|teve = %(teve’ q|feve s V|teve sp) € ]Rfo’ hp|,eve = a—p(leve, (,]|teve N V|zm,p) S Rpr. (23d)

e The sensitivity of the cost function changes during the event is :

dt
Z215 =2 - (sl —gln.) ——- (23e)
feve feve ( feve t) dp
where
g'tt\,e = g(teve’ C]|zm7 V|;\,e’,0)’ g|z;,e = g(tEVC’ qlfeve’ v|tzve’p)’ (23f)

is the running cost function evaluated right after and right before the event, respectively.

Definition 5 (The generalized jump sensitivity matrix). The direct sensitivity jump equations (23) can be written

compactly in matrix form as X|7 =S - X[ , where § is the generalized sensitivity jump matrix:

- . + 7 - _ -
o] |(Qh)o, Ome 0o Oua |of,

+ — — -
V “ (V leve) - thteve hp|leve OnXk V|l 3
Qlleve eve

Teve
= : . (24a)
+ —
Fltcvc 0p><n Oan |p><p 0p><k r'tm
+ + —
215 (Z re\,e)Q‘f Obin Okxp ok | 1210 |
- feve -

Seve



From (23a) we have that:

dr
— (ql; )
dt d eve
eve - _ q e IRIX". (24b)
dp o dr _
2 (Gl) Vi,
The Jacobians (leve>Q|— and (VI;VC)Qr are:
— dteve
(@), = 1= i) (5] (240)
e, do Jqr,,
dr
aq (ql..)
= I+ (VEVE - VEW)' o €R™
aq (qlee) - VI,
and
+ — — — e — e|— — dteve
(V|tm)Q|— = hgl,, + (hq|tm Mige = Al + 0, "1|rm+hf|teve) 2 (24d)
P 10k
dr
E (4l
= al = (bl Vi, = Bl PR - e € R (2d0)

% (@liee) “ VIr,,

respectively. The Jacobian (ZI,’;C)Qr is:

dr
51 (g |teve)

(Z|;:V€)QI7 _ —(g|;;ve ~ gI;‘,e) - (d:;ve) _ (8|Zve _ g|;ve) o€ RE<n. (24f)
eve P Tor,. EI (Gli.) Vi,

2.6. Adjoint sensitivity analysis for hybrid ODE unconstrained dynamical systems

Theorem 1 (Adjoint sensitivity jump matrix). Let 22| € R, 2| € R™, A" € R and A%|; € RM* be the
adjoint sensitivities before the time of event respectively, and A|;, = [/lQILeT /1V|;veT AT I;\yeT A |,‘eveT]T. Let /1Q|;;Ve
e R™, /l‘/|;;e € R™k, /lr|zve e R”* and 1* . € R¥* be the adjoint sensitivities after the time of event respectively,
and A7, = [0, ot

The adjoint sensitivity jump equations at the time of an event are:
/l|;eve = nge . /1|l+m € R@xntp+hyxk (25)

10



where ST

ove IS the transpose of the generalized sensitivity jump matrix (24a).

Proof. We start the proof from the following statement provided in [14] that mentions that the dot product of the
sensitivity state matrix with the adjoint sensitive state matrix is constant at any time, /l|;;veT . XIZVET = AI;VET -X |,‘MT.

Using (24a), the previous relationship is equivalent to /1|ZveT - Seve - XI;VET = /II;VET . XI;MT. Since this holds for any

matrix X[ it follows that /l|,tveT - Seve = /l|,‘eveT, which is equivalent to (25). O
Remark 2. From (24) and (25) the adjoint sensitivity jump equations for ODE systems without constraints are:

T T

200 = (O ) %+ (VI )y Al + () A7 (26a)
A, =l )T A (26b)
Al =l )T - AV + AT (26¢)
Al =0 (26d)

3. Sensitivity analysis for constrained multibody dynamical systems and extended cost functions

3.1. Representation of constrained multibody systems

We consider constrained multibody systems that satisfy the following kinematic constraints:

0 = O, (27a)
0 = d=0,g+d, = dy=-0, (27b)
0 = O=0,5+D,,(q.P+Pryqg+P,; = Dyv=—-(Pyv)v-D,v—1,,:=C. (27¢)

Here (27a) is a holonomic position constraint equation @(z, g, p) = 0, where @ : R!'*"P — R™ is a smooth ‘position
constraint’ function. The velocity (27b) and the acceleration (27c) kinematic constraints are found by differentiating

the position constraint with respect to time.

Remark 3. Formalisms for constrained multibody systems may involve Lagrangian coefficients u : R'*?"*? — R”
that provide the necessary forces to satisfy the kinematic constraints [17]. Our notation encompasses the case where
the cost function penalizes the accelerations v and the joint forces via the Lagrangian coefficients yu:

8(t, g, v, p)=g(t, q, v, "1, g, v, p), p, u(t, q, v, p)). (28)

11



It is shown in 3 that the terminal cost function W cannot directly depend on the acceleration v or on the Lagrange
coeflicients u, and therefore the derivatives are w;, = 0 and W, = 0. In a different notation, such result is also

shown in [19]. Using equation (10) we see that the final condition for the adjoint of the algebraic variables y is zero,

3.2. Direct and adjoint sensitivity analysis for smooth systems in the penalty ODE formulation

Define the extended mass matrix M : R x R” x R"” x R” — R and the extended right hand side function

F:RxR"xR"x R” > R" as:

M(t,q.v.p) == M(t,q,v.p) + ®] (t.q,v.p) - - Dy (.4, v.p), (29)

ﬁ(t,q,v,p) = F(t,q,v,p)—(DqT-a/~((i)qv+(1),+2§a)(i)+w2(l)), 30)

where @ € R™™ is the penalty factor of the ODE penalty formulation, ¢ € R and w € R are the natural frequency and
damping ratio coefficients of the formulation, respectively. The functions ®, ®, & : R x R" x R" x R” — R are the
position, velocity and acceleration kinematic constraints, respectively. The penalty formulation of a constrained rigid

multibody system is written as a first order ODE:

v’

Q-
I

(€29)
—1 —
vo=fot g v,p)=M (t,q,v,p)-F(t,q,v,p)

The Lagrange multipliers associated to the constraint forces are estimated as u* = « (<I) +28wd + W? CD) . The
sensitivities of the state variables of the system with respect to parameters evolve according to the tangent linear model
derived in [1, 20-23]. Since the penalty formulation (31) evolves as an ODE, we can compute the direct sensitivities

using (11) with f;““’ = Eq - Mq v, oom = Ev, o = Ep - Mp v, as shown in Appendix A. The derivatives Mp, M,,,
IEq, F,, and Ep are given in [17]. Similarly, one can compute the adjoint sensitivities of the penalty formulation (31)

using (19).

12



3.3. Direct and adjoint sensitivity analysis for smooth systems in the index-1 differential-algebraic formulation
Definition 6 (Constrained multibody dynamics: the index-1 DAE formulation). The index-1 formulation of the

equations of motion is obtained by replacing the position constraint (27a) with the acceleration constraint (27c):

| 0 0 g v
0 M(,q,p) (I)g tqg.p)| |V|=|Ft,qv.p)|, Wo=<t<tr, qlfo) =qo(p), V(o) =vo(0). (32)

0 ®,(t,9,p) 0 u| |C(t.q,v.p)

The algebraic equation has the form f™* —u = 0.

Definition 7 (Tangent linear index-1 DAE). Sensitivities of solutions (8) and multipliers:

d u(t, p)

eR™ i=1,....p; (33)
dpi

Ai(t,p) =

of the system (32) with respect to parameters evolve according to the tangent linear model derived in [1, 20-23]:

0 v
"/ f;;)Au-i’Q + f;L,)AE".’V + f;)AL-V
r|= Oy (34)
A f;AE# Q + f‘i)AEV}AV + ﬁ?AE}l
»Z_ »(gq + g\" ;Al}f’ + gy f;AE#) . Q + (gv + g\) ‘E)AE,\'J + g/,[ ﬁAE#) . V + (gp + gf’ f;};AL,\V + gﬂ f;)AEvu)_
It is shown in Appendix A that equation (34) can be written in matrix form as follows:
Onxn |n><n 0n><p Onxm Onxk
BB B On O
Opxn 0p><n 0p><p Opxm Op><k ’ (35)

f ; e f\? e f;) e Omxm 0m><k

| 84 8v 8p Okxm 0k><k_

N > 71 <

N > 7 <
Il

with initial conditions given by Eq. (9). Using Appendix A, the derivatives of the DAE function are:

-1 -1 -1

DAE M q); Fq - Mq V- (Dg»qﬂ DAE __ M (I); Fv DAE __ M (Dg Fp - Mp V- (DZ]:P#
I = s K= S S = :
®, 0 C,— g0 o, 0| |c ®, 0 C,— 0,7

13



Definition 8 (Continuous adjoint index-1 DAE system). The continuous adjoint differential equation correspond-

ing to the index-1 DAE tangent linear model (35) is:

o] ope 97 0m, £4T & | |2 577, )

v boo S50 Oy AT @0 | (Y Wy (15, )

A =~0p £257 0pp T g0 |||, tr2t2t0, Ar.p) = | (tr, p)| € RZHPE(36)
/1A 0m><n Om><n 0m>< 4 Om><m Omxk /IA Omxk

|47 [0kr Ok Okp Otsem Oiic | [ A7 | Lo

Noting from Remark 3 that the algebraic equation in (36) reads:

M0 =0, tp>t>t,

the index-1 adjoint DAE (36) can be reduced to the following adjoint ODE:

e O f27 Oup 20 | |29 W (tr.p)
/iV | anF,VT 0 gT P Vv WT ( tr, p)
B e B Y A R A P T F R I G €Y
/ll" opxn f;Aw Op><p g;[; /lr WZ(IF’ P)
|22 Okxn O Okwp Oni| |47 | L

3.4. Direct sensitivity analysis for hybrid constrained dynamical systems

We now discuss constrained dynamical systems when the dynamics is piecewise smooth in time. Performing a
sensitivity analysis for a constrained rigid hybrid multibody dynamic system requires finding the jump conditions at
the time of event. These jump equations are explained in our previous work [17]. We summarize below the jump

equations at the time of event:

e The generalized position state variables remain the same , i.e., g7 = ql_. = qli,. and need to satisfy both

constraint functions ®7|;_ := @ (feve, Gl1,,.»0) = 0, and OF[7 := O (feve, gl p) = 0.

e The velocity state variables jump from their values right before the event to right after the event according to
the jump equation:

Vdof+|ttvc = h(teves Glteye Vdof—lt_m,p), b R RS (38)

The jump function (38) is assumed to be smooth and defined in terms of the velocity degrees of freedom (the

independent components).
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e The jumps in velocity cannot be arbitrary for the dependent components. They are dependent of the degree of

freedom and are obtained from solving the velocity constraints leading to:

-1
+ _ _(dHt |t Aot I+ o+ 1+
Vdep+|leve - (¢)4dep+|teve> (q)qdoﬁlleve vd0t+|teve + (I)t |’eve) (39)
— R+|+ v |+ _ ((D+ |+ )_1 . (I)+|+
- feve ¥ dOf+1r, Gdep+ Teve 1 eve

Where R* corresponds to the null space of the constraints if the constraints are scleronomic (non explicitly time

dependent).
There are two types of velocity jumps that our formalism covers (38)—(39):

e The case where the event consists of an elastic contact/collision/impact on the DOF components of the velocity
state. The impulsive (external) contact forces act to change the DOF components without changing the set of

constraint equations, ®* = @,

e The case where the event consists solely of an inelastic collisions and a change of constraints ®* # ®~, without
any external force modifying the independent velocities. The impulsive (internal) constraints forces at the time

of event are solved by using a popular approach in robotics [24]:

M|leve ((D;)Tlfeve vl;ve Mlteve : v|;eve (40 )
. = Py a
(D:,r lree 0 ou ~O7 ;..
or, equivalently,
-1
] M @] M v | (e gl v ) ob)

ou (D;; lreve 0 -7, f DAEJmprﬂ( feves Qo Vi p)

The second equation (40b) imposes the velocity constraint on both independent and dependent coordinates,

which is covered by our formalism as:

Vaorslf, = Paots S ™ (tever Gl Vi ) =1 B ( fever Gl Vaot-li, 2 £ (41)

l:>dn:p
where P = is a permutation matrix that partitions the state variables into dependent and independent

Pdof
variables.

Finally, the jump conditions at the time of event in the sensitivity state matrix are:

15



e The independent components of the sensitivity of the generalized positions right after the event:

dt eve
dp

Quoftlr,, = Quorlr,, — (Vdoerl;:\,e - Vdof+|;ve) : (42a)

which are equivalent to:
Piore (@, =~ O = ~Plary - (v, — i) 32 (42b)

e The dependent components of the sensitivity of the generalized positions right after the event:

+

-1
+  _ Rt + + o+ +
Qdep+|zsve =R |teve ’ Qd0f+|feve - (q)‘ldep+|[sve) CDP (420)

leve

o The independent coordinates of the velocity sensitivities right after the event,

Vaorelie = Ml Qlio + el - Vaot-l 43)

dteye -
5 Theli.

+ (Il Vi = daor L+ Pl - ol #hi ) 2

where the Jacobians of the jump function are:

_ oh _ - _ oh _ .
Bl = =Gl Vaot I p) €ERT iyl = (Gl Vaot o p) € RIS
0q OVdof.

- oh _ , _ oh _ :
ht'[cvc = E(qltcvc’ Vdof—|zm»P) € Rf, hplrcyc = %(Cﬂzm» def'|tcvc’p) € fop'
e The dependent components of the velocity sensitivities right after the event,

_ +
Vaepslf,, = =(@F, 15 )7 (05, Vaots + (@F v+ @] )- Q+ @ v+ D) (44)

qdep+ qdof+

Teve

Definition 9 (The generalized sensitivity jump matrix for elastic impact). The jump equations (38)—(44) for con-

strained systems can be written compactly in matrix form as a jump of the state sensitivity matrix X at the time of the
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event, X |,+ = Seve * X Ir...» Where Seve represents the generalized jump sensitivity matrix:

»Qdeml;; 7(Qdep+|Zve)Q|;eve On-pyxn-) On—fyxs D Oupra]
Quof+r,, (Qd°f+ e )Q|;eve 0 xn-1) Ofxs Oxp 0k
Vaeprli, | |(Vaewsli )y Qg (Vaslil)y, o K O
Vaot+lr,, (Vd0f+ i ) o 0 tx(n—r) hl. holy.,,  Opxk
Il Opxn Opx(n-1) Opx s Ipxp 0pxi
. (Z ;’) o Okx(n—r) Osx s Oxp Lk
Seve

The Jacobians of the jump equations with respect to the sensitivity state before the time of event are:

(Qdof+|;:\,c)Ql, = P:{Oﬂ (lnxn - (Vw;Ve - Vlt_m) . ( dp ) ](P_)T € ]fon,
Qe

with

c Rlxn'

dr
(dteve) o ZI (q|tcvc)
Olive

d dr _
P d_q (Q|teve) : V|zeve

It follows that:

(Qdep+|;:ve)Q|[_eve =R*; - (QdoerlZ"e)Q\;ve e RN

and

dtCVC

(Vdnf+ |Zve ) dp

_ —_ —_— —_— . R + —_ . .. —_— —_ .
o " gl + (hqlteve Wi = Gaotelry, + Mot I, qd"f-|teve+hl|zeve) (

Rewriting (44) as:

T e RO-Dxp

Teve

(Vdep+|ttve) = (RJr : Vdof+ + ﬁ+ ' Q + C)
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Qdep+ Ew
Qaof+lr,,
Vdep+ |;ve
Viot+|r,,
Ui

2

) )-(P‘)T e R
Ql;ve

(45)

(46)

(47)

(48)

(49)

(50)



or, equivalently, as:

+
—+ _ Qdep+|_CVC
(Vdep+|;;ve> = R+ : Vd0f+ + R : (P )T : ! + C s
Quot+lr,, )
eve 1)
—+ -1 +
R |Zve = _(q);dsw) (cD;.q v+ q);:q) e
-1 + —
C= (@) (¥, v+ f,)| eR"D,
we find the following expressions for the Jacobians:
— ~ -
(Vaepsli) g = Rl - (Vaoreli ), + R (POT RO,
feve feve (52)
(Vaeorli )y, o = RV Al
The expressions for D and K in (45) are:
+ o (n=f)xp
D=— ((I)qdep+) (Dp - eR 5
+

. D (53)

K=|[C+R" -l +R -(P)"- e R=p,

Ofxp

feve

Definition 10 (The generalized sensitivity jump matrix for inelastic impact with a sudden change of constraints).
Consider the event consisting of an inelastic collision and a sudden change of constraints (40). The jump in the veloc-

ity sensitivity for constrained systems due to impulsive forces, presented in [17], is determined as follows:

. 41 -1
T - T T
V ;e—ve _ M ¢); Mq ’ (vl;e—ve - vlteve) + q);,q : 6/1 + M (D:]- M -
= - : |[cvc + ’ V|tcvc
+ + Lt +
oA ®; 0] | @, VI, o, O
. . -1 (54)
+T EES + T +T
~ A/ My v, + @y, 04 ~ A/ 0
(g 0 |Pg, Vi P Vi ] [P O ] [Py v+ PV,
which simplifies to:
Vl:e—ve _ DAE-imp + DAE-imp - -DAE-imp -DAE-imp
= f, SO+ fv\;, Vit + f, . (55)
SA
Thus, the jump the velocity state variables at the time of event is
Vl;ve = f;AErimprvlzve Ql:eve + 1f)AErimFHv|t+e:ve VlZ\'e + /?AErin]pw'ttve ’ (56)
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and the jump in the sensitivity of the Lagrange multipliers from Al — Alf is:

+ — - DAE-imp-u |+ + 'DAE-imp-u |+ + 'DAE-imp-u |+
Al = Al +Jg e Qe + L e Ve + o7 i G7)
The corresponding sensitivity jump matrix (45) is:
- _ [ 4 7
Qacp+lr, (Qdep+ |;M) o Ow-pyxn ~ O=fyxm D O(n—pyxk Quep-lr,
Quof+7,, (Qdof+ e ) o Ofxn 0 fxim Ofxp Opxk | | Quot+lr,,
eve
+ DAE-imp-v 'DAE-imp-v 'DAE-imp-v -
Teve — fq " |;‘:\,e ﬁ’ " |;:VE On><m P " |;:VE Onxnc V|[eve (58)
Alr., f e BT Omn T Omne || Al
Iﬁl:e—ve 0[7><n 0P><n 0p><m |/7><[7 0[7><k Iﬁ|[_eve
leve (ZU;VE) _ kan 0k><m 0k><p Ik><k Z|t_eve
Qlleve
Seve

3.5. Adjoint sensitivity analysis for hybrid constrained dynamical systems

Definition 11 (Jump in adjoint sensitivity for constrained systems with elastic impact). The transpose of the di-

T

rect sensitivity jump matrix S,

(25) associated with an elastic impact (45) is:

>(Qdep+ h );r_m (Qdof+ (b );Fm (Vdep+ I );Fm (Vd0f+ [h );r_m Onxp (Z [ );t_m |
Otu-fyx(n-1) Ou-pyxs O fyx(n-f) Ou-rixr Ow-pxp  Oen—pyxk
St = 0 fxn-f) Ofxs (Vdep+ b )Zdonlfeve [hvEVE ]T Ofxp Orxp (59
D! Opxf K" I:hplgve]T Ipxp 0pxi
Okxn—p) O Okxn—p) O s Oxp ik

From the adjoint sensitivity equation (25) the jumps in adjoint variables for ODE systems with constraints undergoing

an elastic impact are:

_ T T T T T
AQ|teve = |:(Qdep+|;;ve)Q|; (Qd"f*l;;ve)Qr ] : AQl;;ve + [(VdePJrl;:ve)QU (Vd0f+|;:ve)Q|7 ] : Avl;;ve + (Zl;e—ve)Q" ' AZ'Zve
Vi Ocn-pyx Ov-pixr | s
1 |feve = + T _ 1T A |feve
(Vaeorli )y ol (60)
A L I A L] A
L, = YU,
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Definition 12 (Jump in adjoint sensitivity for constrained systems with inelastic impact and a sudden change of constraints).

The transpose of the direct sensitivity jump matrix S, (25) associated with (58) is:

(Querelt )y (Quieli)g [ ] [ ] 0w (@),
Onx(n—f) Onxcs [ ‘?AE'imp'VEve]T [f Y ]T Onx(p) Onxi)
S;rve = Omx(n—p) Omx s Oumxn Oixm Omx(p) Oy (61)
pr o L] [ e O
ka(n—f) 0k><f Okxn Okscm 0k><(p) lixk

Since the adjoints of the algebraic Lagrange variables are zero (Remark 3), the adjoint sensitivity equations (25)

provide the jump equations for adjoint variables at the time of event:

T /lZ +
- |[eve >
leve

T . T
- _ + + + DAE-imp-v [+ Vi+ +
/1Q|teve = [(Qdeerlte"e)Q‘;eve (QdOerlteve)QE\,e] . /lQ|teve + [fq imp |leve] i |teve + (Z|,eve)
L. T
f;}DAl:—:mp—vlzvc] . AV'ZW,

T
o+ DAE-imp-v [+ Vi+ r+
[DT Opr] " [ﬁ) o |teve:| A+ Ul

o=
(62)

-
/l Ileve

Z1- _ 2|+
Ao = Ul

Remark 4 (Sensitivities of the cost function). Once the evolution of the sensitivities of the direct or adjoint sensi-
tivities are computed, the sensitivity of the cost function with respect to parameters d y/d p is obtained from equations
(15) and (18). Note that the evolution of the direct and adjoint sensitivities involve is piecewise continuous in time,

with jumps occurring at each event.

4. Case study: sensitivity analysis of a five-bar mechanism

The five-bar mechanism, presented in Fig. 1a, is used as a case study to validate the adjoint sensitivity method
in computing the sensitivity of cost functions with respect to parameters for hybrid constrained dynamical systems.
The mechanism has two degrees of freedom, five revolute joints located at points A, 1, 2, 3, and B; the masses of
each bars are m; = 1 kg, my = 1.5 kg, m3 = 1.5 kg, ma = 1 kg; the polar moments of inertia for each bars have
uniformly distributed mass; the two springs have stiffness coefficients of k; = k, = 100 N/m and natural lengths of
Lo1 = 2.2360 m and Ly, = 2.0615 m. The state vector ¢ = [q] ¢ qg]T includes the natural coordinates of the point
1, 2, and 3 of the mechanism. The coordinates g, = [x, yz]T are independent and defines the DOF of the system,

while the coordinates q; = [x; yl]T with ¢3 = [x3 y3]T are dependent. The constraint equations, used to solve for the
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dependent coordinates, are defined according to the fixed lengths between each set of points, as follows:

llga — a1l — L3,
lg> — qil* - L3
o= |71 2 =o, (63)
llgs — qol* — L3,
llgs — g3l* — L]

with the lengths Ls; = Lpz = 14142 m ; Ly; = Lgz = 1.8027 m and the ground points g4 = [ -0.5 0 ]T;
g8 =105 0 ]T. The study focuses on point 2 of the five-bar mechanism. This points hits the ground at -2.35 m
along the vertical y axis which is detected by an the event function r(-) described in Eq. (20). At the time of event,
the vertical velocity of point 2 jumps to its opposite value, while its horizontal velocity remains the same. The ODE
forward system, the direct and adjoint sensitivity are simulated with a time span of five seconds. The residuals of the
constraint equations, presented in Fig. 1b, shows that the position and the velocity constraints are satisfied within an

error of 107 and 1073, respectively, which is satisfactory.

x10° x10°

=12} —— Position 10 &

y T - Velocity é

& 10 | 10 oo

£ : s
+—

‘_' £ 87 18 =

@ 'z

E £ 6 =

=] w0

LN ) g

e oM O 4 S

; NE, >

b 3]

1,5m 2 : -2
0 1 2 3 4 5
Time, t[s]
(a) Diagram of the five-bar mechanism. (b) The position and the velocity constraint residuals for the

five-bar mechanism.

Figure 1: Structure of the five-bar mechanism.

The trajectories of the vertical position and velocity of point 2 of the five-bar mechanism are presented in Fig. 2a
and Fig. 2b, respectively. As expected, the point 2’s vertical position bounces at -2.35m, and its vertical velocity

jumps at each time of event with vzlzve = "2|;ve'
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(a) The position of point 2. (b) The velocity of point 2.

Figure 2: The state variables of point 2 of the five-bar mechanism.

The trajectory of the quadrature variable z(¢) = fl : ¥2(7) dr of the five-bar mechanism and its sensitivity are shown
in Fig. 3a and Fig. 3b, respectively. The same analysis is presented in Fig. 4a and Fig. 4b for the quadrature variable
(1) = fr : ¥, dr. The direct sensitivity is represented by the continuous line, while the central finite difference sensitivity
is represented by the dashed line. Both solutions were solved forward in time. The adjoint sensitivity is presented
as well, and was solved backwards in time. As presented in our previous paper, the direct differentiation method
to compute the sensitivity of the cost function with discontinuities in the velocity state variables of the mechanism is
validated. The validation comes to the fact that the trajectories of the sensitivity of the quadrature variable Z(¢, ¢, v, p)
exactly matches the trajectory of numerical sensitivity computed with a finite difference method. One main conclusion
of our previous paper was to state that our proposed direct sensitivity method in computing the sensitivity of the cost
function with discontinuities in the velocity state variables was more robust than the numerical method. Indeed, the
direct method accurately determines the jump in the sensitivities and their trajectories. This after each event, without
any delta-like jumps in magnitude 1/ that occurs in the numerical method at each time of event. This validated direct
sensitivity method is now compared to the proposed adjoint method in computing the sensitivity of the cost function
with discontinuities in the velocity state variables. The results presented in Fig. 3a and Fig. 4a show that the adjoint
and direct method exactly converge to the same sensitivity cost number with a difference of less than 0.01 %. This
convergence in both methods validates the adjoint sensitivity method in computing the sensitivity of the cost function

with discontinuities in the trajectories.
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Proposed formulations

Direct sensitivity method, Z(t)
The quadrature variable, z(t)

== == = Central Finite dif.
-30 ' ' ' ' -30 -0.3 ' ' ' '

0 1 2 3 4 5 0 1 2 3 4 5
Time, ¢[s] Time, t[s]

Adjoint sensitivity method, A\ (¢)

(a) Direct and adjoint sensitivities. (b) The quadrature variable z(7).

Figure 3: Sensitivity analysis of the five-bar mechanism with z(r) = f[:) ya(1)dt.

200 1200 2
— Proposed formulations S =
Q/ 100 == == = Central Finite dif. 1100 :< =
- _ <
g e 3
k3] 0 g g
g = =
£ Z £
= 1-100 = =
e p= =
] g ~
=] = =}
% {200 % g
é X: 0 X:5 2 ﬁ
[ -300 hY:-3206 v:-8197 { _300 g ]
| . . . . J
14 . . . .
0 ! 2 3 4 5 0 1 2 3 4 5
Time, t[s]

Time, ¢s]
Direct and adjoint sensitivities.
(a) Direct and adjoint sensitivities (b) The quadrature variable z(7).

Figure 4: Sensitivity analysis of the five-bar mechanism with z(r) = frf) Vo dr.

Note that z(r) = ft : V(1) dr does not completely match the trajectory of the velocity of point 2 in Fig. 2b. Indeed,
the point2’s velocity jumps at the time of event, while the quadrature variable does not. The quadrature variable
evaluates the integral of the acceleration of point 2 only.

The same analysis is provided with the quadrature variable z(f) = ft (: $2()* + ¥2(7)* dr in Fig. 5a and Fig. 5b. The

adjoint and direct method converge to the same sensitivity cost number with a difference of less than 0.01 %.
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(a) Direct and adjoint sensitivities. (b) The quadrature variable z(7).

Figure 5: Sensitivity analysis of the five-bar mechanism with z(r) = fté $2(1)% + yo(1)? dr .

5. Conclusions

Gradient based algorithms are widely used in computational engineering problems such as design and control
optimization, implicit time integration methods, and deep learning. Sensitivity analysis plays a key role in this type
of algorithms as it provides the necessary derivative information. In the context of dynamical systems governed by
ordinary or differential algebraic equations, sensitivity analysis computes the derivatives of general cost functions that
depend on the system solution with respect to parameters or initial conditions.

Direct and adjoint sensitivity analyses for continuous multibody dynamic systems have been discussed in the
literature [1, 20-23]. Our earlier work has extended the direct sensitivity analysis to hybrid multibody dynamic
systems systems that are subject to events such as impacts or sudden changes in constraints [17].

This paper extends the mathematical framework to compute adjoint sensitivities for hybrid multibody dynamic
systems modeled by ordinary differential equations and by index-1 differential algebraic equations. A very general
formulation of the cost functions is used. For the hybrid systems considered herein discontinuities in the forward tra-
jectories appear at time moments triggered by an event. Jump conditions for adjoint sensitivity variables are provided
for mechanical systems with and without constraints. These jump conditions handle the change in the sensitivities
caused by the non-smoothness of the forward trajectories at a finite number of events.

We validate the mathematical framework for adjoint sensitivities for hybrid dynamical systems on the study of a
five-bar mechanism with non-smooth contacts. The direct and adjoint sensitivities computed by the proposed math-
ematical framework are validated against numerical sensitivities calculated by real finite differences. The results of

this study show that all the alternative analyses provide the same sensitivities of the general cost function with respect
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to model parameters, within an error of 0.01%.
Future work will extend the mathematical framework to calculate adjoint sensitivities of hybrid mechanical sys-
tems with respect to actuation functions. These sensitivities will allow to solve optimal control problems for hybrid

systems.

A. Calculation of partial derivatives used in sensitivity analyses

Remark S. The expressions f;™, fi*", and f™ denote the partial derivatives of f*" with respect to the subscripted

variables. The partial derivatives 0f*" /0 are obtained by differentiating f*™ with respect to { € {q, v, p}:

afeom a(M—l F) B B B _ o _ ]
ikl "M MTF MR = M (Fp = M) = M (Fe = M v). (A.1)

Remark 6. The expressions g, &,, and g,, denote the partial derivatives of g with respect to the subscripted variables.

The partial derivatives 9g/d¢ are obtained by differentiating (1) with respect to { € {g, v, p}:

8r=8+8& 7"+ 8l (A.2)

eom

:g{‘}'gvfg + &u Uy +gubt;,f;°m,

which leads to:

+ (gv + 8y fsom + 8u Uy + 8u Uy f\fom) : Vi (AS)

+8p + 8- f;,om + Qullp + 8uly f;?m][:l P

,,,,,

Remark 7. Similarly, the expressions W, w,, and W, denote the partial derivatives of W with respect to the subscripted

variables. The partial derivatives 0w/d( are obtained by differentiating w with respect to { € {g, v, p}:

ﬂ/( =ws +wy fzom + wy I':t{ (A4)

=w;+w; ff"‘“ + Wy lly + Wy Wy f{”m.

B. Adjoint of the algebraic Lagrangian coefficient

Methods to compute the adjoint of an index-1 DAE available in the literature [19, 25, 26] use the following

approach. Define the Lagrangian using the multipliers u2,u", u" that correspond to the constraints posed by the
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index-1 DAE equations (32):

T
ul I 0 0 q v
| {0 MGg.p) O tqg.p)| ||~ |Ftq.v.p) (B.1)
Ut 0 @,(q.p) 0 1| |C(t.q.v.p)
We rearrange equation (B.1) as follows:
-1
ul| |1 0 0 q I 0 0 %
110 M(tg.p) OFtg.p)|||[v]|=]0 ME.q.p) @)tq.p| -|Ft.qg.v.p) (B.2)
pr] [0 @, (tq.p) 0 ul [0 @ (t,q.p) 0 C(t.q.v.p)
T
u? I 0 0 q \%4
=[|¥] |10 Mt.q.p) O @.q.p||||[v|- |/ (B.3)
Iul" 0 q)q (t, q,p) 0 u fDAE#
29 g 1%
e /lV vl - fDAE-)" (B4)

Ar u fDAl:r;l

The adjoint variables 12, 1V, AT defined in this paper, and the adjoint variables u2, 1", u' used in the literature (B.1),

are related by the following matrix multiplication:

2 0 0 e
/lV =10 M(tstP) ®5(I9Q9p) : #V .

A0 @, (1q.p) 0 1t

The adjoint DAE equations and boundary conditions in the “u formulation” [19, 25, 26] can be derived from the

equations and boundary conditions in the “A formulation” discussed in this paper, and vice-versa.
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Nomenclature
Dimensions

n

p
k

m
Dynamics
feom
q, g€ R"
jeR"
ze R
¥ € R@m+p+ne)
feve € R
peRP
F

Sensitivity Analysis
Qe R™r
Ve R»P

Xe R(2n+p+n( )Xp

dteve/dp € R>*P
e R@+p+noxne
212 € R
Ve R
W e R
ge RF
we R

Z e RFp

The number of generalized coordinates
The number of parameters

The number of cost functions

The number of equations of constraints

The function solving the Equation of Motion € R x R” x R" x R? — R"
The generalized position and velocity state vector

The generalized acceleration state vector

The vector of quadrature variables

The state vector of the canonical ODE

The time of event

The vector of system parameters

The generalized force vector €e R x R” x R” x R? — R”

The generalized smooth and invertible Mass matrix € R x R" x R?” — R

The equations of constraints € R X R” x R? — R”

The total (first or second order) derivative of a function or variable with respect to time

Double subscripts indicates a three-dimensional Jacobian with respect to a quantity { and ¢,
unless stated otherwise

Subscript indicates partial derivative with respect to a quantity £, unless stated otherwise

The sensitivity matrix of the state vector g with respect to the vector of system parameters p
The sensitivity matrix of the state vector ¢ with respect to the vector of system parameters p
The sensitivity matrix of the x state vector with respect to the vector of system parameters p
The sensitivity of the time of event z.,. With respect to the vector of system parameters p
The adjoint sensitivity matrix of X

The adjoint sensitivity matrix of Q

The adjoint sensitivity matrix of V

The vector of cost functions

The vector of trajectory cost functions

The vector of terminal cost functions

The sensitivity matrix of the vector of quadrature variables z
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