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We have measured fully differential cross sections (FDCS) for ionization in 75 keV p 

+ H2 collisions for ejected electron speeds close to the projectile speed.  The data were 

analyzed both in dependence on the electron emission and the projectile scattering 

angle.  Pronounced post-collisional effects between the projectile and the ejected 

electrons were observed.  Significant differences between experiment and theory and 

between two conceptually very similar theoretical models were found.  This shows that 

in the region of electron – projectile velocity matching the FDCS are very sensitive to 

the details of the underlying few-body dynamics. 

  



Introduction 

One of the most important goals of ion-atom collision research is to advance our understanding of 

the few-body dynamics in systems consisting of a small number of charged particles [1,2].  To this 

end, one process which has been studied extensively, and which is also the focus of the present 

article, is ionization of simple target atoms or molecules by charged particle impact (for reviews 

see e.g. [2,3]).  The major theoretical challenge in this task is that the Schrödinger equation is not 

analytically solvable for more than two mutually interacting particles even when the underlying 

forces are precisely known.  As a result, theory has to resort to numeric models and the assumptions 

and approximations entering in these models have to be tested by detailed experimental data. 

Such numeric approaches can crudely be grouped into perturbative and non-perturbative models.  

The latter have the advantage that they tend to be numerically “more complete” in the sense that a 

large number of basis states can be included so that the influence of reaction channels other than 

the process of interest on the cross sections can be accounted for.  As a result, ionization of simple 

target atoms (and other processes) by electron impact are often well described by such models (e.g. 

[4-6]).  For ion-atom collisions non-perturbative calculations are much more challenging due to 

the much larger projectile mass which means that an enormous number of partial waves have to 

be considered to adequately describe the scattered projectile.  Furthermore, the positive charge of 

the projectile necessitates the inclusion of projectile states in the basis sets if the effect of the 

capture channel is to be considered.  As a result, the literature on non-perturbative calculations for 

ion impact [e.g. 7-10] is not as extensive as for electron impact. 

Perturbative models effectively represent two-state approximations (accounting only for the initial 

state and the final state observed in the experiment).  In one class of perturbative models, the 

transition amplitude is expanded in powers of the interaction potential (Born series) [11].  One 



advantage of this approach is that it tends to be more transparent than non-perturbative methods to 

the physical mechanisms leading to the collision process.  Each expansion term can be associated 

with a specific contribution which classically corresponds to a sequence of interactions between 

pairs of particles within the collision system.  By comparing experimental results with theory the 

relative importance of the various interaction sequences in the collision dynamics can be evaluated. 

The disadvantage of this expansion series approach is that in practice it has to be truncated after 

some order to be numerically feasible.  Calculations have been carried out to second order for 

several processes [e.g. 12-14], but we are not aware of any attempts to calculate third- or higher-

order terms.  For collision systems with relatively small perturbation parameters   (projectile 

charge to speed ratio) a second- (and in some cases even a first-order) description is often 

sufficient, however, for large  higher-order terms can be quite important and the expansion series 

may not even converge at all.  An alternative perturbative approach to account for higher-order 

contributions is offered by distorted wave methods, which treat such contributions in the final state 

wavefunction [e.g. 15-19].  The advantage compared to the Born series is that any physical effect 

contained in the wavefunction is automatically included to all orders of perturbation theory so that 

the convergence problem of the Born series does not occur directly and is significantly reduced.  

However, it is not completely solved because it is not possible to include all the important physical 

effects in the wavefunction.  Thus, these effects become part of the perturbation.  Nevertheless, 

perturbative calculations on processes occurring in ion-atom collisions have focused on distorted 

wave approaches in recent years. 

One higher-order mechanism that has been studied extensively is known as the post-collision 

interaction (PCI) [e.g. 20-26].  Here, the projectile interacts at least twice with a target electron.  

In the primary interaction the electron is lifted to the continuum and in the second interaction the 



projectile and the electron “focus” each other leading to a reduction in their relative velocity vector.  

However, classically either the electron or the projectile needs to be redirected by a collision with 

the target nucleus before the second projectile-electron interaction can occur.  Therefore, the two 

leading-order interaction sequences leading to PCI are VPe-VTe-VPe and VPe-VPT-VPe [27,28], 

where the subscripts P,T, and e stand for projectile, target nucleus, and electron. Of course, 

contributions of higher order containing these sequences are also possible and are accounted for 

in distorted wave approaches. Such focusing effects caused by PCI were found in the ejected 

electron energy spectra [e.g. 20,21], in the projectile scattering angle dependence of double 

differential cross sections (DDCS) [22,28], as well as in recoil-ion momentum spectra [26].  These 

signatures maximize when the electron and projectile velocities ve and vp are equal to each other 

(matching velocity).  However, especially for highly charged ion impact PCI can alter the 

momentum distribution of the ejected electrons significantly even far away from the matching 

velocity [29].  Apart from affecting the velocity vector of electrons ejected in ionization, PCI 

effects can also distort the line shape of autoionization following inner shell vacancy production 

by ionization, excitation or capture in ion-atom collisions [30].  Finally, we note that post-

collisional effects of the residual target ion on the ejected electron have been observed as well [31]. 

The most sensitive tests of theoretical calculations are generally offered by fully differential cross 

sections (FDCS) extracted from kinematically complete experiments.  In the fully differential 

angular distribution of electrons ejected by highly charged ion impact a pronounced peak structure 

in the direction of the initial projectile velocity (defining e = 0), caused by PCI, was observed 

even for electron speeds much smaller than the projectile speed [23].  On the other hand, for 

collisions with protons or moderately charged ions only a shift of structures in the angular 

distribution towards e = 0o, but no separate peak structure at e = 0o was found if ve << vp, in 



accordance with theoretical predictions [24,32].  In contrast, for ve = vp calculated FDCS for 75 

keV p + H2 collisions were completely dominated by a sharp peak structure at e = 0 [33].  

Surprisingly, this forward peak was nearly completely absent in experimental data [25].  One 

possible explanation that was considered was that the capture channel, not accounted for by 

perturbative models, might remove significant flux from the ionization channel, especially near e 

= 0.  The presence of the capture channel could then also make the FDCS for ionization quite 

sensitive to the ejected electron energy (or equivalently the projectile energy loss) because its 

impact should sharply maximize at the matching velocity. 

In this article we present a joint experimental and theoretical study of FDCS for ionization in 75 

keV p + H2 collisions.  Earlier experiments, performed almost at the matching velocity 

(corresponding to an energy loss of 56.5 eV), were extended to a broader range covering electron 

speeds from just below to just above the projectile speed (corresponding to energy losses of 50, 

53, 57, and 60 eV).  In the new data a clear peak structure at e = 0 is now observed in the FDCS.  

The comparison of the data with two conceptually very similar theoretical models shows that near 

the matching velocity the few-body dynamics become very sensitive to the electron speed and 

ejection angle. 

 

 

Experimental Set-Up 

The experiment was performed at the medium energy ion accelerator at the Missouri University 

of Science & Technology.  A schematic set-up is shown in Fig. 1.  A proton beam was generated 

with a hot cathode ion source and accelerated to an energy of 75 keV.  The beam was collimated 



with horizontal and vertical slits, each with a width of 150 m, placed at a distance of about 50 cm 

from the target region.  This slit geometry, along with the projectile de Broglie wavelength of 2 x 

10-3 a.u., corresponds to a transverse coherence length of about 3.5 a.u. [34].  After passing through 

the target region, the beam was charge-state analyzed by a switching magnet.  The protons which 

did not undergo charge exchange were then decelerated to an energy of 5 keV and energy – 

analyzed by an electrostatic parallel plate analyzer [35] with a resolution of 2.5 eV full width at 

half maximum (FWHM).  The energy-analyzed projectiles were then detected by a two-

dimensional position-sensitive multi-channel plate detector.  From the position information the 

projectile scattering angle p was determined with a resolution of about 0.1 to 0.15 mrad FWHM.  

From the energy loss  and p the Cartesian components of the momentum transfer from the 

projectile to the target q = po – pf were obtained as qx = po tan p and qz = /vp, where the x- and 

z-axes are parallel to the analyzer slits and the initial projectile momentum, respectively (see 

coordinate system in Fig. 1).  The y-component of q was fixed at zero due to the very narrow width 

of the entrance and exit slits of the analyzer (75 m). 

In the target chamber the projectile beam was crossed with a very cold (T  1 – 2 K) molecular 

hydrogen beam from a supersonic gas jet propagating in the y-direction.  The recoiling H2
+ ions 

created at the intersection point between both beams were extracted in the x-direction by a weak 

electric field ( 6 V/cm) and guided onto another two-dimensional position-sensitive multi-

channel plate detector, which was set in coincidence with the projectile detector.  The y-and z-

components of the recoil-ion momentum pr are determined by the corresponding position 

components on the detector and the x-component by the time of flight of the recoil ions from the 

collision region to the detector, which, in turn, is contained in the coincidence time. 



The electron momentum was then deduced from momentum conservation as pe = q - pr.  The 

azimuthal electron emission angle is given by e = atan (pey/pex) and the polar angle by e = 

asin(pex/pe).  The magnitude of the electron momentum pe was calculated from the energy loss (in 

a.u.) by pe = [2( - I)]1/2, where I is the ionization potential of H2 (I = 15.4 eV = 0.57 a.u.). The 

resolution in pe is thus determined by the energy loss resolution as pe = /pe = 0.06 a.u. The 

resolution in pex is dominated by the projectile scattering angle resolution and amounts to about 

0.3 a.u.  From these numbers a resolution in e of about 10o FWHM was estimated for the forward 

direction and 13o to 15o (depending on p) in the direction of q, where the so-called binary peak is 

expected. FDCS were analyzed for electrons of fixed energy ejected into the scattering plane 

spanned by po and q (i.e. e was fixed at zero within  5o) and plotted for fixed projectile scattering 

angles as a function of e. 

Results and Discussion 

In Fig. 2 the FDCS = d3/(dEededp) are plotted as a function of e for p = 0.1 mrad and for 

energy losses as indicated by the insets.  Here,  = 57 eV corresponds to the matching speed ve = 

vp (within 1%).  For all four energy losses a strong peak structure at e = 0 is found, which becomes 

increasingly narrow with ve approaching vp (the FWHM in order of increasing  are 30o, 26o, 22o, 

and 24o).  It should be noted that this width is mostly due to the binary peak, located near the 

direction of q, which for small p is not resolved from the forward peak.  Its intensity relative to 

the one of the forward peak is expected to minimize at the matching speed thus resulting in a 

minimized angular width.  The data of our earlier study for  = 57 eV [25], where this peak structure 

was shifted to 15o, are thus not reproduced by the present results.  The reason for this discrepancy 

could be related to a crack in the anode of the projectile detector used in [25], which became 



apparent after the experiment was completed and the data were published.  However, it probably 

started already earlier as a tiny hair crack which went unnoticed because the signals were not yet 

visibly affected.  It nevertheless may have compromised the projectile position resolution in the x-

direction and thereby the corresponding component of the electron momentum. 

The dashed and solid curves in Fig. 2 show our continuum distorted wave – eikonal initial state 

(CDW-EIS) [18] and 3-body distorted wave (3DW) calculations [33], respectively. Both models 

represent perturbative approaches in which higher-order contributions are treated in the final-state 

wavefunction.  Since the natural width of the forward peak in the calculations (varying between 2o 

and 10o FWHM, depending on ) is in most cases smaller than the experimental resolution, theory 

had to be convoluted with the latter in order to make possible a meaningful comparison to the 

measured data.  However, the resolution estimated in the experimental section yields theoretical 

peak structures which are too broad.  Theory was therefore convoluted with a resolution of 5o 

FWHM, which for the two smaller scattering angles reproduced the half width of the negative 

angle wing of the peak in the experimental data very well.  This suggests that our estimate of the 

angular resolution is too pessimistic.  On the other hand, in the vicinity of the binary peak a 

resolution of 5o FWHM is probably too optimistic.  However, the natural width of the binary peak 

is much larger than the experimental resolution so that here the convolution has no significant 

impact on the FDCS. 

Both models reproduce the qualitative dependence of the measured FDCS on e very well.  

However, in magnitude there are some differences between experiment and both theories.  

Furthermore, the two theories differ from each other by as much as about 40%.  Since both models 

are conceptually very similar, this can be taken as a first indication for the FDCS being relatively 

sensitive to the details of the reaction dynamics in the region of the matching velocity. 



In Fig. 3 the FDCS are shown for p = 0.2 mrad and for the same energy losses as in Fig. 2.  The 

data still maximize near e = 0, but while for p = 0.1 mrad the FDCS are nearly symmetric around 

e = 0 (except for  = 50 eV), for p = 0.2 mrad the wing for positive e is larger than the one for 

negative e.  For  = 50 eV there might even be a separate peak structure at e = 25o, although the 

statistical significance of the forward peak due to a single data point e = 0o is not clear. This 

asymmetry is a signature of an increasing contribution of the binary peak to the FDCS.  The binary 

peak results from events in which momentum is exchanged predominantly between the projectile 

and the active electron (i.e. the residual target ion remains to a large extent passive) and therefore 

occurs near the direction of q (indicated in Figs. 2-5 by the vertical arrows).  For ejected electron 

speeds much less than the projectile speed it is usually the dominant structure in the FDCS.  For 

p = 0.2 mrad the direction of q is between 26o and 31o (depending on energy loss) so that the 

binary peak is not resolved from the forward peak (with the possible exception of  = 50 eV).  

Rather, its contribution only leads to the aforementioned asymmetry favoring positive e. 

The comparison to theory reveals increasing discrepancies with the experimental data, not only in 

magnitude, but also in shape.  Furthermore, the differences between both theories are also 

increased and are quite noticeable in shape as well.  While the centroid of the FDCS calculated 

with CDW-EIS tends to be shifted to slightly larger angles than in the experimental data, for the 

3-DW model the centroid is shifted to smaller angles, at least for the two larger energy losses.  In 

magnitude the differences between both calculations is now increased to as much as a factor of 

two.  Overall, in shape the experimental data fall somewhere between both theories.  We note that 

the 3DW calculation yields separate forward and binary peak structures at  = 50 eV, lending some 

credence to the measured data point at e = 0o. 



At p = 0.325 mrad the contributions to the FDCS (shown in Fig. 4) from the binary peak relative 

to the forward peak have increased (compared to the smaller p) to the extent that the data no 

longer maximize at e = 0, especially for  = 50 and 60 eV.  This trend is also seen in both 

theoretical models, where the binary peak is in most cases even clearly separated from the forward 

peak.  At this scattering angle there are significant and qualitative discrepancies between both 

calculations and the measured data as well as between both models. There is some element of 

qualitative agreement between the theoretical results in so far as they both predict the forward to 

binary peak intensity ratio to maximize around ve/vp =1 (i.e. at  = 57 eV), as expected.  But 

quantitatively, that ratio is significantly larger in the 3DW model for all . 

The FDCS for p = 0.55 mrad are plotted in Fig. 5.  At this scattering angle the binary peak in the 

experimental data is clearly separated from the forward peak, except for  = 57 eV.  Since at this 

energy loss the momentum transfer occurs at e = 55o the binary peak should be separated from 

the forward peak.  The observation that the binary peak is not at the direction of the momentum 

transfer points to another well-known signature of higher-order contributions: they lead to a 

forward shift of the binary peak relative to the direction of q [36].  Indeed, for the other energy 

losses the peak is shifted as well and the shift increases, as expected, with decreasing departure of 

the electron speed from the projectile speed. 

A small forward shift of the binary peak is also observed in the 3DW calculations, at least for the 

two larger , but interestingly not in the CDW-EIS results even at  = 57 eV (i.e. ve = vp).  On the 

other hand, a small shift of about 7o is seen in the calculation for  = 57 eV and p = 0.325 mrad.  

This trend in the CDW-EIS results is similar to what was measured and calculated for FDCS in 16 

MeV O7+ + He collisions for electron speeds much smaller than the projectile speed [36]:  the 



forward shift of the binary peak decreased with increasing transverse momentum transfer (qtr) and 

reached a minimum at qtr  1.5 to 2 a.u., which for the present collision system corresponds to p 

 0.55 mrad, making it even larger than in the 3DW results.  In contrast, at  = 57 eV the 3DW 

model predicts a larger forward shift for p = 0.55 mrad than for 0.325 mrad. 

It seems plausible to associate the forward shift of the binary peak with PCI.  However, it should 

be noted that for 16 MeV O7+ + He collisions studied in [36] it could be clearly traced to PCI only 

for qtr > 2 a.u.  For qtr < 1.5 a.u. this shift was explained by another higher-order mechanism 

involving the projectile – target nucleus (PT) interaction and an interaction of the electron, already 

promoted to the continuum by the projectile, with the target nucleus.  On the other hand, it should 

also be noted that in the present work we study a very different kinematic regime.  More 

specifically, since the electron speed is close to the projectile speed it is quite possible that even 

for qtr < 1.5 a.u. (or p < 0.5 mrad) the forward shift of the binary peak is mostly caused by PCI. 

Apart from the forward shift of the binary peak at p = 0.55 mrad there are also large and qualitative 

differences between the 3DW and CDW-EIS calculations in the binary to forward peak intensity 

ratio and in the overall magnitude of the FDCS and both calculations show large discrepancies to 

the measured FDCS.  Considering the conceptual similarity of both models this is a very surprising 

observation which calls for an explanation.  To this end, the conclusions obtained from a double 

differential study of ionization of atomic hydrogen by 75 keV p impact [28] may point in the right 

direction.  There, it was found that in the CDW-EIS model PCI effects are predominantly caused 

by the VPe-VPT-VPe sequence.  The description of the PT interaction, occurring in this sequence, 

represents the perhaps most significant difference between the two models.  While in the CDW-

EIS approach this interaction is treated semi-classically, assuming a straight-line trajectory for the 

projectile and using the eikonal approximation, in the 3DW model it is accounted for fully 



quantum-mechanically in terms of a Coulomb factor in the final-state wavefunction.  For a 75 keV 

proton it may not seem obvious that this difference is important.  On the other hand, the increasing 

discrepancies between experiment and theory and between both calculations with increasing p 

show that the FDCS become very sensitive to the details of the few-body dynamics, especially at 

large p. 

Another question to be answered is why the disagreement between theory and experiment grow so 

large at large p.  Several factors may contribute to these discrepancies.  First, in the case of an 

atomic hydrogen target it was found that in a hybrid model, referred to as second Born 

approximation with Coulomb waves (SBA-C), the relative importance of the two interaction 

sequences contributing to PCI (VPe-VPT-VPe and VPe-VeT-VPe) is reversed compared to CDW-EIS 

[28].  In the SBA-C approach the PT interaction is treated in the operator of the transition 

amplitude, but the higher-order contributions in the projectile – electron interaction is treated in 

the final-state wavefunction.  Generally, the experimental data were in better agreement with the 

SBA-C than with the CDW-EIS calculations.  This can be taken as an indication that the 

contributions from the VPe-VeT-VPe sequence may be underestimated by the CDW-EIS results. 

Second, in [28] it was argued that treating higher-order contributions in the projectile – electron 

interaction in the final state wavefunction (as done in both CDW-EIS and 3DW) should be more 

accurate than in the Born series truncated after the second-order term.  However, contributions 

involving the PT interaction were believed to be more adequately described in terms of the second 

Born approximation (as done in the SBA-C model).  The reasoning for this assumption was that 

such higher-order contributions are expected to select events in which all three particles are 

relatively close together.  The projectile needs to approach the electron to a close distance in order 

to transfer sufficient energy for ionization to occur.  But the projectile also needs to approach the 



target nucleus rather closely for the PT interaction to play an important role.  However, the final-

state wavefunction in distorted wave approaches is known to be accurate only if at least one particle 

is far from the other two [37,38].  Therefore, even if the VPe-VPT-VPe sequence provides the 

dominant contribution to PCI it may not be treated with sufficient accuracy by the CDW-EIS and 

3DW models.  Close encounters between the projectile and the target nucleus should be 

particularly important at large p, which would explain the increasing discrepancies with 

increasing p. 

Furthermore, the capture channel, not accounted for in either model, may contribute to the 

discrepancies [32].  The flux in this channel is erroneously counted as ionization in the 

calculations.  Discrepancies resulting from this factor should maximize at the matching velocity 

(i.e. for ve = vp and e = 0).  This seems to be indeed the case in the 3DW results for p = 0.325 

and 0.55 mrad, but not for the two smaller scattering angles.  On the other hand, the CDW-EIS 

approach systematically underestimates this structure.  Since neither calculations accounts for the 

capture channel the comparison between experiment and theory does not allow for definite 

conclusions regarding its importance. 

Finally, both theoretical models treat the projectiles as completely coherent, i.e. the transverse 

coherence length r is infinite.  On the other hand, it has been demonstrated that measured cross 

sections can sensitively depend on r [39].  If r is significantly smaller than the effective 

dimension of the diffracting object (i.e. the target), any interference term predicted by theory may 

not be observable.  The effective target dimension, in turn, is basically determined by the impact 

parameter dependence of the reaction probability.  At impact parameters larger than 3.5 a.u. (i.e. 

the coherence length realized in this experiment) the ionization probability is expected to be rather 

small.  Nevertheless, it has been theoretically demonstrated that even at r = 3.5 a.u. the projectiles 



cannot be regarded as fully coherent and that the cross sections are very sensitive to r in this 

region [40]. 

As pointed out in the introduction PCI represents a focusing effect between the projectile and the 

ejected electron in which both particles attract each other towards the initial projectile beam axis.  

Therefore, it should lead to a narrowing of the angular distribution of the scattered projectiles.  

This was indeed observed in double differential cross sections (DDCS) (in energy loss and 

projectile solid angle) for ionization of atomic and molecular hydrogen [28] by proton impact.  On 

the other hand, the DDCS represent an integration of the FDCS over all ejected electron solid 

angles.  Therefore, electrons ejected at large e, i.e. those which are not affected by PCI very 

strongly, contribute to the width of the projectile angular distribution.  An even larger narrowing 

effect could therefore be expected in the FDCS for e fixed at 0 as a function of p. 

 

In Fig. 6 we present the average scattering angle  

avg = (d3/dpdedEe) p dp/(d
3/dpdedEe) dp   (1) 

for e = 0 as a function of the electron to projectile speed ratio ve/vp as closed symbols.  For 

comparison, the open symbols represent the corresponding average angles obtained from the 

DDCS reported in [28].  In both data sets a pronounced minimum is observed near ve/vp = 1, 

confirming a pronounced focusing effect caused by PCI.  Furthermore, this focusing effect indeed 

appears to be stronger in the FDCS than in the DDCS because the minimum is deeper and 

narrower.  The dashed and solid blue curves in Fig. 6 show the CDW-EIS calculations with and 

without the PT interaction included, respectively, and the dashed and solid red curves the 



corresponding results of the 3DW model.  Remarkably large differences between all four 

calculations and the experimental data are quite apparent. 

First we analyze the comparison of both CDW-EIS calculations with the experimental data.  Both 

reproduce a minimum at ve/vp = 1, but in both cases it is not as pronounced as in the measured 

values because for ve/vp > 1 the calculated avg rise much slower than in the experimental data.  Up 

to the matching speed the calculation without the PT interaction is in much better agreement with 

experiment, while for ve/vp > 1 both curves approach each other.  This suggests that within the 

CDW-EIS model the VPe-VPT-VPe sequence becomes relatively unimportant for ve/vp > 1 and that 

its contribution to PCI may be overestimated for ve/vp < 1. 

The 3DW results exhibit a good qualitative agreement with experiment except for the location of 

the minimum of the cross section for the velocity matching region.  Whereas experiment finds the 

minimum at unity, the 3DW has a minimum at ve/vp = 0.95 and the width is much broader than in 

experiment.  In the 3DW model the effect of including the PT interaction is significantly smaller 

than in the CDW-EIS model, suggesting that in the former the VPe-VPT-VPe sequence plays a much 

less important role.  Overall, the 3DW model is in satisfactory agreement with the experimental 

data.  On the other hand, the CDW-EIS yields reasonable agreement up to, but not above the 

matching speed and the inclusion of the PT interaction does not lead to improved agreement.  The 

comparison between the experimental data and both models thus reinforces the conclusion drawn 

from the analysis of the fully differential angular electron distributions that near the matching 

speed the FDCS are very sensitive to the details of the collision dynamics. 

At the matching speed, PCI seems to have a much stronger effect for H2 (even in ave obtained 

from the DDCS, open symbols in Fig. 6) than for helium.  This was not necessarily expected 



because of the larger ionization potential I of helium.  By considering the asymptotic case of I 

approaching zero one would expect PCI effects to become more important with increasing I.  This 

scenario of an unbound electron is equivalent to the target nucleus not even being present so that 

neither of the two interaction sequences leading to PCI is present.  The dependence of PCI effects 

on the target ionization potential was further investigated in a separate study for heavy targets 

(Neon and Argon), which will be reported in a forthcoming publication. 

Conclusions 

We have measured and calculated fully differential cross sections for ionization of H2 by 75 keV 

proton impact for ejected electron speeds close to the projectile speed.  The data confirm a very 

pronounced peak structure for electrons ejected in the forward direction which was predicted by 

theory earlier [33].  This feature was not observed in a previous experiment for the same collision 

system and for similar kinematic conditions, probably due to a hair crack in the anode of the 

projectile detector resulting in a compromised electron angular resolution. 

The comparison between the experimental data and two conceptually very similar perturbative 

models show that near the electron – projectile matching speed the fully differential cross sections 

are very sensitive to the few-body dynamics.  Large differences are found both in the angular 

distributions of the ejected electrons and of the scattered projectiles.  The most important 

difference between the 3DW and CDW-EIS models is the description of the projectile - target 

nucleus interaction, which is treated fully quantum-mechanically in the former and semi-

classically in the latter model.  It seems likely that the discrepancies between the experimental data 

and the CDW-EIS calculations can to a large extent be related to the description of the PT 

interaction.  However, there are also significant discrepancies between the measured data and the 

3DW calculation.  This shows that either the PT interaction is not treated with sufficient accuracy 



in the 3DW model either or that other factors, such as the finite projectile coherence length or the 

capture channel not accounted for in theory, contribute to these discrepancies.  One potential 

problem concerning the PT interaction, and which could affect both models, is that higher-order 

mechanisms involving the PT interaction could be quite selective on events in which all three 

particles approach each other to a relatively small distance.  However, the 3-body final-state 

wavefunction is only accurate if at least one particle is far away from the other two.  To test a 

potential influence from this factor calculations based on the second Born approximation and on 

non-perturbative approaches could be very helpful. 
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Figure Captions 

Fig. 1: Schematic sketch of the experimental set-up. 

Fig. 2: Fully differential cross sections for electrons ejected into the scattering plane for a 

projectile scattering angle of 0.1 mrad.  The projectile energy losses  are indicated in the insets 

of each panel.  The dashed curve represents the CDW-EIS calculation and the solid curve the 

3DW calculation. 

Fig. 3: Same as Fig. 2 for a projectile scattering angle of 0.2 mrad. 

Fig. 4: Same as Fig. 2 for a projectile scattering angle of 0.325 mrad. 



Fig. 5: Same as Fig. 2 for a projectile scattering angle of 0.55 mrad. 

Fig. 6: Average projectile scattering angle ave (see text) for electrons ejeceted at e = 0 as a 

function of the electron to projectile speed ratio (closed symbols).  For comparison, the open 

symbols show ave obtained from double differential cross sections (integrated over all electron 

solid angles) [28].  Dashed blue curve: CDW-EIS calculation without projectile – target nucleus 

(PT) interaction; solid blue curve, CDW-EIS calculation with PT interaction; red dashed curve, 

3DW without PT interaction; solid red curve, 3DW calculation with PT interaction. 
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Fig. 3 
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Fig. 4 
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Fig. 5 
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Fig. 6 
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