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We have measured and calculated fully differential cross sections (FDCS) for ionization 

of helium by 75 keV proton impact.  Ejected electron with a speed close to and above the 

projectile speed were investigated. This range of kinematics represents a largely 

unexplored regime.  A high sensitivity of the FDCS to the details of the description of 

the few-body dynamics, reported earlier for ionization of H2, was confirmed.  A new, so 

far unexplained peak structure was found in an electron angular range between the 

regions where the so-called binary- and recoil peaks are usually observed.  The need for 

non-perturbative calculations using a two-center basis set is demonstrated. 

  



Introduction 

Ionization of atoms and molecules by ion impact has been studied extensively for several decades 

(for reviews see e.g. [1-4]).  Early experiments focused on measuring absolute total cross sections 

[e.g. 5-9].  Later, with the development of high-resolution electron spectrometers, double 

differential cross section measurements became feasible [e.g. 10-12].  However, cross sections 

differential in projectile parameters were very challenging to measure because of the large mass 

of ions compared to electrons.  Direct detection of fast heavy projectiles with sufficient resolution 

was restricted to scattering angles larger than approximately 0.1 mrad and energy losses larger 

than approximately 100 eV [13,14].  But for ionization from the target valence shell the largest 

contributions to the cross section often come from much smaller scattering angles (of the order of 

rad or even smaller) and energy losses (close to the target ionization potential).  Until about 20 

years ago projectile differential cross sections for valence-shell ionization, in the kinematic regime 

which mostly contributes to the total cross section, could only be measured for light-ion impact 

[e.g. 15]. Double differential measurements (as a function of scattering angle and energy loss) 

were further limited to relatively small projectile energies [e.g. 16].  Fully differential cross 

sections (FDCS) were only measured [4,17-21] after recoil-ion momentum spectroscopy was 

developed [22,23].  For fast heavy-ion impact this made possible measuring the momentum vectors 

of the ejected electron and the recoil-ion in coincidence and to determine the scattered projectile 

momentum from the kinematic conservation laws. 

So far, FDCS measurements were focused on electrons ejected with a speed much smaller than the 

projectile speed [e.g. 4,17-21].  Fully differential data for ejected electron speeds close to the 

projectile speed were only reported for 75 keV p + H2 collisions [24], and such data for electrons 

considerably faster than the projectile are completely lacking.  The projectile – electron velocity-



matching regime has attracted considerable interest [e.g. 10,16,25,26] because here a specific 

higher-order mechanism, known as post-collision interaction (PCI), plays a particularly important 

role, especially for low- and intermediate-energy projectiles.  In this process, the projectile 

interacts at least twice with the active electron.  In the primary interaction the projectile transfers 

sufficient energy to the electron for the latter to be lifted to the continuum, and subsequently the 

two particles interact with each other for a second time, in which they attract each other towards 

the initial projectile beam axis and to similar velocities.  Furthermore, because of momentum 

conservation, an interaction between the residual target ion and either the projectile or the active 

electron needs to be involved in PCI [27].  As a result, the leading - order interaction sequences 

leading to PCI are Vpe-Vte-Vpe and Vpe-Vpt-Vpe, where the subscripts p, t, and e refer to projectile, 

target ion, and electron, respectively.  As pointed out by Sarkadi et al. [28] PCI is therefore a two-

center process. 

One important manifestation of the focusing due to PCI predicted by theory [29,30] is a strong 

peak structure in the fully differential electron angular distribution in the velocity matching regime 

occurring in the forward direction.  This forward peak was recently confirmed experimentally for 

the case of an H2 target [24].  Nevertheless, large discrepancies between experiment and theory 

and between two conceptually very similar theoretical models were found.  In contrast, for electron 

energies well below the velocity-matching regime discrepancies between experiment and theory 

are much smaller and various theoretical models are usually in reasonable agreement with each 

other [31,32].  This illustrates that, in the velocity-matching regime, the FDCS are very sensitive 

to the details of the few-body dynamics.  Therefore, this regime is particularly important to test 

theoretical models. 



Further signatures of PCI, which are not fully understood, were found in double differential cross 

sections (DDCS) as a function of scattering angle, which were measured for a broad range of 

ejected electron energies and for several target species [33].  For ejected electron energies below 

the velocity matching regime focusing effects due to PCI appeared to become increasingly 

pronounced with increasing target ionization potential I, which is the expected and theoretically 

predicted trend [24].  However, at the velocity matching the trend was not clear.  On the one hand, 

the width of the scattering angle dependence of the DDCS increased with increasing I, suggesting 

a decreasing focusing due to PCI.  On the other hand, a broadening of the DDCS could be caused 

by another higher-order mechanism, involving the projectile – target nucleus (PT) interaction, but 

only a single projectile-electron interaction.  Such a process should become increasingly important 

with increasing I.  It is thus possible that PCI increases with increasing I even at the velocity 

matching, but that it is masked by the higher-order mechanism involving the PT interaction.  The 

results of [24] and [33] show that our understanding of the few-body dynamics in this regime is 

much less complete than it is for electron energies well below the velocity-matching regime.  

Furthermore, for electrons much faster than the projectiles no experimental FDCS have been 

reported at all yet. 

In this paper we present measured FDCS for ionization in 75 keV p + He collisions.  Two main 

goals were pursued in this project: first, we wanted to investigate the target dependence of PCI 

effects on the FDCS by comparing data for a target with a relatively large I (24.6 eV for He) to 

previously reported data for a target with a relatively small I (15.4 eV for H2).  Second, we wanted 

to study the role of PCI for ejected electron energies well above the velocity-matching regime. We 

will show that a clear dependence of PCI effects on the target could not be identified in the electron 

angular distribution of the FDCS, however, fully differential electron energy spectra show a 



stronger role of PCI for He compared to H2 at large projectile scattering angles.  Furthermore, PCI 

effects remain surprisingly strong at electron energies well above the velocity-matching regime. 

Experimental Set-Up 

The experiment was performed at the ion-accelerator of the Missouri University of Science & 

Technology.  The set-up is identical to the one used previously to study ionization of H2 [24].  A 

proton beam was generated with a hot cathode ion source and extracted at an energy of 5 keV and 

then accelerated to 75 keV.  The beam, propagating in the z-direction, was collimated by a pair of 

slits with a width of 150 m placed at a distance of 50 cm from the target region.  With a projectile 

deBroglie wavelength of 2x10-3 a.u. this slit geometry corresponds to a transverse coherence length 

of about 3.5 a.u. [34].  After passing through the target region, the projectiles were charge-analyzed 

by a switching magnet.  The projectiles which were not charge-exchanged were decelerated by 70 

keV, energy analyzed using an electrostatic parallel plate analyzer [35] and detected by a two-

dimensional position-sensitive multi-channel plate detector.  From the position information and 

the energy loss  the complete three-dimensional momentum vector was obtained in the data 

analysis.  The resolution in  was about 2.5 eV full width at half maximum (FWHM) and the 

scattering angle resolution 0.12 mrad FWHM. 

In the collision chamber the projectile beam was crossed with a very cold helium beam (T  1-2 

K), propagating in the y-direction, from a supersonic jet.  The recoil ions produced in the collision 

were extracted by a weak and uniform electric field of 6 V/cm and detected by a second two-

dimensional position-sensitive detector, which was set in coincidence with the projectile detector.  

The coincidence time contains the time-of-flight information of the recoil ions from the collision 

region to the detector (the spread in the time-of-flight of the projectiles due to the energy loss is 



negligible), from which the momentum component in the direction of the extraction field (x-

direction) was determined.  The y- and z-components of the recoil-ion momentum were extracted 

from the position information.  The momentum resolution was about 0.15 a.u. FWHM for the x- 

and z-components and, due to the target temperature, 0.35 a.u. FWHM in the y-direction. 

The ejected electron momentum was deduced from momentum conservation as pe = q - pr, where 

q is the momentum transfer from the projectile to the target.  The FDCS will be presented for 

electrons ejected with various fixed energies Ee into the scattering plane (spanned by the initial 

and final projectile momenta) and various fixed projectile scattering angles p as a function of the 

electron emission angle e.  Since Ee =  - I (I = 24.6 eV = 0.904 a.u.), the electron energy resolution 

is the same as the resolution in .  The angular resolution depends on e itself and ranges from 8o 

in the forward direction to about 12o FWHM in the direction of q, where the so-called binary peak 

(see Results and Discussion section) is usually observed. 

Theory 

The data were compared to two different, but conceptually very similar distorted wave 

calculations.  Our continuum distorted wave – eikonal initial state (CDW-EIS) model is a single 

active electron approach where we assume that in the final state the ejected electron moves in the 

combined Coulomb field of the incident ion and the residual target core. Partial screening of the 

active electron-target interaction due to the ‘passive’ helium electron is modelled by means of a 

Hartree-Fock scheme.  Distortion of the final electronic state by the projectile is represented by a 

pure Coulomb function, and by an eikonal phase in the entrance channel.  In an extension of the 

CDW-EIS model, the projectile – residual target ion (PT) interaction is accounted for in terms of 

a pure Coulomb interaction between the projectile and the target core (CDW-EIS-PT model). This 



interaction is then included in the transition amplitude, by invoking the eikonal 

approximation, through its multiplication by a phase factor. For more details see [36]. 

Whereas the CDW-EIS-PT approach is a semi-classical approximation which treats the projectile 

motion as straight lines, the 3-body distorted wave – eikonal initial state (3DW-EIS) model is a 

fully quantum mechanical treatment.  The incident projectile is treated as a plane wave with an 

eikonal phase approximating the initial state PT interaction.  The final state wave function for the 

projectile is a Coulomb wave for a net charge of +1, so the final state PT interaction is 

approximated as the projectile moving in the field of the ion.  The ejected electron wave function 

is a distorted wave which is a solution of the Schrödinger equation using a numerical potential 

whose radial dependence contains the screening of the nucleus by the electron cloud.  For small 

radii, this potential has a net charge equal to that of the nucleus.  For increasing radii, the net charge 

reduces to that of the ion for radii larger than the size of the ion.  For a more complete description, 

see [37] and references therein. 

Results and Discussion 

In Figs. 1 – 4 we present FDCS for energy losses of  = 62.5, 65.5, 68.5, and 85 eV (corresponding 

to electron to projectile speed ratios of 0.965, 1, 1.04, and 1.22, respectively), and for fixed 

scattering angles (from top to bottom panels) of p = 0.1, 0.2, 0.3, and 0.5 mrad as a function of 

the polar electron emission angle e.  In each case electrons ejected into the scattering plane were 

selected, i.e. the azimuthal electron angle was fixed at e = 0o ± 5o.  Here, e = 0o coincides with 

the initial projectile beam direction, e = 90o, with the direction of the transverse component of q, 

and e = 270o with the direction of the transverse component of –q.  The direction of q (q = arctan 

(qtr/qz)) is indicated by the arrow in each panel. 



Qualitatively, the electron angular dependences of the FDCS are quite similar to those we recently 

reported for ionization of H2.  For He, too, in most cases a strong forward peak is observed, which 

dominates the FDCS at small p (except for  = 85 eV).  This structure is due to the mutual focusing 

of the projectile and the electron towards the beam axis caused by PCI.  Furthermore, the binary 

peak, which is expected near the direction of q, at small p manifests itself in terms of a “shoulder” 

on the large angle wing of the forward peak, and with increasing p becomes increasingly visible 

as a separate peak structure.  In a first-order approximation the binary peak can be described as 

being caused by a single interaction between the projectile and the electron, where the target 

nucleus remains essentially passive.  Momentum conservation then demands that the binary peak 

occurs exactly in the direction of q.  However, the binary peak can be shifted by contributions 

from higher-order mechanisms.  More specifically, PCI effects tend to move the binary peak in 

the forward direction relative to q [e.g. 18,19,21,24,30].  Such a shift is also seen in the present 

data for those cases where the binary peak is resolved from the forward peak.  Thus, signatures of 

strong PCI effects manifest themselves both in the forward and in the binary peak. 

A surprising behavior is seen in the FDCS for  = 85 eV.  This energy loss corresponds to an 

electron to projectile speed ratio of ve/vp =1.22, which cannot be regarded as falling within the 

velocity matching regime.  Therefore, one would expect the forward peak to be much less 

important relative to the binary peak than for the smaller energy losses.  Indeed, the peak structure 

observed in the data for p = 0.1 mrad does not occur at e = 0o, but rather close to the direction of 

q (q = 10o).  Here, the forward peak is not resolved from the binary peak so that a quantitative 

evaluation of the contribution from the forward peak is difficult.  Nevertheless, the observation 

that the peak structure occurs very close to q shows that the binary peak must be dominant.  At p 

= 0.2 mrad the maximum has moved to even larger e, and at 0o the FDCS is further reduced.  



However, at larger p a sudden increase of the FDCS at 0o (relative to the value at q) is seen.  At 

p = 0.3 mrad a “shoulder” on the small-angle wing of the maximum is found and at p = 0.5 mrad 

a peak structure close to 0o clearly separated from the binary peak is observed.  In fact, at this 

scattering angle the peak height ratio between the forward and binary peaks is quite similar to the 

corresponding values for the smaller energy losses.  These data suggest that with increasing 

departure of the ejected electron speed from the projectile speed the relative importance of PCI 

tends to increase with increasing scattering angle, while for electron speeds equal to the projectile 

speed, within approximately 5 to 10 %, the opposite trend is observed.  A similar conclusion was 

drawn for electrons well below the velocity matching regime ejected in 16 MeV O7+ + He 

collisions.  There, an increasing forward shift of the binary peak with increasing q was found [38].  

Later, such a trend was also theoretically predicted for fast proton-helium collisions [39].  

However, at present we do not have a conceptual explanation for these trends. 

The presence of separate forward and forward-shifted binary peak structures at p = 0.5 mrad may 

at first glance seem plausible.  However, here, we point out that, in a classical picture, it is not 

straight forward to explain this phenomenon (and a classical explanation may not be possible at 

all).  Both the existence of the forward peak and the forward shift of the binary peak are caused by 

the same mechanism, namely by the attraction of the ejected electron towards the beam axis by 

the projectile.  In both cases this attraction results in a shift of the corresponding peak relative to 

the direction of q.  The difference is merely of a quantitative nature:  In the case of the forward 

peak this shift is equal to q, while in the case of the binary peak it is only about 20 to 30% of q.  

This raises the question why a shift of say 50% of q is significantly less likely than a shift of 20 

to 30% and 100% of q, i.e. why there is a minimum separating the forward and binary peaks.  A 

resolution of this apparent dilemma is probably only possible within a quantum-mechanical 



treatment.  There, the minimum can probably be interpreted as destructive interference between 

different transition amplitudes leading to the same final state. 

The dashed blue curves in Figs. 1-4 represent our CDW-EIS calculations, which do not account 

for the PT interaction.  The solid blue curves in Figs. 1-4 represent our CDW-EIS-PT calculations, 

which do account for the PT interaction [36].  The red curves show our 3DW-EIS calculations, 

which also account for the PT interaction [37].  As mentioned in the introduction, CDW-EIS-PT 

and 3DW-EIS are conceptually very similar.  The most important difference lies in the treatment 

of the PT interaction.  While the CDW-EIS-PT model assumes straight-line trajectories, in the 

3DW-EIS model the PT interaction is treated fully quantum-mechanically. 

The comparison between experiment and theory and between both theoretical models also reveals 

some similarities to the FDCS reported earlier for ionization of H2 [24].  For the smallest and the 

largest energy losses, which are furthest from the electron-projectile velocity matching, and at 

small p, the 3DW-EIS calculations are in very good agreement with the experimental data.  The 

CDW-EIS-PT calculations also reproduce the qualitative electron angular dependence of the 

measured FDCS very well, but there are considerable discrepancies in absolute magnitude.  

However, at large p, especially for the other two energy losses close to the velocity matching, 

theory does not even reproduce the experimental data qualitatively.  Furthermore, in spite of the 

conceptual similarities the two models differ substantially from each other in this regime.  This 

reconfirms the conclusion, drawn from the fully differential study of ionization of H2, that the 

FDCS in the velocity matching regime are particularly sensitive to the details of the few-body 

dynamics. 



One important question is how PCI effects depend on the target ionization potential.  By 

considering the asymptotic case of I = 0 one would expect such effects to become increasingly 

important with increasing I.  This scenario is equivalent to the target nucleus not even being 

present.  On the other hand, as mentioned in the introduction, the interaction of the nucleus with 

either the ejected electron or the scattered projectile plays an essential role in PCI.  One could 

argue that I approaching zero is not necessarily a signature of a vanishing nuclear charge, but that 

it can also signify an increasing screening of the nuclear charge by the passive electrons.  However, 

the total unscreened charge of the nuclei is the same for H2 and He.  One would therefore expect 

the larger screened effective nuclear charge (which to a large extent determines I) of He, to lead 

to larger PCI effects than in H2.  Instead, measured DDCS as a function of projectile energy loss 

and scattering angle seemed to suggest that PCI actually becomes stronger with decreasing I 

[16,27].  On the other hand, as mentioned in the introduction, a follow-up study on DDCS for 

heavier targets [33] suggested that effects due to PCI could be masked by those due to another 

higher-order mechanism, involving the PT interaction, but only a single projectile-electron 

interaction (for simplicity, we refer to this process as the second-order PT process). Therefore, the 

dependence of PCI effects on I could not be conclusively determined from DDCS measurements. 

Further insight should be obtainable from the FDCS measurements, especially by analyzing the 

forward peak.  The second-order PT process is not expected to significantly contribute at e = 0o 

because there the last step in PCI, leading to the focusing towards 0o, is missing.  Therefore, in 

contrast to DDCS, PCI effects to a large extent can be separated in the e – dependence of the 

FDCS from the second-order PT process.  Considering the asymptotic case of I approaching 0 one 

would not only expect PCI to become weaker, but at the same time the binary peak in the FDCS 

to become stronger and narrower.  Therefore, if PCI effects indeed increase with increasing I, the 



ratio between the FDCS for ionization of He and H2 should exhibit a strong maximum at e =0o.  

These ratios are shown in Fig. 5 for electrons emitted with the projectile speed (corresponding to 

 = 65.5 eV for He and  = 57 eV for H2) and for p = 0.1 mrad (upper panel) and p = 0.5 mrad 

(lower panel) as a function of e.  At p = 0.1 mrad the ratios are essentially flat for e > -30o.  At 

p = 0.5 mrad, there appears to be a weak structure near e = 45o, which is close to the direction of 

q.  Therefore, if there is any statistically significant departure from a flat dependence of R on e at 

all it would indicate a preference of the binary peak, rather than the forward peak, at larger I. 

Apart from the forward peak in the electron angular distribution another prominent signature of 

PCI is a strong peak structure, the so-called cusp peak, in the electron energy spectrum at Ee  ½ 

vp
2 (in a.u.) for e fixed at 0o [e.g. 10,25,26].  If very small p in addition to e = 0o are selected 

one would expect the cusp peak to become even more pronounced.  In Fig. 6 the FDCS for e = 0o 

and for the same p as in Figs. 1 – 4 (from upper left to lower right) are plotted as a function of Ee.  

Two remarkable features are seen in this figure: first, from the data the exact location of the cusp 

peak cannot be determined because of a large gap in the data between 5 and 38 eV, nevertheless it 

is clear that it occurs very close to, but slightly below Ee = ½ vp
2 (indicated by the arrows).  Second, 

a very steep high-energy wing of the cusp peak can even be seen at the largest scattering angle of 

0.5 mrad.  For comparison, in Fig. 7 the corresponding data are shown for ionization of H2.  There, 

the cusp peak occurs exactly at ½ vp
2 and it is only seen at the two smaller p. 

Both models accounting for the PT interaction predict the cusp peak very close to Ee = ½ vp
2 for 

both targets (except for the CDW-EIS-PT calculations at the largest scattering angle).  However, 

interestingly the CDW-EIS calculation (not accounting for the PT interaction) agrees rather well 

with the experimental data for the He target at p = 0.1 mrad.  Furthermore, at p = 0.5 mrad the 



cusp peak is shifted to smaller Ee compared to the CDW-EIS-PT calculation.  This can be taken as 

a hint that the shift of the cusp peak is characteristic to the Vpe-Vte-Vpe interaction sequence.  If 

this is indeed the case one would have to conclude that near the cusp energy PCI proceeds mostly 

through the Vpe-Vte-Vpe sequence and that the Vpe-Vpt-Vpe sequence is overestimated in the CDW-

EIS-PT and 3DW-EIS models.  Indications for such an overestimation were also found in the 

FDCS for ionization of H2 [24] and in the DDCS for ionization of Ne and Ar [33]. 

The presence of a strong cusp peak even at large p for He, but not for H2, shows that the 

dependence of PCI effects on I changes with scattering angle.  At small p neither the electron 

angular distribution nor the electron energy dependence of the FDCS give any indication of an 

increasing role of PCI with increasing I, while at large p PCI is clearly much more important for 

He than it is for H2.  In contrast, the CDW-EIS-PT and 3DW-EIS calculations yield strong cusp 

peaks for the H2 target even at p = 0.3 mrad and the 3DW-EIS calculation also at p = 0.5 mrad.  

Furthermore, both calculations exhibit large differences to each other, especially at the largest p.  

Therefore, the energy dependence of the FDCS, too, illustrates the high sensitivity of the cross 

sections to the few-body dynamics. 

The ratios between the FDCS for ionization of He and H2 plotted in Fig. 5 show a significant 

increase at negative electron emission angles.  This suggests that apart from the forward and binary 

peaks additional structures may be present in the FDCS.  To investigate this possibility further, we 

present the FDCS in Fig. 8 on a logarithmic scale for He at  = 62.5 eV (left panels) and for H2 at 

 = 50 eV (right panels).  The scattering angle was fixed at p = 0.1 mrad (top panels) and p = 0.5 

mrad (bottom panels).  In order to reduce the statistical error bars, here the bin size in the electron 

angle was increased by a factor of two.  Indeed, especially at p = 0.1 mrad, a shoulder on the 



small-angle wing of the forward peak is visible for both targets.  In addition, maxima are found 

near e = 135o and, in the case of the He target for p = 0.1 mrad, a weak peak near e = 210o.  The 

latter structure is not observed for larger p and for the H2 target at any p. 

The location of the structure around e = 210o coincides quite well with the direction of –q (-q  

195o), where in a first-order treatment the recoil peak is expected.  It is due to a direct hit between 

the projectile and the electron followed by a back-scattering of the electron by its parent nucleus 

at 180o.  Just like the binary peak, the recoil peak, too, is usually forward-shifted relative to –q by 

PCI so that the location of the maximum in the data at 210o is consistent with the recoil peak.  

Furthermore, the absence of this structure for H2 and at large p is in accord with the expectation 

that the importance of the recoil peak (relative to the binary peak) decreases with increasing p and 

decreasing I. 

A structure at electron angles between 0 and -90o was also observed for ionization of He leading 

to  = 30 eV [19].  It was interpreted within a classical picture as a two-step process, involving the 

PT interaction, in which the projectile passes the target atom between the nucleus and the active 

electron [40].  The interaction of the projectile with the electron leads to a forward component of 

the longitudinal momentum transfer.  The interaction with the nucleus, in contrast, only transfers 

momentum in the transverse direction (because the inelasticity in this interaction is practically 

zero). This interaction is on average stronger than the projectile-electron interaction so that the 

direction of the total transverse momentum transfer is opposite to the transverse electron 

momentum.  This combination of a positive longitudinal and a negative transverse (relative to q) 

electron momentum leads to an angle between 0 and -90o.  The electrons emitted in this region 

were labelled “swing by electrons” [40]. 



In contrast to the recoil peak and swing by electron “shoulder”, a structure analogous to the one 

found in the present data around e  135o was never observed in previous FDCS measurements, 

which were all performed for electron energies well below the velocity matching regime.  It seems 

plausible to attempt to understand the origin of this peak by comparing to theoretical models.  

However, the sensitivity of the FDCS to the details of the few-body dynamics, which is normally 

regarded as a benefit, could become a problem if it is too high and if the primary goal is to identify 

the mechanism leading to a specific feature in the data.  In this case, it can be very difficult to 

identify any systematic trend in the agreement (or lack thereof) with the data depending on the 

theoretical description of certain physical effects.  This is illustrated in the following comparison 

between the data and the CDW-EIS-PT and 3DW-EIS models in the region of the structures which 

are too small to be visible on a linear scale. 

Overall, the agreement between experiment and theory outside the regions of the forward and 

binary peaks is not good.  On the other hand, there is an element of qualitative agreement in so far 

as under certain kinematic conditions one or both theoretical models show the features seen in the 

data approximately in the same region.  For example, at p = 0.1 mrad the CDW-EIS-PT 

calculations shows a minimum at about e = 100o for both targets, which in the experimental data 

separates the binary peak (not resolved from the forward peak) from the structure around 135o.  

Furthermore, in the 3DW-EIS calculations a maximum can be seen in the region of the swing by 

electrons, which is even in reasonably good quantitative agreement with the data at p = 0.5 mrad 

in the case of the H2 target.  Furthermore, some structures are visible in the same calculation in the 

region of the maximum around 135o.  However, given the large overall discrepancies it is not clear 

how significant this qualitative agreement is.  Furthermore, it is difficult to discern a systematic 

pattern under which condition a particular model reproduces the data better or worse than the 



others.  For example, in the swing by electron region at p = 0.5 mrad the 3DW-EIS model 

reproduces the data for the H2 fairly well, while the CDW-EIS-PT model is in poor agreement.  

But for the He target the roles are reversed and the CDW-EIS-PT model reproduces the data much 

better than the 3DW-EIS model.  At p = 0.1 mrad both models are in poor agreement with the 

data for both targets.  Furthermore, it is difficult to evaluate the role of the PT interaction.  

Comparing the CDW-EIS, CDW-EIS-PT, and 3DW-EIS calculations to the data for the He target 

at p = 0.5 mrad, one might be tempted to conclude that the 1350 structure is caused by a 

mechanism involving the PT interaction because both models including this interaction are 

significantly closer to the experimental data.  But at p = 0.1 mrad for the same target, the CDW-

EIS results are in much better agreement. 

The discussion above suggests that identifying the mechanisms underlying the various structures 

in the FDCS requires having theoretical models which yield better overall agreement with the 

experimental data.  Both approaches presented here are perturbative distorted wave methods, for 

which the range of validity is crudely given by the condition Qp/vp
2 << 1 [41], which is marginally 

satisfied for the collision system studied here (Qp/vp
2 = 0.33).  A perhaps even bigger problem is 

that the capture channel is not included.  This channel is expected to have a particularly large effect 

on FDCS for ionization in the velocity matching regime because of the energetic proximity of the 

final electron continuum state to the bound states in the projectile.  In spite of these constraints the 

CDW-EIS-PT and 3DW-EIS models were quite successful in reproducing experimental data for 

electron energies well below the velocity matching regime [19,32].  The present data show the 

limitations of perturbative approaches and demonstrate that calculating FDCS for electrons in the 

cusp peak is one of the biggest remaining challenges in advancing our understanding of the few-

body dynamics underlying ionization. 



Non-perturbative approaches for ion impact are much more challenging to implement than for 

electron impact, because the much larger projectile mass means that a much larger number of 

angular momentum states have to be considered for the scattered projectiles.  Nevertheless, in 

recent years such models were developed to describe ionization by ion impact [e.g. 30,42,43]. 

They use basis sets including projectile states so that the capture channel is accounted for.  Two 

of these models [30,42] were used to calculate DDCS and one [30] to calculate FDCS for 

ionization of atomic hydrogen.  There, the FDCS at the matching velocity look qualitatively quite 

similar to the present data for ionization of He.  Furthermore, the DDCS are in good agreement 

with experimental data [27,44].  More recently, one model [42] was applied to calculate FDCS for 

ionization of He for electron energies well below the velocity matching regime [45].  Improved 

agreement with the experimental data, compared to perturbative approaches, was achieved.  These 

are promising indicators that comparison of measured FDCS in the velocity matching regime to 

non-perturbative calculations will result in a major advancement in the understanding of the few-

body dynamics underlying ionization. 

 

Conclusions 

We have measured and calculated fully differential cross sections (FDCS) for ionization of helium 

by 75 keV proton impact for electrons ejected with a speed close to the projectile speed.  Apart 

from the binary peak, occurring near the direction of the momentum transfer q, which usually 

dominates the FDCS for relatively small electron energies, we also observe a strong peak structure 

in the forward direction.  This forward peak is a manifestation of a higher-order process, known 

as post-collision interaction (PCI), which involves two (or more) interactions between the 



projectile and the active electron and an additional interaction of the target nucleus with either the 

projectile or the electron. 

The data were compared to those previously published for ionization of H2.  In the electron angle 

dependence of the FDCS for fixed projectile scattering angle and electron energy we did not find 

any signatures suggesting that PCI was more important for one target than for the other.  However, 

in the electron energy dependence of the FDCS for an electron ejection angle fixed at e = 0 and 

projectile scattering angles fixed at large values, PCI leads to a much more pronounced cusp peak 

for He than it does for H2.  This trend is not reproduced by theory. 

While for small electron energies perturbative distorted wave approaches often yield satisfactory 

agreement with experimental data, major discrepancies are found in the present data taken in the 

velocity matching regime.  Furthermore, two conceptually very similar versions of such distorted 

wave approaches differ significantly from each other.  This confirms a very high sensitivity of the 

FDCS to the details of the underlying few-body dynamics in the velocity matching regime found 

earlier for ionization of H2.  In fact, the level of sensitivity is so high that it actually turns into a 

detriment: the resulting discrepancies among different theories and with experimental data seem 

to lack any systematic pattern that could be used to track the physics underlying the observed 

features in the FDCS or which is missing (or not sufficiently accounted for) in theory. 

A further complication for perturbative methods is presented by the sensitivity of FDCS to the 

projectile coherence properties [46,47].  Along with the other constraints discussed in this article 

this suggests that a time-dependent, non-perturbative calculation, using a large two-center basis 

set and describing the projectiles by a wave packet with a width reflecting the coherence length, 

would have a high potential for providing important insight into the understanding of the measured 

FDCS even in the velocity matching regime. 
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Figure Captions 

Fig. 1: Fully differential cross sections for electrons ejected into the scattering plane for a projectile 

energy loss of 62.5 eV as a function of electron ejection angle.  The projectile scattering angles 

are indicated in the insets of each panel.  The dashed blue curves represent the CDW-EIS 

calculations, the solid blue curves the CDW-EIS-PT calculations, and the red curves the 3DW-EIS 

calculations. 

Fig. 2: Same as Fig. 1 for a projectile energy loss of 65.5 eV. 

Fig. 3: Same as Fig. 1 for a projectile energy loss of 68.5 eV. 

Fig. 4: Same as Fig. 1 for a projectile energy loss of 85 eV. 

Fig. 5: Ratios between the fully differential cross sections for ionization of He and H2 as a function 

of the electron ejection angle.  For each target the electron energy corresponds to an electron speed 

equal to the projectile speed.  The projectile scattering angle is fixed at 0.1 mrad (upper panel) and 

0.5 mrad (lower panel). 

Fig. 6: Fully differential cross sections for electrons ejected into the scattering plane for a fixed 

electron ejection angle of 0o as a function of electron energy.  The projectile scattering angles are 

indicated in the insets of each panel.  Curves as in Figs. 1 to 4. 



Fig. 7: Same as Fig. 6 for H2 target; data and calculations from [24]. 

Fig. 8: Fully differential cross sections for electrons ejected from He (left panels) and H2 (right 

panels) into the scattering plane for a projectile energy loss of 62.5 eV (He target) and 50 eV (H2 

target) as a function of the electron ejection angle.  The projectile scattering angles are 0.1 mrad 

(upper panels) and 0.5 mrad (lower panels).  Curves as in Figs. 1 to 4. 
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