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Abstract—In recent years, engineering educators have begun
to focus more on new learning methods that allow students to
better understand and practice their subject matter. However,
these approaches are not ideal for every student, and can be
costly or time consuming to educators and institutions. Instead,
a more individualized approach to learning is needed. This
paper addresses this challenge through a narrative game system.
Building on top of a previously created narrative game, the
system utilizes metacognitive strategies (Roadmap, What I Know-
What I Want to Know-What I Have Solved, and Think-Aloud-
Share-Solve) and a random forest machine learning model to
model a student’s learning process. Based on data collected
from the student, including emotional state, time, and errors
in solutions, the system can estimate the current stage in the
learning process. The student can then be offered prompts or
hints to guide learning in a positive and productive direction,
dynamically correcting misconceptions and allowing the student
to learn at his/her own pace in a stress-free environment.

Index Terms—Personalized Learning, Problem Based Learn-
ing, Narrative Game

I. INTRODUCTION

Recent advancements in student education have begun to
focus more on students’ difficulties in reasoning, applying their
knowledge to solve complex problems, and transferring that
knowledge into new situations [1]. A problem-based learning
(PBL) approach to addressing these issues has been gaining
traction in the past few years [2]. Problem-based learning
is a method of empowering students to conduct their own
research and investigations while applying their knowledge
and skills to solve defined problems [2]. However, PBL
methods can pose challenges to students who prefer a more
structured approach to learning. PBL approaches can even be
frustrating if implemented improperly, or if the student lacks
prior knowledge or motivation. As such, force-fitting students
into a singular PBL model does not effectively serve the needs
of all students [3].

Prior research indicates that many students benefit from a
guided learning experience. Other students, however, prefer a
more discovery-focused approach to learning [4], [5]. Several
studies have shown the effectiveness of PBL in engineering
education [5]-[7], but little has been done to attempt a more
personalized approach to PBL [29], [30], with a system
tailored to each student’s individual learning methods. In fact,
this lack of personalized learning in engineering education
is such a critical unmet need that the National Academy of
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Engineering has listed it as one of its 14 Grand Challenges
for Engineering in the 21st century [28].

Intelligent Tutoring Systems (ITS) have often been proposed
as a solution to this issue [9], but these efforts usually lean
toward direct support for the students, where students can
request hints as needed. However, low-performing students
often lack comprehension of the topic to the point where they
cannot even ask proper questions. A proper ITS system with
PBL features has yet to be constructed [31].

In contrast to ITS, narrative games also offer the potential
use as a learning environment. These types of games often
combine simulations of real-world phenomena with motiva-
tional and goal-based features. When attempting to learn new
topics, students learn most effectively when they are actively
involved in the cognitive process of problem solving, and
when they receive feedback on how to improve as they learn.
An expansive body of empirical work has provided strong
evidence as to the benefits of narrative games in assessing
[10]-[12] and supporting student cognitive development [13]—
[18].

By integrating an ITS system within a narrative game, a
personalized PBL approach to learning can be realized, which
is the ultimate goal of this paper. In particular, an existing
game system is transformed into a Personalized Instruction
and Need-aware Gaming (PING) system. The existing game
system [8], [17] utilizes three metacognitive strategies to
enhance student learning; Roadmap, What I Know-What I
Want to Know-What I Have Solved (KWS), and Think-
Aloud-Share-Solve (TA2S). On top of these strategies, the
PING system incorporates a multi-component probing feature
informed by Social Cognitive Learning Theory [19] to obtain
progress data from students, including their emotional states,
specific subjects of difficulty, and time to completion [20]. By
feeding the data obtained by the probes into a random forest
machine learning model, a student’s progress through the game
can be tracked and their probable learning path is estimated.
Based on this estimation, areas of learning difficulty can be
identified and resolved with hints, prompts, or other learning
guides.

The rest of the paper is organized as follows. Section II
discusses an existing game system that will be used to build
up the PING system. Section III discusses an overview of the
PING system, with detail provided on the internal components,
followed by the conclusion in Section IV.
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II. EXISTING GAME SYSTEM

The existing game system, called Gridlock, features a
character named Jack who witnesses a traffic accident at a
major intersection of a town and then invites students to assist
him in redesigning the traffic light controller. The traffic light
controller is a typical sequential machine, often used as an
instructional example in digital logic design.

To activate a student’s prior knowledge, the KWS training
is implemented through a series of questions related to the
problem-solving stages presented in the game as exemplified
in Fig. 1. According to the student’s responses, the student
is directed to different sections of the roadmap as shown in
Fig. 2 for the study materials that they definitely need to move
on with the design. TA2S training is implemented in the game
through the use of a chat server. This allows students to interact
with each other as they progress through the game, producing
social stimulation and intellectual synergy.

Question - 3
How many flip-flops al used in a circuit that
reduces the clock/frequency by 16 timesP

1
2

flip—flops are not used in a clock/frequency divider

=)
a8

Preavious

Fig. 1. Example question prompt within the game, asking the player a basic
question about digital logic design (text enlarged for readability).

Once the student has progressed through the training
methodology, they are given an in-game tool to assist them
with their designs. Once they have made a design, students
are directed to finalize their traffic light design in the Verilog
hardware description language. The game system then invokes
ModelSim-Altera Starter to validate the design. As the students
go through this process, the game server logs all student
actions, providing abundant data with which to analyze student
performance and game effectiveness. This data collection is a
crucial element in building and refining the PING system.

Gridlock is a good starting point for developing the PING
system as it has previously been evaluated as a learning tool in
seven courses with over 300 students at both Rowan University
and Tennessee State University. In previous testing, pre and
post-tests on student content knowledge were given to both
control groups and groups that played Gridlock (treatment
groups) [18]. The results of these tests are shown in Fig. 3.
Both sections that incorporated the game showed significant
improvement in their knowledge of sequential circuit design
when compared to sections that did not incorporate the game.
In post-game surveys, students described the game system
as more engaging and interesting than conventional problem
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D Flip-flop

Q

Q

Fig. 2. Example of instructional content within the game. In this case, this
prompt is shown to a student who answered incorrectly on a question regarding
this content

solving with paper and pencil, and also said that it increased
their interests in their major.

Conent Knowledge Comparison
B Computer Architecture_Control
B Computer Architecture_Treatment
Digital Design_Control

M Digital Design_Treatment
120 -

100
80
60 -
40
20

76.29 93.11

Mean of Student Test Scores

Post-test

Pre-test

Fig. 3. Comparison of content knowledge. Group difference significant (t test
p<0.05) [18]

While effective for some students, other students felt that
the guidance in game could be more detailed with additional
coaching. Thus, the game still has room for improvement
and modification. If the game system is better able to extract
information about learning differences from each student and
provide appropriate customized support, the resulting system
will be more effective and efficient. Therefor, it is necessary to
transform the existing game, Gridlock, into a PING system and
to investigate the extent to which such a personalized system
will improve students’ problem-solving skills.

III. PERSONALIZED INSTRUCTION AND NEED-AWARE
GAMING (PING) SYSTEM
A. PING System Overview

At its core, the main benefit of the PING system is the
ability to predict both a student’s level of domain knowledge
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as well as their learning path. Utilizing these predictions,
personalized learning support can be provided to the student in
the PBL game environment. However, the data needed for this
personalized learning is based on the student, and is only avail-
able through observation of that student’s learning process.
Therefore, any attempt to develop a practical personalized
learning solution must involve a decision-making process that
can handle rich data streams communicated by the game
system, extract pertinent knowledge about a student’s state
or needs in their learning process, and exploit the acquired
knowledge for personalized learning. The implementation of
PING can be represented by a closed-loop control system as
shown in Fig. 4.

When comparing automated systems to human tutors, the
latter often proves significantly more effective. Human tutors
can easily gauge the required level of guidance a student needs
to keep them learning productively. PING attempts to mimic
the effectiveness of human tutors by estimating a student’s
current knowledge and providing support based on that. By
integrating the four main components of the PING system
on top of the existing metacognitive strategies present in the
game, the system’s ability to estimate a student’s learning
progress and provide support is greatly increased, leading to
an effective learning environment.

The Student Comprehension Model (SCM) is the central
decision-making component of the PING system. This model
features a machine learning based system to analyze student
responses and provide a prediction on whether the student
has achieved a positive trend in their learning of the topic.
Using the prediction, proper learning support for that student is
established through hints, prompts, and cues to assist that stu-
dent in their learning process. This prediction and the learning
support are provided by a decision tree based machine learning
algorithm which has been designed and trained to model a
mapping between the causes (e.g., a student’s knowledge of
a concept) and effects (e.g., the student being offered specific
learning support) in a student’s learning process.

To gather the required data for the SCM, Social-Cognitive-
Theory-based probing collects process variables for the extrac-
tion of pertinent knowledge about a student’s perception of
the task and task variables, specific needs and limitations, and
capacity to generate routines of activities for problem-solving.
The Student Knowledge Database logs the events and records
the student’s usage of the game system, including their mouse
movements, emotional signs, exploration of the KWS system,
responses to questions, and use of chatting functions.

The Instruction Database is a collection of hints, prompts,
and cues which have been organized according to milestones
and stepwise challenges in the student’s learning path

B. Integrating Social-Cognitive-Theory-Based Supports into
Game Interactions

To address the specific needs or difficulties of students and
to improve the instructional practices of the game, the integra-
tion of student learning supports into the gaming environment
is a necessity. These student learning supports are grounded
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in Social Cognitive Learning Theory (SCLT) and implement
evidence-based practices from traditional instruction in the
digital gaming environment [19]. SCLT emphasizes the social
aspect of learning, which is best supported with an instructor
who can scaffold their lessons to guide the learner to new
cognitive understanding. SCLT also theorizes that learning
takes place when learners are most involved and engaged with
tasks that interest them.

While research has shown the benefits of teacher prob-
ing and scaffolding on student learning, current educational
gaming environments often lose these benefits as the students
mostly interact independently with the gaming system [22].
In addition, students who struggle with content in the game
often have difficulty finding their next steps when correcting
misunderstandings and progressing in the game. To truly en-
gage a student and replicate a classroom learning environment,
the student needs both feedback about what they did wrong
and multiple opportunities to learn a concept or topic [23].
Without appropriate learning support, students may not utilize
effective learning and problem solving strategies.

By utilizing a learning theory based instructional model with
four components (probes, time, errors, and emotion), students’
learning can be properly evaluated and individual support can
be provided to address errors and misunderstandings in the
PBL game environment. The four components are described
in more detail below. The model utilizes information on known
and common errors in student understanding to estimate either
what the student needs to learn or what solution path the stu-
dent is likely attempting to pursue. Based on these estimates,
each student can receive useful, customized learning support.

To implement probes in the PING system, students are
prompted from a pool of questions that are designed to detect
signs of learning difficulties. The prompts are pertinent to the
problem solutions in the PBL gaming environment, containing
information about knowledge, facts, or goals of the problem
solving process. These prompts are meant to engage students
in a manner similar to a traditional learning environment,
making them think about solutions to problems they do not
necessarily know how to answer. In the Gridlock game, a pop-
up question might ask "Which of the following best describes
the problem in this game?” Such pop-up questions have proven
themselves as effective instructional strategy in encouraging
self-regulation and self-reflection, as well as directing stu-
dents to important aspects of the problem [1]. To augment
the prompt implementation and avoid the issue of students
memorizing the answers to the questions, the questions are
also picked randomly from a large selection.

Time is another significant indicator of learning difficulties
for the PING system to measure. When a student takes an
unusually long time to respond to a problem, it is a sign of
time management issues or technical difficulty. In this case, a
question prompt can be utilized to evaluate if the student lacks
essential knowledge to solve the problem or if the student
is simply distracted. An example of this from the Gridlock
game is shown in Fig. 5. In this case, a student who has taken
an extended amount of time constructing light switch logic
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Fig. 4. Architecture of the PING system. Components enclosed in blue represent components already within the existing game system. Components in red

represent the PING system components to be implemented in the game.

don't know

It has been a while since your last interaction with the game. Could you
answer the following question to help me understand where you are?

Fig. 5. In-game example of a time-related prompt. In this case, a student
who has stopped progressing for some time is offered a question to refresh
their knowledge (Text has been scaled up for readability).

would be prompted with a basic question about the early steps
of solving the problem. If the response indicates a lack of
essential knowledge, then the student can be directed to further
help regarding the topic or an example video of an expert
utilizing the same method to solve a problem.

The existing game system also provides the capability for
error diagnosis of student designs. Fig. 7 shows the game
identifying several issues with a submitted design. The PING
system expands upon this error diagnosis to determine and
categorize the nature of an error (e.g., problem misidentifi-
cation or wrong syntax). It then offers personalized support
for correction of that specific error. By providing feedback on
student performance and allowing re-submission, the PING
system allows students to self-regulate and learn by utilizing
a task-performance feedback cycle.
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Emotional indicators can often provide powerful indicators
of positive or negative trends in learning, with certain emo-
tions, such as confusion or frustration showing difficulties.
The PING system utilizes a camera-based facial emotion
recognition system to track fluctuations in the emotions of
the student through facial expressions. This information can
be forwarded to the SCM to provide instructional guidance
appropriate to that student’s emotions. For instance, confusion
might indicate lack of critical information, while frustration
might indicate lack of understanding of how to solve the
problem. By recognizing a student’s emotional state, timely
and individualized feedback can be provided to the student.
For instance, if a student seems confused, the system can
provide indirect hints to restore cognitive equilibrium within
the learner.

C. Student Comprehension Model (SCM)

The purpose of the SCM is to model a student’s learning
process through the use of observational data of the student’s
behaviors and emotions during the learning process. However,
a great level of uncertainty comes from human-centric data,
and more subtle patterns can be difficult to discern. With
machine learning or pattern recognition, these subtler patterns
in the human-centric data can be discerned and modelled by
approximating a mapping function between a set of inputs
(also called features) and one or more outputs (also called
predictions).

Unlike human decision makers, machine learning-based
approaches make objective decisions/predictions based on data
and prior knowledge. In a rapidly growing field such as
machine learning, a multitude of algorithms and approaches
can be applied with each approach having its own advantages,
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Fig. 6. A simplified example of one decision tree in the Student Comprehension Model [18]

There were some problem(s) found

The lights were not on in the right order
One or more of the lights were not on long enough
Green

Start Again Exit Game

Fig. 7. In-game example of error checking; A student has submitted a design
that did not meet the problem criteria, and the problems with the design are
made clear to the student.

characteristics, and shortcomings. In the majority of these
applications, choosing an appropriate algorithm (also called
a classifier or model) for the task at hand is the most critical
task. In the case of the SCM, a random forest approach [24],
[25] was chosen due to its strong fit to the problem and many
desirable properties, described below.

A random forest is an ensemble of decision trees. A
decision tree is a graphical model that consists of a group
of antecedents and consequences (basically if-then rules). The
rules are organized in a hierarchical manner to make a final
decision based on a series of questions. An example decision
tree for this specific problem is shown in Fig. 6.

For this problem, decision trees hold several advantages
over other existing machine learning models. They are not
based on a similarity or distance measure, and they can
naturally handle nominal (categorical), ordinal (ordered), and
cardinal (numerical) data. Most classifiers cannot naturally
handle nominal data such as the user data collected by the
PING system. By using a decision tree, the data does not need
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to be transformed into ordinal or cardinal data. Furthermore,
decision trees offer intuitive decisions that can easily be traced
back to the specific feature values that led to that decision.

A random forest generates a set of many such trees, each
trained on slightly different subsets of the training data. In
concept, ensemble-based systems are very similar to real-life
scenarios, relying on collective wisdom of multiple decision
makers to arrive at a final decision. These ensemble-based
random forests have been proven to be significantly more
stable, resistant to errors, noise, and variations in the data [24],
[25] compared to single tree-based models. The ensemble-
based models have also shown significant performance im-
provements over single classifier-based approaches [26], [27].

The SCM is a key component of the PING system. It tracks
the student’s learning process while the student interacts with
the game. Such a model also provides predictive estimates of
a student’s ability to solve problems. The SCM, then, is an
aggregation of a student’s problem solving skills skills into
a hierarchy, where the nodes of the tree represent different
actions that a student may take in the process of solving the
problem. If the model has sufficient evidence that a student
knows a specific fact, the model focuses on the antecedents
of other nodes and branches in the tree. As the appropriate
path of the tree is traversed based on the current evidence,
the model renders a prediction associated with the appropriate
action to take. This decision tree-based model enables the
PING system to provide individualized coaching to maximize
students’ learning outcomes.

As previously stated, the four components of the data
(probes, time, error, and emotion) are collected from students
as they play the game. This data is represented by various
measures such as previous visits to the tutorial modules of the
game, unrelated key presses, facial expressions, and time to
progress through sections of the game. If other features are
identified during testing and studies of the PING system, they
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can and will easily be added into the overall process.

With previously obtained data that has already been hand-
scored and annotated by a human expert, the decision tree
ensemble was trained. With a random forest, the computational
complexity is relatively low. As new training data is obtained
from experimentation and testing of the game, the model can
be rapidly updated, and the model will continuously improve.
With larger amounts of data and increased reliability of data as
testing and experimentation continues, the model will become
more stable and the predictions of the tree will become more
accurate.

IV. CONCLUSION

To introduce a more personalized approach to instruction
in Engineering and Science, this paper proposes the Per-
sonalized Instruction and Need-aware Gaming system. By
taking a problem-based learning approach to teaching and
applying a machine learning-based random forest model that
accurately predicts students’ learning patterns, students can
be offered individualized assistance that fits their specific
learning pattern. This system appeals to both students who
prefer guided learning and students who prefer discovery-
based learning. Through this system, students will gain more
experience in reasoning, applying their knowledge to solve
complex problems, and transferring that knowledge into new
situations. In doing so, these students will be better prepared
for the rapidly changing and highly competitive environment
they one day seek to enter.
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