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ABSTRACT

We present cosmological parameter constraints based on a joint modeling of galaxy-
lensing cross correlations and galaxy clustering measurements in the SDSS, marginal-
izing over small-scale modeling uncertainties using mock galaxy catalogs, without
explicit modeling of galaxy bias. We show that our modeling method is robust to
the impact of different choices for how galaxies occupy dark matter halos and to
the impact of baryonic physics (at the ~ 2% level in cosmological parameters) and
test for the impact of covariance on the likelihood analysis and of the survey win-
dow function on the theory computations. Applying our results to the measure-
ments using galaxy samples from BOSS and lensing measurements using shear from
SDSS galaxies and CMB lensing from Planck, with conservative scale cuts, we obtain
Ss = (Og%)o.s (%)0'6 = 0.85 + 0.05 (stat.) using LOWZ x SDSS galaxy lens-
ing, and Sg = 0.91 £ 0.1 (stat.) using combination of LOWZ and CMASS x Planck
CMB lensing. We estimate the systematic uncertainty in the galaxy-galaxy lensing
measurements to be ~ 6% (dominated by photometric redshift uncertainties) and in
the galaxy-CMB lensing measurements to be ~ 3%, from small scale modeling uncer-
tainties including baryonic physics.

Key words: galaxies: evolution — cosmology: observations — large-scale structure
of Universe — gravitational lensing: weak

1 INTRODUCTION introduce small and coherent perturbations in the light pro-

files of background objects. By measuring the correlations
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The ACDM cosmological model has been successful in ex-
plaining a wide array of cosmological observables. However,
the model includes as yet poorly understood cold dark mat-
ter (CDM) and the cosmological constant, A (or dark energy
in general). Both of these components affect the expansion
history and the growth of structure in the Universe, which
provides a promising avenue to probe them.

Gravitational lensing, the perturbations to the path of
photons by the gravitational effects of matter, has emerged
as an important probe of the geometry and the growth of
structure in the universe (Bartelmann & Schneider 2001;
Weinberg et al. 2013; Kilbinger 2015; Mandelbaum 2017). In
the weak regime, lensing effects of the (foreground) matter
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between shapes or sizes of background galaxies (or CMB
perturbations when using CMB lensing), we can infer the
structure in the distribution of foreground matter. By select-
ing sources at different distances or redshifts, weak lensing
also enables the study of growth and evolution of structure
in the universe. Several studies have used the correlations
in the shapes of galaxies (cosmic shear, or shear-shear cor-
relations) to probe the growth history of the Universe (e.g.,
Semboloni et al. 2006; Massey et al. 2007; Kitching et al.
2014; Hildebrandt et al. 2016; van Uitert et al. 2017; DES
Collaboration et al. 2017) and more recently there have been
similar studies using the lensing of CMB (e.g., Das et al.
2011; Planck Collaboration et al. 2014b, 2015; Omori et al.
2017; Sherwin et al. 2017).

The cross correlations between the galaxies and the
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lensing maps provide another avenue to probe the distribu-
tion of matter around galaxies. The galaxy-galaxy lensing
cross correlation have been used by several studies to probe
the connection between the galaxies and their host halos
(e.g., Hoekstra et al. 2004; Mandelbaum et al. 2006; Hey-
mans et al. 2006; Tinker et al. 2012; Leauthaud et al. 2012;
van Uitert et al. 2012; Gillis et al. 2013; Velander et al. 2014;
Sifén et al. 2015; Hudson et al. 2015; van Uitert et al. 2016;
Dvornik et al. 2018). Combined with galaxy clustering, these
measurements also provide a measure of the matter corre-
lations (matter power spectrum), independent of the galaxy
bias. These measurements have been widely used to measure
the cosmological parameters, especially the amplitude of the
matter power spectrum quantified by os at various redshifts
(Seljak et al. 2005; Baldauf et al. 2010; Mandelbaum et al.
2013; More et al. 2015; Kwan et al. 2016; Buddendiek et al.
2016). Similar studies have also been performed using CMB
lensing (Hand et al. 2015; Giannantonio et al. 2016; Kirk
et al. 2016; Singh et al. 2017a). Furthermore, combined with
other probes of large scale structure, such as redshift space
distortions, these measurements can also be used to test the-
ories of gravity (e.g., Zhang et al. 2007; Reyes et al. 2010;
Blake et al. 2016; Alam et al. 2017; Pullen et al. 2016; Singh
et al. 2018).

When extracting cosmological information from galaxy
clustering and galaxy-galaxy lensing, an important limit-
ing factor is the difficulty in modeling the correlations at
smaller spatial scales. Models for correlations in the matter
density field that are based on perturbation theory tend to
fail at small scales (see Bernardeau et al. 2002, for review)
and it is also difficult to predict the non-linear galaxy bias
and the stochastic cross correlations between the galaxies
and matter. A conservative solution is to only use the mea-
surement on large scales where the model is reliable, though
this can involve a considerable loss of information from small
scales, where having more modes results in better signal-to-
noise measurements. To model the small scales, one must
resort to modeling based on N-body simulations using tools
such as Halo Occupation and Distribution (HOD) models,
which provide a framework to populate halos with galaxies
(see Cooray & Hu 2001, for review). HOD-based modeling
has been used by Seljak et al. (2005); Cacciato et al. (2009,
2013); More et al. (2015) to derive cosmological parameter
constraints (see also Wibking et al. 2017).

While HOD modeling provides an effective and poten-
tially flexible way of modeling the observables, it requires
assumptions about the relationships between the galaxies
and their host halos and then marginalizes over model pa-
rameters describing those relationships. These assumptions
in turn can affect the cosmological inferences. While a more
flexible HOD can in principle provide sufficient model free-
dom to reduce biases substantially, having a very flexible
HOD can result in loss of information. In contrast, having
too inflexible model can result in overly optimistic and po-
tentially biased inferences.

Another approach to extracting information from
smaller scales is to model the matter power spectrum to
smaller scales using emulators trained on N-body simula-
tions but also remove the information from small scales
that are strongly affected by the stochastic relation between
galaxies and matter. One such approach, suggested by Bal-
dauf et al. (2010), involves removing the small scale infor-

mation from the lensing observables and then modeling the
remaining linear and quasi-linear scales using a simulation-
based emulator or higher order perturbation theory. This
approach was successfully applied by Mandelbaum et al.
(2013); Singh et al. (2017a) to derive cosmological param-
eters and by several papers to test gravity using the Eg
parameter (Reyes et al. 2010; Blake et al. 2016; Alam et al.
2017; Singh et al. 2018).

In this work, we develop the methodology to derive
the cosmological parameters from the combination of galaxy
clustering and galaxy-lensing cross correlations following the
approach of Baldauf et al. (2010), but without having to ex-
plicitly model the galaxy bias. We model the galaxy-matter
cross correlation coefficient (which can be thought of as
the difference in non-linear bias between galaxy-galaxy and
galaxy-matter correlations) using simulations. We will also
extend the results using the estimator proposed by Baldauf
et al. (2010) down to smaller scales than has been done be-
fore.

We begin by describing the lensing and clustering for-
malism as well as the estimators used to measure the signals
in section 2 followed by the description of modeling schemes
in section 3. We describe the datasets and mock datasets
used for measurements in section 4. Results from fitting the
measurements from both data and mock galaxy catalogs are
presented in section 5 and we conclude in section 6.

Throughout we use Q,, = 0.307,0s = 0.8228,h =
0.6777,ns = 0.96 (Planck Collaboration et al. 2014a) as our
fiducial cosmology, and express comoving distances in units
of h~*Mpec.

2 FORMALISM AND METHODOLOGY

In this section we review the basic formalism of galaxy clus-
tering and galaxy-lensing cross correlation measurements as
well as the estimator used for the measurements.

2.1 'Weak Lensing

The gravitational lensing effects of the foreground matter
distribution introduce small but coherent distortions in the
light profiles of the background objects (see Bartelmann &
Schneider 2001; Weinberg et al. 2013, for review). The grav-
itational lensing measurements are sensitive to the lensing
potential defined as

_ Jelxs —x1) 5
B, = / 5 X w0 ). (1)

where the Weyl potential ¥ = 9 + ¢, and ¢ and ¥ are the
Newtonian and curvature potentials. xs and x; are line-of-
sight comoving distances to source and lens redshifts and
fe(x) are the transverse comoving distances. Within GR,
¢ = v and V?¢ = 47Gpm. The Jacobian of relating image
to source locations is
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. The primary weak gravitational lensing observables are the
convergence k and the shear v = 1 + i72, defined as

1
k=—5Vids & %ki(bn )
1 1
7 =5(Vii = Via)®r ¢ S (Kl — k)P, (5)
1 1
Yo = §(V?,2)¢L & 5kLiky2)®r, (©6)

where derivatives are with respect to the projected (perpen-
dicular to line of sight) coordinates and we have used <> to
denote equivalent Fourier space counterparts.

2.1.1 Galaxy lensing cross correlations

Galaxy lensing cross correlations measure the projected sur-
face mass density, 3, around the galaxies, which is related
to convergence and shear as

(ry) = 202, M

§(< mp) — X(1p)

Ye(rp) = B S (8)

Y (< rp) is the mean surface mass density within the radius
rp with the critical density, ¥, defined as

o _ < Sr(xs)
TG (14 20) fr () fe(xs — x1)

3. is related to the projected galaxy-matter cross corre-
lations as

(9)

mm:m/amamm:Mme. (10)

The matter-galaxy correlation function, &g, can further be
related to the matter power spectrum as

e D) = by reclry) [ @) [ L

X Pys(k, 2)eTrFotTks) o (q7)

where by(rp) is the galaxy bias and r..(rp) is the galaxy-
matter cross correlation coefficient and are defined as

) = €g(rp)
bg( P) - g'mm(rp) ) (12)
_ fgm (TP) (13)

reelrp) = V fgg(rp)fmm(rp)'

The weight function Wp(z) denotes the effective
weight/contribution from lens galaxies at each redshift to
the measured signal and is given as

Wi(z) = p(2) /Oo dzsp(2s)Se (21, 25 )wis (14)

21

where p(z) and p(zs) are the redshift distributions of lens
and source galaxies (in the case of galaxy lensing) respec-
tively, 3. is the critical density (lensing kernel) for the lens-
source pair and wjs is the lens-source pair weights used in
the estimators when measuring the signal (see Section 2.3).
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2.2 Galaxy Clustering
The two-point correlation function of galaxies is given by

o (rp 1) =b3 (1) / dzW (2) / %

X Pas(k, 2)(1 + Bpi) e/ o ik, (15)

The Kaiser factor, (1 4+ Bui) accounts for the redshift
space distortions (Kaiser 1987), where 8 = f(z)/bg, f(2)
is the linear growth rate factor at redshift z and pr =
k./k. The weight function® W(z) denotes the effective
weight /contribution of galaxies at each redshift to the mea-
sured signal and is given by Mandelbaum et al. (2011) as

Ok p?* ]
W) = e || etngs®] (o)

p(z) is the redshift probability distribution for the galaxy
sample.

Finally we integrate 44 over the line-of-sight separation
to get the projected correlation function

Mmax

Wag(1p) =

—IHmax

dIT&gq(rp, IT). (17)

The choice of I1,ax depends on the impact of redshift space
distortions (RSD), which leads to a need for large ITmax es-
pecially when going to large r,, and the increase of noise
in the final measurement, which increases with Il.x. We
choose Ilnax = 100h_1Mpc and then apply the corrections
for RSD to the measured projected correlation function us-
ing the Kaiser factor. As was shown in Singh et al. (2018)
this correction is much smaller than the statistical errors
on the scales we use and has a negligible effect on our final
results.

2.3 Estimators

In this section we present the estimators used for measuring
various signals. For all of the measurements, we use 100
approximately equal-area (~ 8 degrees on a side) jackknife
regions to obtain the jackknife mean and covariance (see
Singh et al. 2017a,b, for more details).

2.8.1 Galaxy-Galazy Lensing

For galaxy-galaxy lensing, we measure the excess surface
density AX as

- T el O g s
AY = B (1 ls crit rs t crit
(TP) L( +m"/) 2R er Wrs 2R er Wrs

(18)

The summation is over all lens-source (Is) and random-
source (rs) pairs. e; is the tangential ellipticity measured
in the lens-source frame, m. is the multiplicative bias in

1 Note that here we assume that the correlations for a given

galaxy only contain contributions from modes at the same redshift
as the galaxy, which then allows us to separate the integrals over
redshift and k.
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our shear estimates and R is the responsivity factor to con-
vert the ensemble average of ellipticities to shear. By, is the
calibration factor to account for bias due to photometric
redshift of source galaxies. The weight w,s in the denomi-
nator of Eq. (18) accounts for the source galaxies associated
with the lens, which do not contribute any shear but are
counted in the total weights. The correction factor for this
effect wis/wys is usually called the boost factor (Sheldon
et al. 2004; Mandelbaum et al. 2005). Finally, we also sub-
tract the shear signal measured around the random points
for two reasons: to remove systematics that can give some
spurious shear signal at large scales, and for the optimal co-
variance of the final measurements (Singh et al. 2017b). The
weight w;s for each lens-source pair is defined as

w L]

, 19
o2+ oy 19)

Wis =
The X2 in the weight is required for the optimal estimator
in the shape noise-dominated regime (Sheldon et al. 2004),
wy is the weight assigned to lens galaxies (systematic weights
for BOSS galaxies, see section 4.1.1), o is the measurement
noise for the galaxy shape and ogn is the shape noise.

2.3.2 Galazy-CMB lensing

From CMB lensing maps, we get estimates of the conver-
gence, from which we measure the projected surface mass
density around galaxies as (Singh et al. 2017a)
~ Dol WipkpXew Do p, WRpKpXc «
S(rp) = =X - == ; (20)
le Wip > Rp WRp

where the summation is over all the lens-pixel (pixels
of CMB convergence map) pairs at separations r, €
[rp,min, Tp,masx| at the lens redshift and the signal around
random points is subtracted to achieve a more optimal mea-
surement (Singh et al. 2017b). 3¢ . is Yerit with CMB as the
source.

Similar to the galaxy-galaxy lensing case, the weight for
each lens-pixel pair is given by

wyp = w3 (21)

2.3.3 Galazy Clustering

We use the Landy-Szalay (Landy & Szalay 1993) estimator
to compute the galaxy two-point correlation function:

baglry, ) = P22 (22)
where D is the weighted galaxy sample, with weights defined
in Section 4.1.1 and R is for the random point sample (cor-
responding to the weighted galaxy catalog). The projected
correlation function is obtained by integrating over the bins
in line-of-sight separation, II

Mmax

Wog(rp) = Z All&gg(rp, 11). (23)
—IHmax

We use Iyax = 100h_1Mpc, with 20 bins of size AIl =

10h™*Mpc. Tmax = 100k~ Mpc is large enough so that the

effects of redshift space distortions are small and avoids in-

cluding very large line of sight scales which contribute little

to the signal but increase the noise (see more discussion in
Singh et al. 2018)

2.4 Removing small scale information

We use the estimator suggested by Baldauf et al. (2010) to
remove the difficult-to-model small-scale information from
AY
2
Y g (1, 70) = AX(ry) — (:i’) A (ro). (24)
P

X(rp) and wgg (Xgg = P,,Wgg) can also be converted to T
using the relations between ¥ and AY and corresponding
theoretical calculations can be done. In addition to remov-
ing the small scale information, Baldauf et al. (2010) also
showed that YT reduces the impact of sample variance and
the redshift space distortions in the projected correlation
functions. We will use T as well as AY with a model in-
spired from T in our analysis. To compute Y, we also need
to choose the scale 9 below which all the information is re-
moved. We will try few different values of ro, with the aim
of choosing to smallest possible ¢ values for which we can
obtain unbiased results on the cosmological parameters in
the mock galaxy catalogs.

3 MODELLING

In this section we describe three different methods to model
the observables, Tgm or AXy,,, while removing the informa-
tion from small scales. In short, we will model the galaxy-
lensing cross correlations in terms of galaxy and matter clus-
tering. where matter clustering is predicted using analytical
model and galaxy clustering is directly taken from the mea-
surements. We will use the non-linear matter power spec-
trum computed using halofit (Takahashi et al. 2012) using
CLASS (Lesgourgues 2011). In the current approach, we
will be ignoring the covariance of galaxy clustering since the
galaxy correlation functions are measured to much better
precision than the galaxy-lensing cross correlations. We will
later test these models on mock galaxy catalogs, which will
also allow us to choose the values of the cutoff scale rg.

3.1 Modelling Ty,

We write the model for galaxy-matter correlations Yy, in
terms of the clustering of galaxies, Y4y and matter, Yo,
as:

Tgm = ﬁmrg) vV Tmngm (25)

where rg) is the cross correlation coefficient between the

galaxies and matter when using the T estimator. We also
assume Ygg and Yimm are in units of length (no factors of
density) and hence multiply with p,, to get the units of
projected surface mass density.
We model r.. as
a

ree(ry) =14 5, (26)
where a,b are free parameters to be fit during the likeli-
hood analysis to obtain cosmological parameters. We also
estimate the range of values r.. can take as a function of
scale in mock galaxy catalogs and put (uniform) priors to
constrain r¢. to stay within that range (note that the prior
is on rc. as a function of scale and not on a,b, see Fig. 6).
We note that the choice of functional form in Eq. (26) is

MNRAS 000, 1-19 (2018)
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Figure 1. Galaxy-matter cross-correlation coefficient r.. esti-
mates from mock galaxy catalogs with different satellite fractions
(see Section 4.2) and parametric model fits from eq. (26). Closed
triangles show the rq. estimates using the T estimator and open
circles are using the 3. This plot illustrates that the functional
form adopted is sufficiently flexible to describe the behavior found
in simulations, but we stress that the detailed form of 7., is not
important, as we find small shifts (< 0.30) in our results for cos-
mological parameters even when assuming r.. = 1 on all scales
used.

arbitrary, chosen to fit the shape of r.. observed in simula-
tions. In Fig. 1 we show that this particular functional form
is sufficiently flexible to fit r.. estimates from the variety
of mock galaxy catalogs described in Section 4.2. We have
also tested our results with some other functional forms (not
shown in this paper) with similar shapes, and our results are
not affected by this particular choice.

3.2 Modelling AY
3.2.1 Model using Y gm (AXgm < Tgm)

Using the prediction of Tem from Eq. (25), we can predict
AY g as

2
AX g (rp) = Lom(rp) + %Azm (27)
D

where AY)y is an additional free parameter to be marginal-
ized over.

3.2.2 Model using ¥ (AXgm  Zgm)

One of the motivations to use T parameter is to remove the
information from scales where the r.. value deviates signif-
icantly from 1. To include some scales where r.. deviates
from 1, one can also predict AY. directly from X, where r..
values are more localized in 7, (i.e. deviate from 1 at smaller
rp) compared to AY and Y. In this case we begin by pre-
dicting ¥gm,

Ygm = Té? YmmYigg, (28)

where we use same model as in Eq. (26) to predict r&&) and

also put priors on ré? based on the range of values observed
in mock galaxy catalogs.
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Ygm can then be converted to AY as

1 [P 1

A g (rp) = 7/ dryr,Sgm + — S0 — Sgm (rp). (29)
Tp 0 Tp

Notice that we have restricted the integrals over predicted

Ygm on scales > 7o and also introduced the parameter X,

which is the integrated ¥, over scales < ryo.

70

Yo = / drir Sgm = 16 (Agm (r0) + Xgm (r0)). (30)
0

4 DATA

4.1 SDSS

The SDSS survey (Gunn et al. 1998; York et al. 2000; Hogg
et al. 2001; Ivezi¢ et al. 2004; Fukugita et al. 1996; Smith
et al. 2002; Eisenstein et al. 2001; Gunn et al. 2006; Richards
et al. 2002; Strauss et al. 2002) was an imaging and spectro-
scopic survey, which has imaged approximately quarter of
the sky, and has produced imaging catalogs (Lupton et al.
2001; Pier et al. 2003; Tucker et al. 2006; Abazajian et al.
2009; Aihara et al. 2011; Padmanabhan et al. 2008) which
have also been used for target selection for the spectroscopic
follow up in the BOSS survey as well as generation of the
shear catalogs described in this section.

4.1.1 SDSS-IIT BOSS

As tracers for the galaxy density field, we use SDSS-III
BOSS (Blanton et al. 2003; Bolton et al. 2012; Ahn et al.
2012; Dawson et al. 2013; Smee et al. 2013) data release 12
(DR12; Alam et al. 2015) LOWZ galaxies, in the redshift
range 0.16 < z < 0.36 and CMASS galaxies in the red-
shift range 0.43 < z < 0.7. We apply the systematic weights
for the galaxies when computing both galaxy clustering and
the galaxy lensing cross correlations (w; as defined in sec-
tion 2.3), where the weights are given by (Ross et al. 2012)

w; = wsys(wnofz + Wep — 1)7 (31)

where wsys weights correct for the variations in the selection
function on the sky (important for CMASS) and wno—», Wep
correct for missing redshifts due to failure to obtain redshift
(no-z) or fiber collisions for close pairs, ¢p. Impact of these
weights on galaxy-lensing cross correlations was studied in
Singh et al. (2017a).

4.1.2  Re-Gaussianization Shapes

The shape sample used to estimate the shear is described
in more detail in Reyes et al. (2012). Briefly, these shapes
are measured using the re-Gaussianization technique devel-
oped by Hirata & Seljak (2003). The algorithm is a modified
version of ones that use “adaptive moments” (equivalent
to fitting the light intensity profile to an elliptical Gaus-
sian), determining shapes of the PSF-convolved galaxy im-
age based on adaptive moments and then correcting the re-
sulting shapes based on adaptive moments of the PSF. The
re-Gaussianization method involves additional steps to cor-
rect for non-Gaussianity of both the PSF and the galaxy
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surface brightness profiles (Hirata & Seljak 2003). The com-
ponents of the distortion are defined as

1— (b/a)?

(e4,ex) = T (bja? (cos 2¢, sin 2¢), (32)

where b/a is the minor-to-major axis ratio and ¢ is the po-
sition angle of the major axis on the sky with respect to the
RA-Dec coordinate system. The ensemble average of the dis-
tortion is related to the shear as

_ <e+76><>.
Y+, TVx = 2R ’ (33)
1
R:1—§< i,1+e?<,z_20—12>7 (34)

where o; is the per-component measurement uncertainty of
the galaxy distortion, and R = 0.87 is the shear responsivity
representing the response of an ensemble of galaxies with
some intrinsic distribution of distortion values to a small
shear (Kaiser et al. 1995; Bernstein & Jarvis 2002).

4.2 Redshift-dependent mock galaxy catalogs

To get a prior on 7. models as well as to test our models,
we use the mock galaxy catalogs described here.

The clustering evolution and the abundance of galax-
ies as a function of redshift are modeled in light-cone cata-
logues drawn from the BigMultiDark simulation (BigMDPL;
Klypin et al. 2016). This 2.5 h~! CGpc simulation with 38403
particles adopts a ACDM model using the Planck 2013 cos-
mological parameters (Planck Collaboration et al. 2014a).
In order to identify dark matter halos, the simulation im-
plements the Robust Overdensity Calculation using K-Space
Topologically Adaptive Refinement (ROCKSTAR) halo finder
(Behroozi et al. 2013). The BigMDPL simulation has a vol-
ume large enough to construct a light-cone in the whole red-
shift range covered by the BOSS sample (0.16 < z < 0.7)
with an area of 10,206 deg®. Additionally, this simulation
was designed to resolve halos that host CMASS galaxies
(Mp, > 2.5 x 1012 M /h, Shan et al. 2017), being 95% com-
plete at My;r = 2 X 1012M@/h. It allows us to reproduce
the observed clustering without including halos from the in-
complete region of this simulation. The mean halo mass for
the LOWZ like sample ~ 3.1 x 10"* My /h and for CMASS
sample is ~ 2.4 x 10"¥My /h, which are larger than the
masses estimated in Singh et al. (2017a) using weak lens-
ing, Myalo ~ 103 Mg /h for the LOWZ sample using SDSS
galaxy lensing (note that the masses obtained using CMB
lensing in Singh et al. 2017a are not reliable due to the res-
olution of the Planck CMB lensing map).

Galaxies are assigned to dark matter halos using a Sub
Halo Abundance Matching (SHAM; Kravtsov et al. 2004;
Conroy et al. 2006; Reddick et al. 2013) technique. This pro-
cess is implemented by using the SUrvey GenerAtoR code
(SUGAR; Rodriguez-Torres et al. 2016). The scatter between
dark matter halos and galaxies is fixed to reproduce the
projected correlation function of the BOSS data at different
redshifts. Additionally, we fix the number density at each
redshift in order to replicate the observed radial selection
function. We perform the method using the maximum cir-
cular velocity over the whole history of the halo (Vpeqr) as
the proxy for the mass of the dark matter halos hosting
galaxies. In order to select halos hosting CMASS galaxies,

we create a new variable View = (1 4+ N (0uan))Vpeak, where
N is a random number from a Gaussian distribution with
mean 0 and standard deviation ouysy. Then, we rank-order
halos based on V,ew and select a number above a thresh-
old in Vjew tuned to achieve the desired number density. In
this procedure we do not distinguish between host and sub-
halos, so the fraction of subhalos in the light-cone is given by
the simulations. This methodology reproduces with a good
agreement the small scales of both samples, with 11.4% and
12.3% of subhalos in the CMASS and LOWZ lightcones re-
spectively.

We construct CMASS and LOWZ light-cones including
all the available snapshots (40), which allows for a correct
evolution of the dark matter along the line of sight. In or-
der to reproduce the evolution of the observed clustering,
we implement a SHAM model in six redshift bins using a
different scatter value for each one. This is due to the de-
pendency of the scatter with the circular velocity presented
in the methodology used in the construction of our mock.
However, our performance allows us to select the dark mat-
ter halos hosting LRGs using their abundance and clustering
signal, without any stellar mass (or luminosity) information.
(see Nuza et al. 2013).

Many studies have used SHAM models to study LRG
galaxies for different stellar mass cuts (e.g. Reddick et al.
2013; Tinker et al. 2017), ensuring that the observed sample
is complete for the given stellar mass cuts. In these cases,
the clustering is described by the number density and the
intrinsic scatter between galaxies and halos. Nevertheless,
the BOSS sample is not complete for all stellar masses, so
we have to take it into account for the construction of our
mock. Different studies have included the incompleteness of
the sample using stellar mass information (e.g. Saito et al.
2016; Rodriguez-Torres et al. 2016); however, we include this
effect without using a proxy for galaxy mass, by increasing
the value of scatter. This allows us approximately to mimic
the incompleteness, including less massive halos in the final
catalogue. Thus, the scatter used to reproduce the cluster-
ing in each redshift is combining the effect of the intrinsic
relationship between galaxies and halos and the incomplete-
ness of the sample. Most of the values of scatter are found to
vary between 0.1 and 0.24, with an exception at high redshift
(0.57 < z < 0.7) where the scatter is 0.55 X Vpeqr. Never-
theless, this is expected, since the abundance of galaxies is
lower at this redshift (the mean stellar mass is higher than
in other redshifts), while the clustering signal is relatively
consistent with the clustering at other redshifts. The scatter
values used and their dependence on redshift can be seen in
Table 1.

Additionally, we produce light-cones with different
satellite fractions. This is done by applying the same scatter
for subhalos and host halos, such as in the standard HAM,
but in this case, we include a new parameter to select a
certain fraction of subhalos. The fraction of satellites of the
standard HAM is varied by £10% and +15%, that means, an
increase of 10% modifies the subhalo fraction of the LOWZ
like sample from 12.3% to 13.5%. Note that there are ad-
ditional selection effects such as mass and color dependent
incompleteness that can potentially modify the galaxy clus-
tering and galaxy-matter cross correlations on small scales
(Leauthaud et al. 2017). In this work we are primarily inter-
ested in testing the variations on r.. at scales r, > Ufll\/[pc
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sample zrange  ouan 1 (107*Mpc—3h3)
0.16-0.24  0.26 4.10

LOWZ 0.24-0.30 0.10 3.05
0.30-0.36  0.14 3.29
0.43-0.51  0.31 3.26

CMASS 0.51-0.57 0.24 3.66
0.57-0.70  0.55 1.43

Table 1. Observed number density and scatter values used to
select the halos hosting CMASS galaxies in six different redshift
ranges.

at fixed clustering, where we expect that impact of these
effects to be small on top of the variations introduced by
varying satellite fractions.

5 RESULTS

In this section we first present the results of the analysis on
mock galaxy catalogs, testing the impact of different esti-
mators, and other modeling assumptions (see also the ap-
pendices) and then we present the results of analysis on the
data, using both galaxy lensing and CMB lensing. Through-

. . 08 [ Q
out this section we define Sg = (%) (o ETiE

the normalization factors for og and Qs are chosen based
on the cosmology in the mock samples. We obtain the pa-
rameter likelihoods using MCMC with flat priors on A, €
[1071°,107®] and Q. € [0.05,0.75] and scale-dependent pri-
ors on 7. We fix other cosmological parameters and we do
not impose any limits on AXg, as well as the parameters for
the 7. fitting function (eq. 26).

0.6
) , where

5.1 Analysis of mock galaxy catalogs

In this section we present the results from fitting the mod-
els presented in Section 3 to the measurements from mock
galaxy catalogs described in Section 4.2

Fig. 2 shows the results of fitting measurements in mock
catalogs using different models and using the jackknife co-
variance from the mock galaxy catalogs (no shape noise).
We get consistent best fit values as well as consistent signal
to noise ratio (S/N ~ 70) with different estimators and the
results are consistent with the fiducial model.

Fig. 3 shows the comparison between mock galaxy cat-
alogs and model predictions as well as residuals between the
two. Model predictions are consistent with mock catalogs
within the noise and we observe no trends in the residuals.
These results suggest that our model works well down to
~ 1h~'Mpc scale, though it not very surprising since we are
using the priors on r.. derived from the mock catalogs used
themselves. In Appendix A we show results with a different
set of mock catalogs, with different satellite fraction and r..,
where we obtain consistent results using ro = 2h~*Mpc and
slightly biased results (~ 1o) using o = 1A~ "Mpc. For most
of the tests in this section, we will continue to use the more
aggressive choice of 1h~'Mpc, though for the main results
using the data we will show results with both ro = 1h "' Mpc
and 2h~'Mpc.
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In Fig. 4, we show the derivatives of the different mod-
els with respect to different parameters. The sensitivity of
the model to cosmological parameters increases as we go to
smaller scales. However, small scales are also very sensitive
to AX¥o which suggests that some small-scale information is
used in determining AYy. On the scales that we use, the
model is relatively less sensitive to the r.. parameters. In
the following sections we explore the impact of some of the
choices in the analysis in more detail. We further show some
tests based on a different set of mock galaxy catalogs in
Appendix A which highlight the impact of different choices
of r¢ values. In Appendix B we show that the different co-
variances (jackknife and analytical) give consistent results.
In Appendix C using a toy model we show that baryonic
effects can introduce biases of up to 2% in Ss. Parameter
values obtained using different modeling assumptions are
shown in Table 2 and also on the figures showing different
tests.

5.1.1 Impact of Ay or 3o

In Fig. 5, we show the comparison of constraints for fixed
AY versus marginalizing over AYy when fitting AX. Note
that we do not impose any limits on Ay in the likelihood
analysis and when fixing AY, we obtain the AY value at
fixed cosmology and 7cc (rcc is fixed to its value for the mock
galaxy catalogs and we checked that the A value obtained
in this procedure is consistent with the measured value from
mock catalogs). With fixed AX, the S/N in Sg for the two
different models to fit AY is different by ~ 30%. This is likely
due to the projection effects onto Ss plane, though the two
models also have different sensitivity to the AXy as shown
in Fig. 4 which can contribute to these differences. After
marginalizing over AX, the two models give consistent S/N.
This is expected as even though the models are somewhat
different, both models are effectively marginalizing over the
AYo as was shown in Eq. (30). For results shown in the
paper hereafter we will always marginalize over A¥ or Yo,
unless explicitly stated otherwise.

5.1.2  Impact of Tce

In Fig. 6 we show the priors used on r... Priors labeled as
‘small’ are computed from the variations in the mean r.. as
we vary the satellite fraction in the mock catalogs , while
the ‘wide’ priors are computed by accounting for the noise
in ree (0rec) as well, i.e., the variations in rec + drec. ‘wide’
priors are used to test the impact of r.. priors on Sg and
study how parameters change as we loosen the r.. priors.
Note that for our fiducial analysis we will use the ‘small’
priors.

In Fig. 7 we show the impact of various choices of 7.
priors on the constraints on Sg. Using the small priors on 7.
only makes a small impact on Sg, and both the signal and
noise are close to the values obtained by fixing 7r.. to the
correct value for the mock catalogs . Relaxing the r.. priors
to ‘wide’ increases the noise though the best fit values are
very similar to the ‘small’ case. Removing the priors on 7.
further, only forcing r.. to be 1 on largest scales, increases
the noise further by 20-30% though the best-fitting Ss values
are unchanged (not shown). We also test the results by fixing
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Figure 2. Parameter constraints when fitting the correlation functions from mock galaxy catalogs using different estimators or modeling

0.6
schemes discussed in section 3, using 7o = 1h~'Mpc. Note that we define Sg = (o.gﬁ 08 (%) and its expected value is 1. Blue

color represents the modeling of Tgm as discussed in section 3.1 while red and green show two different methods for modeling AY by
predicting Ygm or AXg,, as discussed in section 3.2. These results are using with covariance matrix from mock catalogs (no shape noise).
We applied flat priors on all parameters, with Q., € [0.05,0.75] and A, € [10710,1078] (A, posterior is not shown, instead we show the
derived parameter og based on A values in the chain). There were no limits imposed on values of a, b, A¥g, 3¢, but we did impose flat
priors on r.. based on the range from mock catalogs which implicitly imposes cuts on a, b, as discussed in section 3. Filled dark contours
enclose the 68% region while solid lines enclose the 95% region. Numbers quoted in the figures are the maximum likelihood values while
errors bars are from the 16 and 84 percentile. Vertical and horizontal lines mark the fiducial values for different parameters. Note that
AYp and X share the same panel, although they are different parameters that should not be compared numerically. Also, the limits on

the panels are determined from the +30 spread (marginal) of the parameter values for all the chains plotted.

rec to 1 on all scales. This leads to a small bias in the best-
fitting values of Ss though the results are consistent with the
fiducial cosmology (with the bias in Sg being ~ 0.30). This
is because AXy absorbs most of the effects of the incorrect
rec in this case, and since Ss is degenerate with AX, setting
rec to 1 also increases the noise in Sg (relative to re. fixed
at correct values).

5.1.3 Effects of theory computation

Troxel et al. (2018) pointed out that for coarse bins the scale
at which the theoretical prediction is computed can have an
impact on the constraints on cosmological parameters. If
these effects become important, then the correct thing to do
is to bin the theory predictions using the same weights as
data (or use narrower bins). In Appendix D we show that
for our results, computing the theoretical prediction at the
center of the bin (arithmetic mean) has negligible impact on
the cosmological parameters compared to the binned theo-
retical prediction. Given that we are not sensitive to this

choice, for simplicity, all the results shown in the rest of the
paper will use the theoretical prediction computed at the
central bin value.

5.2 Analysis of real data

In this section we apply our methodology to the galaxy
clustering and galaxy-lensing cross correlations presented in
Singh et al. (2017a). We use the same pipeline as for the
analysis of the mock catalogs, and vary A, € [107*°,107%],
Q € [0.05,0.75] and 7. with scale-dependent priors de-
rived from the mock catalogs. Ss is defined as Sg =
vs 08 [ 0y \0

(7:8m) (W)

In Fig. 8a we show the cosmological parameter con-
straints obtained using the BOSS LOWZ sample and galaxy
lensing using SDSS data. While the results using different
estimators are consistent, there is significant tension with
the Ssg from the Planck ACDM model due to the data be-
ing lower than the predictions from the best-fitting Planck
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Figure 3. Upper panel: Model fits to the correlation functions
from mock galaxy catalogs using best-fitting values (solid lines)
from Fig. 2. Open points show the measurements from mock cat-
alogs along with the errors while the solid lines show the best
fit model. Dotted lines (not distinguishable form solid lines) are
using the maximum likelihood point around the fiducial values
of og and Qy, (within 0.1% of fiducial values). Note that the er-
rorbars on the points are from the covariance of mock catalogs
(no shape noise). Bottom panel: Open points show the ratio of the
data points to the model predictions. The filled contours show the
ratio of the best fit model to the model from the fiducial (Planck)
cosmology, where the contour width indicates the 1o range on Sg.
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Figure 4. Derivatives of the models with respect to og, Qpm (up-
per panel), A¥g (middle panel) and r.. parameter (lower panel).
Tgmis more sensitive to cosmological parameters at smaller scales.
However, when including AY( into the model, the sensitivity to
cosmological parameters decreases at small scales as the impact
of AYy increases. The scales we use are relatively less sensitive
to the rc. parameters.

Estimator Model  7r.c prior Sg—1
Yom Tom small —0.01%9018
Yom Tom Fixed  —0.01709}8
Yom Tom wide  —0.01270017
Tyn w1 00125007

ASgm Tgm small  —0.00970:0:8
ASgm Tom 1 —0.00870018
ASgm Tom wide  —0.00479 817
ASgm, Tym fixed  —0.01270017
A¥gm Sgm small —0.01%9018
ASgm Sgm 1 —0.01275-017
ASgm, Sgm fixed  —0.01270017

Table 2. Table showing the constraints obtained on Sg in an
analysis of the mock catalogs, using different models and r.. prior
choices. Constraints using AXgm are marginalized over AXg or
Y.

cosmology by 3 —40. Comparison between the data and the
model is shown in Fig. 8b. The best-fitting model agrees well
with the data, with no significant deviations; note that the
points at large 7, are correlated. The model with the Planck
best fitting cosmology, shown by dotted lines, predicts sig-
nificantly larger AY and Ygm relative to the measurements
from the data.
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Figure 5. Comparison constraints obtained with fixed AXg/3¢
and marginalizing over AX /¢ for the two models used to fitting
AY.
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Figure 6. r. priors obtained from mock galaxy catalogs with dif-
ferent satellite fractions. ‘Small’ priors are computed using vari-
ations in the mean r.. values while the ‘wide’ priors account for
statistical uncertainty also (variations in rec & drec).
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Figure 7. Constraints obtained using different priors on rcc, us-
ing covariance from mock galaxy catalogs (no shape noise). All
the priors give results consistent with the fiducial cosmology, with
rcc = 1 having the largest bias ~ 0.30. The constraints using the
‘small’ priors are tighter compared to those using wide priors by
~ 20%.

The tension observed in Fig. 8a is consistent with the
tension observed in the Eg measurements in Singh et al.
(2018), though the significance is larger here as the noise
in Eg has a significant contribution from the growth rate
measurements, which are not included in this work. As was
discussed in Singh et al. (2018), there are potential system-
atic effects in shear calibration and photometric redshifts at
the ~ 6% level, which is comparable to the statistical un-
certainties in our results. Even after adding 6% additional
systematic uncertainty, we observe 2 — 30 tension with the
Planck cosmology. Possible explanations for the residual
tension include real tension with Planck due to physics be-
yond ACDM, a statistical fluctuation, or residual non-linear

modeling uncertainty (though our analysis of the mock cat-
alogs suggests it is a small effect).

The S/N of the cosmological parameter constraints in
our results is lower than that predicted by Wibking et al.
(2017), by ~ 50%. This is primarily due to the effects of
lower signal relative to the predictions with the Planck cos-
mology as used by Wibking et al. (2017) (since the covari-
ances are very similar in the two studies) and the Hartlap
correction factor when using the jackknife covariance. These
effects account for most of the differences (30 — 40%) while
the remaining differences can arise from the different mod-
eling assumptions as well as the inherent inaccuracies of the
Fisher forecasts (they only provide a lower bound on uncer-
tainty in general), making a detailed quantitative compari-
son difficult.

Fig. 9 shows the results from cross correlations be-
tween the BOSS CMASS and LOWZ samples and Planck
CMB lensing. For the CMASS sample, we use a larger
ro = 4h~'Mpec, to avoid the scales affected by the Planck
beam (see discussion in Singh et al. 2017a). CMB lensing
also prefers a low amplitude for Sg, though the noise in these
measurements is a factor of 2 larger than in the galaxy lens-
ing and thus are consistent with both the galaxy lensing
and the Planck ACDM model at the ~ 1o level. In Fig. 9
we also compare our results with the published results us-
ing galaxy clustering and galaxy lensing from KiDS (van
Uitert et al. 2018) and DES collaborations (DES Collabo-
ration et al. 2017), finding good consistency among all the
results (at 95% confidence level).

The choice of scale used in Fig. 8 is fairly aggres-
sive, as we push the analysis into non-linear scales, al-
though the results of the analysis in mock galaxy catalogs
is consistent with the expectation. We test the impact of
the choice of scale in Fig. 10 by choosing larger ro val-
ues, as well as restricting the analysis to larger scales for
fixed ro = 2h 'Mpc. While the errors increase with the
more conservative choice of rg and rp min, the best-fitting
values are consistent across the different choices of scales
and lower compared with the Planck ACDM model. This
is consistent with the observation from Fig. 8b, where the
data is discrepant with the Planck model at all scales. We
choose relatively conservative values of ro = 2k~ 'Mpc and
Tp,min = 2h_1Mpc for our fiducial results in the following
when comparing with other results in the literature.

For comparison, in Fig. 10 we also plot the Ss val-
ues from recent DES weak lensing results (DES Collabo-
ration et al. 2017) and also from Mandelbaum et al. (2013),
who used the same lensing source catalog with a brighter
lens sample across the same redshift range. The DES best-

0.5
fitting cosmological parameter combination, os (%—1‘?{) =

0.7831003s, is consistent with our results at the < 20 level
(DES Ss = 0.925 + 0.021 ). The results of Mandelbaum

0.57
et al. (2013), os (%) = 0.83 £ 0.05 (after rescaling by

1+ m, ~ 1.04) are also consistent with our results at ~ 1o
level.

In Fig. 11, we show the marginalized constraints on
o8, Qm from Planck 2018 along with some recent large scale
structure (LSS) analysis including lensing measurements
from this work, DES (DES Collaboration et al. 2017), KiDS
(Joudaki et al. 2017) as well as BAO+RSD measurements
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Figure 8. a) Cosmological parameter constraints obtained using LOWZ data with different estimators. We obtain consistent results
with different estimators though the results are discrepant with the fiducial cosmology at more than 3o (stat), though the impact of
systematic uncertainties (observational and theoretical) are similar to the statistical errors. Vertical dashed lines show the Planck best-fit
values. b) Model fits to the LOWZ data using best-fitting values (solid lines). Dotted lines are using the most likely values of nuisance
parameters around the fiducial values of og and §2,,. The lower panel show the ratio of data and best-fitting model. The filled contour
shows the 1o range of the best-fitting Sg relative to the fiducial value of Ss.

from BOSS-DR12 analysis (Alam et al. 2016, chains for
RSD+BAO only analysis provided by Shadab Alam). The
results obtained by various LSS analysis are consistent with
each other though lensing measurements are somewhat dis-
crepant with the marginal constraints obtained from Planck
results. Planck results prefer slightly higher Ss which is
driven by the slight preference for larger Ss in Planck tem-
perature data (see table 2 in Planck Collaboration et al.
2018). In addition to systematic biases, there are physical
mechanisms, eg. impact of massive neutrinos, modified grav-
ity or dark energy models beyond A which can potentially
reduce some of the tension. An analysis of these extensions
to the standard ACDM model by DES Collaboration et al.
(2018) though revealed no significant evidence in favor of
these models with the results being limited by the noise in
the lensing measurements.

6 CONCLUSIONS

We have presented results using a new method for joint
analysis of galaxy clustering and galaxy lensing cross cor-
relations. Since for the current data, galaxy clustering has
much better signal to noise compared to the galaxy-lensing
cross correlations, we showed that galaxy clustering mea-
surements can be used as part of the model itself, which
eliminates the need for complicated galaxy-bias modeling.
We still need to model the non-linear cross correlation coef-
ficients, 7., which we do using a simple parametric model
with priors taken from mock catalogs .

We test for the impact of various uncertainties in
our theoretical model. In our model, the impact of non-
linearities in AY. get absorbed in the nuisance parameter
AY and the bias in cosmological parameters (Ss) due to
uncertainties in the r.. modeling is around 1—2% depending
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on the realism of the mock galaxy catalogs. Using the mock
galaxy catalogs with a different non-linear physics (higher
ree) compared to the mock catalogs from which the priors
on 7. are derived, the bias in Ss can be ~ 2%. These biases
are reduced if we choose a larger r¢, at the cost of losing some
small-scale information. We also test the possible impact of
baryonic physics on our models using a toy model based on
Nlustris simulations (Genel et al. 2014; Dai et al. 2018) to
modify the small scale galaxy-matter cross correlations. Our
results suggest that most of the impact of baryonic physics
is absorbed in the nuisance parameters, but the impact on
Ss can still be up to 2%.

We also derived the constraints on cosmological pa-
rameters using data from BOSS spectroscopic samples and
galaxy lensing maps from SDSS and CMB lensing maps from
Planck. In comparison with predictions using the Planck
cosmology (os = 0.8228, Q,, = 0.307), we find our mea-
surements to be lower, with the tension on Sg being of
order 20%, 2 — 40 (stat) for the case of galaxy lensing
while CMB lensing being lower by 10% (~ 1lo). Our re-
sults are consistent with recent lensing measurements from
the DES and KiDS surveys at the ~ 20 level or bet-
ter. Leauthaud et al. (2017) also observed the small scale
(rp < 10h71Mpc) galaxy-lensing cross correlations using
CFHTLenS and BOSS-CMASS galaxies to be lower than
the predictions from the galaxy mock catalogs designed to
match the clustering of CMASS galaxies. They performed
test for theoretical uncertainties in modeling the measure-
ments, including the effects of baryons, assembly bias as
well as extensions to the base ACDM model and found that
while any single effect cannot explain the size of the dis-
crepancy, these effects when combined together can lead to
differences of the order of observed discrepancy. We also es-
timate systematic uncertainties for our measurements, with
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Figure 9. Comparison of constraints obtained using BOSS x CMB lensing (GCL) and galaxy lensing (GGL), along with published
galaxy clustering+galaxy-galaxy lensing results from DES Collaboration et al. 2017 and van Uitert et al. 2018 (KiDSxGAMA).

Estimator Model  r¢c prior Ss x%estﬁt x%d

Ygm small 082370030 1479 5252

Tym 1 0.82705%5 1508  53.78

Ygm wide  0.824700% 1374 52.74

A¥gm Tgm small ~ 0.812%5842 1457  38.66

A¥gm Tgm 1 0.8077054%  15.01  38.98

ASgm Ygm wide 0.80870542  13.83  38.71

A¥gm th-cov  Tgm small 0.8470-038 13.0 3281

AXgm th-cov  Tgm wide  0.837T00%  12.84 3213

A¥gm Sgm small  0.816750:%  16.97  35.02

. . . 0.8 ( 9y \6 . .
Table 3. Constraints obtained on cosmological parameters (Sg = (0"87%) (WJ‘&) ) using the galaxy-galaxy lensing results

(LOWZxSDSS), with ro = 1h~!Mpc. ‘th-cov’ denotes the results obtained using analytical covariance matrix. x%est_ﬁt shows the
minimum x? from the values within the MCMC chains (we use 14 bins in these fits) while Xf%d show the minimum x2 within the chains
when og — €, values are chosen to be within 1% of the Planck values. In case of AY, we do not impose any constraints on AYg or Xy
when obtaining Xﬁ 4> Which results in better fit on small scales and hence lower X% q (note that small scales also have higher S/N which
gives them larger weight in x?).
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Estimator Model T'ce prior Sg x%estiﬁt xﬁd
Ygm small 0.8170-04% 1373 32.97
Tgm 1 0.80970:0%6 1406  32.21
Tgm wide 07997005 1157 32.73

ASgm Tgm small ~ 0.852759% 1099  18.98

A gm Tom 1 0.85470-931  10.87  19.06

A gm Tgm wide  0.848700°T 111 19.55

AY g th-cov Tgm small ~ 0.8497001% 1092  21.73
AS g th-cov Tgm wide  0.842700%% 1081  21.58
AXgm- GCL Tgm small 0.97012 3.87 4.84

Y gm- GCL small 0.881512 3.62 4.64
A¥gm (CMASSxGCL) Tgm small 0.9379-1% 4.61 5.37
Tgm (CMASSxGCL)  small 0.92+513 4.14 5.15

Table 4. Same as table 3, now showing fits with rg = 2h~1Mpc (12 bins). This table presents the fiducial results for our analysis, with
the values in bold AXgym, showing the values quoted in abstract (we combined the results for CMB lensing assuming LOWZ and CMASS
results are independent). Last four rows show the results with CMB lensing (GCL). rg = 4h~'Mpc for CMASSx CMB-lensing to avoid

the scales below the resolution limit of Planck CMB lensing maps.

up to ~ 2—3% uncertainty from small scale modeling, ~ 2%
shear calibration uncertainty (multiplicative bias) and < 5%
due to photo-z calibration uncertainties (Singh et al. 2018).
Combined, the systematic error budget on galaxy lensing
measurements is ~ 6%, which is comparable to the statisti-
cal errors on the measurements. There can also be further
systematic contamination in galaxy lensing measurements
due to intrinsic alignments, though these have been shown
to be consistent with zero at the 5% level (Blazek et al. 2012)
for the galaxy lensing sample used in this work.

It is difficult to discern the implications of the tension
between our measurements and Planck. It is possible that
this is a statistical fluctuation, and it is also possible that
the actual amplitude is a bit lower than the central Planck
value. Another possibility is that the ACDM model is in-
complete and extensions including the effects of neutrinos,
modified gravity models or extended dark energy models
can explain some these tensions. More concerning is the
impact of systematic and modeling errors on this method,
which remain somewhat difficult to quantify, and which are
large comparable to the statistical error. To some extent
this is by design: there is a trade-off between the statistical
and modeling errors. As we push to smaller scales statis-
tical errors decrease and modeling errors increase, and one
chooses the scale where the two are comparable. Still, the
optimal choice of this scale remains somewhat model de-
pendent. Even though we have removed all the information
from scales below 1-2 Mpc/h and we have quantified the
modeling error by comparing to the impact of HOD mod-
els on the analysis, it is possible that with a broader HOD
parametrization we would need to revisit this. While future
measurements with ongoing surveys such as DES, KiDS and
upcoming surveys like LSST and Euclid will help in better
understanding of systematics, our results highlight the im-

MNRAS 000, 1-19 (2018)

portance of further improving our understanding of theoret-
ical modeling at small scales.
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Figure 10. Upper panel: Sg as function of different 9. We also
show the results from DES (DES Collaboration et al. 2017) and
Mandelbaum et al. (2013), where we computed the central value
of Sg using the best-fitting values of {2, and og while the uncer-
tainties shown are computed using relative uncertainties on their
values of Sg (different papers have slightly different definition of
Sg.). Lower panel: Sg as function of different choices of 7 min at
fixed 7o = 2h~!Mpc. As the Tp,min iNCreases, the constraints on
AY weaken, and due to degeneracy between AXy and Sg, the
constraints on Sg also weaken. The Sg value increases at larger
Tp,min Decause the AXq takes lower values (AXy ~ —28 £+ 35
for rp min = 20). In both panels, points with circular markers
are using the LOWZ sample, while the point with the triangular
marker is using the CMASS sample. Closed markers are using
galaxy lensing while open markers are using CMB lensing, and
different colors mark the different estimators.
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Figure 11. Comparison of Planck 2018 cosmological parameters with results obtained using galaxy-galaxy lensing from SDSSxBOSS
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APPENDIX A: ANALYSIS WITH DIFFERENT
SETS OF MOCK GALAXY CATALOGS

In this appendix we show the result of applying our analysis
method to a different set of mock galaxy catalogs that were
generated by Reid et al. (2014) (Med-Res mocks) to match
the clustering of the BOSS galaxy samples.

In the analysis use the same r.. priors that were de-
rived from the mock galaxy catalogs used in the main part
of the paper. The mock catalogs from Reid et al. (2014)
have slightly different (higher) non-linear effects compared
to the main mock galaxy catalogs, as was shown in Singh
et al. (2018). As a result, in Fig. A1 when using a low rq
value of 1h~'Mpc, the results are biased by ~ 2%, while
the bias is negligible for ro = 2h~*Mpec. For our main re-
sults we will quote the cosmological parameters using both
ro = 1h~*Mpc and rg = 2h~'Mpc.

In Fig. A2 we show the constraints obtained by varying
the satellite fraction using the mock catalogs described in
Section 4.2. We obtain consistent values of cosmological pa-
rameters (within 1o) with these mock catalogs, as expected
since the primary effect of varying satellite fraction will be
to change r.. which for these mock catalogs is accounted for
in the width of our priors.

Note choosing higher ro decreases the bias on Sg which
is the main parameter constrained using galaxy-lensing
cross correlations. Due to different scale dependence of 7.,
marginalized constraints on os and €, can still be some-
what biased as the wrong scale dependence of 7. is com-
pensated by varying €2, values. We observe these biases to
be present at low levels (< 1o level on og and Qar), though
there could be some contribution from (correlated) noise also
in these. These biases are much smaller than the statistical
uncertainties in our results using lensing maps and removal
of these biases will require more realistic and precise mock
galaxy catalogs than have been used in this work.

APPENDIX B: IMPACT OF COVARIANCE

In Fig. B1 we show the comparison of constraints obtained
using different covariance matrices. When using the mock
catalogs covariance, we get the tightest constraints on the
cosmological parameters as the mock catalogs covariance
does not include shape noise and it also optimally weighs
the data points. Shape noise increases the measurement co-
variance, especially the diagonal part of the covariance at
small scales and hence reduces the information from these
scales, increasing the cosmological parameter covariance. We
also compare the impact of using data covariance from jack-
knife and the data covariance from theoretical predictions.
Since the jackknife covariance is estimated from 100 regions,
we apply the Hartlap correction (Hartlap et al. 2007) to it,
which increases the parameter errors by ~ 10%. There is
a further difference between the jackknife and theoretical
covariance with the diagonal entries of theoretical covari-
ance being lower by ~ 5%. As discussed in Singh et al.

(2017b), this is likely due to some contribution from noise
in the jackknife covariance and also the fact that in com-
puting the theoretical covariance we do not include the po-
tential contributions from the systematics, which can con-
tribute to the jackknife covariance even if removed from the
mean signal. There can also potentially be some impact from
non-Gaussian and super-sample covariance terms. Since the
mean values of cosmological parameters obtained using dif-
ferent covariances is consistent, our main results using the
data will be computed using the jackknife covariance though
we will check the results using theoretical covariance as well.

APPENDIX C: IMPACT OF BARYONIC
PHYSICS

The effects of baryonic physics tend to modify the matter
distribution within and around dark matter halos, modifying
the small-scale correlations. To estimate the impact of such
changes, we compute the ratio of the projected matter distri-
bution around halos in dark matter-only and Illustris simu-
lations (Genel et al. 2014) using halo profiles provided by Dai
et al. (2018), as shown in Fig. Cla. Using this ratio, we then
modify the galaxy-matter cross correlations computed from
the mock catalogs and then perform the cosmological analy-
sis using the mock catalog covariance. As shown in Fig. C1b,
most of the impact of baryons is absorbed in A¥y and 7.,
and the constraints on Ss change by ~ 2.5%. When using
the data covariance, the shape noise downweights the small
scales more and the impact of baryonic physics is further re-
duced in the cosmological parameter. We also note that we
are using the Illustris simulation, for which the AGN feed-
back is likely too strong (Springel et al. 2018), and hence has
a significant impact of baryons out to scales larger than seen
in other hydrodynamical simulations. We expect the impact
of baryonic physics to be smaller than this estimate. Never-
theless, the results in Fig. C1 suggest that future works using
better weak lensing measurements may need to model the
baryonic physics more carefully in order to achieve unbiased
constraints at better than 1% accuracy.

APPENDIX D: EFFECTS OF BINNING

The measured correlation function in bins is an average
weighted by the available number of pairs at each scale. The
number of pairs scale with the volume in the bin modulated
by the effects of the survey window function. The binned
projected correlation function is

frp‘h’igh dryr, W (r,) AX(ry,)

Tp,low

fr”’*”'gh’ driri W (rh)

Tp,low

AY; = (D1)
where AY; refers to the AY value measured in bin ¢ with
T'p highs Tp,low Marking the limits of the bin. W(r,) € [0, 1]
is the effect of the survey window, with W (r,) < 1 implying
that some pairs at r, are missed relative to the expected scal-
ing due to the effects of the window. We estimate W (r;) us-
ing the pair counts involving random lenses (random-source
pairs for galaxy-lensing cross correlations) in the bins as

~

Ny

— T :
N P high qpt gt
lensMsource f roT
Tp,low p'P

W(rp) = (D2)
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Figure A1l. Parameter constraints for a different set of mock catalogs, Mid-Res in Reid et al. 2014, using the same r.. priors as for the
main analysis. For 79 = 1h~!Mpc (left panel), the Sg constraints are biased by ~ 2 — 3% (~ 3¢), but for 79 = 2h~'Mpc (right panel)
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Figure A2. Comparison of constraints obtained using the
redshift-dependent mock galaxy catalogs described in Section 4.2
but with different satellite fractions. We obtain consistent results,
within 1o of the fiducial values.

where ]/\\7p is the measured number of pairs and denominator
is the expected number of pairs ignoring the window effects.
When estimating W (r,), we divide the number of pairs with
the bin volume [ drpr, and then set the W (rp) at the small-
est scale to 1. This does not affect our calculations as the
absolute normalization of W (r,) within the bin cancels out
when binning the theory (this is not true for covariance) and
the effects we study here are due to the gradient of W (ry)
within the bin. Finally we fit a smooth function to the esti-
mated W (r,) in the bins to get W(r,) as function of scale,
rp. W(rp) for galaxy-galaxy lensing using the LOWZ sample
is shown in Fig. D1.

In Figure D2 we show the differences between the
binned theoretical predictions and those computed at vari-
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Figure B1l. Comparison of constraints obtained using different
covariance matrices: the jackknife covariance from mock catalogs
(mocks-jk, no shape noise), the jackknife covariance from the data
(LOWZ-jk, includes shape noise) and the theoretical prediction
for the data covariance (LOWZ-th). The mock catalogs covari-
ance gives the smallest covariance on parameters since it does
not include the shape noise. The data covariance including shape
noise increases the parameter errors by a factor of ~ 3 as shape
noise reduces information especially from small scales.

ous effective scales in the bins, including the arithmetic mean
(7p), the geometric mean (7p, geometric),
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absorbed in AXg and rc.. When using the mock catalogs covariances, the Sg changes by ~ 20 (~ 2.5%), which suggests that baryonic
physics can be important. However, when using the data covariance, which downweights the small scales due to shape noise, these effects

are much smaller.
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Figure D1. The survey window function W (rp) for AX measured
using random-source pair counts, with the value at the smallest
bin normalized to 1.

and the pair-weighted mean (Tp, pair-weighted) defined as

Tp = Tp,high ;’ Tp,low (D3)

Tp,geometric = \/Tp,high X Tp,low (D4)

Tp,high 12 ’
drpry W(ry)

Tp,low

Tp,pair-weighted = -
p,palr-weighte Tp,high Jal gl /
I drlr, W (rh)

Tp,low

(D5)

The impact of different choices of effective r, can be un-
derstood by the fact that the effective scale of the mea-
surement within the bin depends on the scaling of the pair
counts (which also depends on survey window) as well as

the scaling of the correlation function. For example, if the
function scales as r, ' and ignoring the effects of the sur-
vey window the pair counts scale as 7, it can be shown
that the measurement is effectively made at the arithmetic
mean 7p. The scaling of AX, dlog AX/dlogr, ~ —1 (but
varies with r,), explains the result that the theoretical pre-
diction evaluated at the arithmetic mean 7, is close to the
binned theory, though there are some variations due to the
varying slope of A3X. The pair-weighted 7, overestimates
the effective scale and thus under-predicts the theory while
the geometric mean has the opposite effect. Since the sur-
vey window tends to down-weight the larger r,, the effective
scale will be smaller than 7, for the bins in which the survey
window has a large gradient. Thus if we evaluate the model
at 7, we will be under-predicting the value of the correlation
function within the bin. This explains the large discrepancy
at larger r, between the binned models with and without
the window effects as well as the model computed at 7p.

We also note that these effects depend on the size of
the bins, with less differences between the choices of effec-
tive scale when using smaller bins. While smaller bins may
not always be desirable (e.g., covariance estimation is more
challenging if there are too many bins), one can always per-
form the measurement in small bins and then rebin the mea-
surements with the desired weights (which will also require
proper treatment in covariance). Also, the choice of effective
scale depends on the scaling of the function being measured,
and there is no unique choice of effective r, that works for
all functions. The best (and the correct) approach is to bin
the theory predictions with proper weights.

Finally, in Figure D3, we show the impact of comput-
ing the theoretical prediction at 7, compared to the binned
theory with mask effects. We find that the final impact on
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Figure D2. Comparison of the binned theoretical model with the
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Ss is ~ 0.1% (or < 0.10) on our results with some of the
effects on small scales getting absorbed in the r.. and AX
parameters.
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